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Details of the photoacoustic measurement and model calculations of prebreakdown energy
deposition in NaCl at 532 nm [Jones, Shen, Braunlich, Kelly, and Epifanov, Phys. Rev. B 35, 894
(1987)] are provided. The primary absorption process is shown to be four-photon excitation of
valence electrons to the conduction band. Calibration of the acoustic system by two-photon ab-
sorption of 266-nm laser light indicates focal point temperature increases over 300 K are attained
for nondamaging pulses at 532 nm. Interpretation of the experimental data considering secondary
energy absorption by free carriers and transient crystal defects yields the result that the general-

ized four-photon cross section lies in the range 110~

U4 cmBsec’ <o <20x 1074 cm®sec’. It

is further shown that avalanche generation of free carriers is not evident even for these large tem-
perature increases. The calibrated results were obtained from reactive-atmosphere-processed ul-
trapure NaCl crystals; the importance of sample purity is discussed.

I. INTRODUCTION

A nominally transparent, wide-band-gap solid may be
rendered an absorber when exposed to laser light of
sufficiently high intensity. Interest in this phenomenon
is usually related to laser-induced damage of optical
components. The mechanism(s) of induced absorption
and damage are generally held to depend on the relative
sizes of the laser photon energy, Av, and the material
band gap, E,. For hv/E, <<1, laser damage is attribut-
ed to avalanche ionization and subsequent Joule heating
of the lattice through interaction of free carriers with
the strong electric field of the laser pulse.! When the
photon energy is a significant fraction of the band gap,
however, multiphoton absorption by valence-band elec-
trons may either contribute to or be the dominant mech-
anism of free-carrier production. The probability of
simultaneous absorption of m photons, where m >E, /
hv>m —1, drops precipitously with increasing order m.
For which order multiphoton absorption becomes im-
portant to laser damage is not precisely known.
Deficiencies in the avalanche theory led Braunlich er al.
to propose that multiphoton absorption contributes to or
is primarily responsible for damage in alkali halides for
cases where the band gap is bridged by 3, 4, or 5 pho-
tons (m=3-5).2"% While the frequency and pulse
width dependence of the damage threshold (the max-
imum intensity or electric field strength of a laser pulse
that just causes—subjectively defined—damage) in al-
kali halides appears to be consistent with the avalanche
model for m > 5, insufficient and contradictory data exist
for m =4 in NaCl (E, =8.6 eV, hv=2.33 eV) to une-
quivocally assign damage to the avalanche mecha-
nism.»>% Thus it is important to measure energy ab-
sorption prior to damage to determine which mechanism
is operative in this case. Attainment of this goal re-
quires use of a technique highly sensitive to small ab-
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sorbed energies arising from high-energy pulses. A sim-
ple direct attenuation experiment is inadequate for high-
order absorption processes.

Theoretical modeling of laser-induced damage has
been hampered by a lack of reliable or accurate values
for critical parameters, e.g., multiphoton absorption
cross sections and electron-phonon scattering frequen-
cies. Experimental evidence supporting theories of laser
damage has hitherto centered on the laser frequency and
pulse width dependence of the damage threshold. The
purpose of this paper is to report the details of a success-
ful measurement of calibrated prebreakdown energy
deposition in NaCl exposed to intense pulses of 532-nm
laser light using the photoacoustic technique.” The pri-
mary process is shown to be valence electron excitation
via four-photon absorption. The calibrated data also al-
low analysis of secondary absorption processes as well as
calculation of the temperature increase at the geometri-
cal focus of a beam tightly focused in the bulk of the sin-
gle crystal samples. Large temperature increases ( > 300
K) are obtained without evidence of electron avalanche
formation.

Demonstration of the nonlinear order of the excita-
tion, i.e., the number of photons absorbed by valence
electrons in the primary excitation process, is given by
the dependence of the signal on the incident laser pulse
energy.® The photoacoustic technique yields a response
proportional to the absorbed energy. While it demon-
strates the occurrence of four-photon absorption, it also
responds to energy absorbed in secondary processes, e.g.,
conduction-band carrier and primary lattice defect ab-
sorption, and thus one cannot arrive at an unambiguous
value for the four-photon cross section without careful
analysis of these secondary absorption processes.

An extensive review of theoretical and experimental
results pertaining to multiphoton absorption in crystal-
line solids was recently performed by Nathan et al.’
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The free-carrier generation rate can be written as

dn,/dt=No'™F™ , (1

where '™ is the generalized m-photon absorption cross

section, F is the photon flux, and N is the density of ab-
sorbing species. In NaCl, N represents the density of
C1™ ions in the crystal. Four- and five-photon absorp-
tion have previously been observed in alkali halides,'®!!
and Catalano et al.'? have reported four-photon absorp-
tion cross sections in KBr and KI and five-photon cross
sections in KCI and NaCl, obtained by the photoconduc-
tivity method under ruby illumination. However, these
measurements have been severely criticized and deemed
invalid by Williams et al.,'> who showed that crucial as-
sumptions made by Catalano et al. regarding the free-
carrier lifetimes were incorrect. A recent determination
of 0'* in KBr using the self-trapped exciton recombina-
tion luminescence technique, which is more reliable than
the photoconductivity method, yielded o'¥=(2+1)
x 107112 cm®sec® at 532 nm.'* The lack of a reliable
value for ¢'* in NaCl was the prime motivation for this
project.

The rest of this paper is divided into four major sec-
tions. In Sec. II we discuss the photoacoustic technique
for measuring energy absorption. Section III is con-
cerned with experimental details, calibrated absorption
measurements, and indicated upper limits for ¢'*’. In
Sec. IV calculations modeling the overall crystal-pulse
interaction are presented and avalanche ionization is also
considered. Section V is comprised of the summary and
conclusions.

II. PHOTOACOUSTIC TECHNIQUE
FOR MEASUREING ABSORBED ENERGY

Previous photoacoustic measurements of nonlinear ab-
sorption include those by Tam and Patel'® in benzene,
and two-photon absorption in solids by Van Stryland
and Woodall,'® Munir et al.,"" Bae et al.,'®! and
Gorshkov et al.?® Three-photon absorption was detect-
ed by Van Stryland et al.,?! and Horn et al.??% report-
ed a calibrated measurement of energy deposition by
three-photon absorption in a solid.

The bulk of the literature on the photoacoustic detec-
tion of optical absorption has focused on weak linear ab-
sorption of unfocused laser beams in liquids. The tech-
nique in this regard has been thoroughly reviewed,?*%
but the theoretical aspects in crystalline solids have been
only sparsely investigated. However, for the technique
to be useful for measuring absolute energy deposition,
we require only that a calibration be obtainable and that
the calibration conditions hold in the case of measuring
the unknown absorption. We use the second and fourth
harmonics of Nd:YAG (where YAG denotes yttrium
aluminum garnet) in the present experiments. The ab-
sorption of four 532-nm photons and two 266-nm pho-
tons results in the same absorbed energy in the primary
multiphoton process. Two-photon absorption, however,
is easily measured by attenuation. Therefore, after four-
photon absorption is established, the system is calibrated
by measuring the attenuation of 266-nm pulses under fo-

cal conditions which are carried over to the four-photon
case at 532 nm.

The thermal acoustic source generated by the non-
linear absorption of a tightly focused laser pulse in a
nominally transparent material is much more localized
than the usual (unfocused or cylindrical) source con-
sidered in photoacoustic theory. The laser pulse is fo-
cused to a radius w, of 10 um or less, near the midplane
of a slab of single crystal NaCl of approximate dimen-
sions 5X 10x 30 mm?, with the entrance and exit faces
being the 5X 30 surfaces. The focal point is on the plane
bisecting the 5% 30 surface at the midpoint of the beam
path through the crystal. The crystal is bonded to a
fused silica plate, of truncated elliptical shape, on which
a lead zirconate titanate (PZT) transducer is affixed (Fig.
1).2»2 The separation of sample and transducer allows
discrimination of scattered light from signal?® and the el-
liptical shape provides some focusing of acoustic waves
on the transducer.”’” This complicated arrangement
makes impractical solving for the pressure wave at the
transducer. However, it is sufficient to show that one
can have equivalent acoustic sources under 266- and
532-nm illumination, making the boundary conditions
and wave form irrelevant, and that a valid calibration
can be obtained. In this regard, we ignore the crystal-
line nature of the sample and assume it to be isotropic
and consider generation of longitudinal waves only.
Liu?® has shown that a temperature field (thermal
source) cannot generate transverse waves in an isotropic
solid. Thus the problem reduces to that of solving for

Acoustic Signal System
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FIG. 1. Schematic diagram of the acoustic signal detection
apparatus. The laser pulse traverses the sample in the direc-
tion shown, with focal point on midplane of NaCl crystal. The
PZT transducer has resonant frequency of 175 kHz, matched
with a narrow band-pass filter in the 60 dB preamplifier. The
signal passes through a variable attenuator and then is
amplified by 40 dB fixed gain final amplifier before measure-
ment with a transient digitizer.
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the pressure wave in an infinite “fluid” for a given
source.

In Ref. 29 we present a detailed derivation of the pres-
sure wave induced by the nonlinear absorption of a sin-
gle sharply focused laser pulse as sensed by an acoustic
transducer of resonant angular frequency . A mul-
tipole expansion of the Green’s function is carried out
for generalized source terms in an unbounded fluid, and
an integration over the nonlinear interaction volume is
performed for both thermal and electrostrictive sources.
Under the focal conditions for Gaussian beams the in-
tensity is

E(1—R)exp[ —rt/w3(142%/2z3)]

I(r,t)=
" wir(142%/23)

X exp(—t2/7%) , (2)

where the photon flux is F=1I /hwv, r the radius in cylin-
drical coordinates from the pulse propagation axis, z the
distance from the focal plane along the axis, w, the 1/e
intensity radius on the focal plane, z, the confocal pa-
rameter (zo=27w}n /A), E the pulse energy, 7 the pulse
halfwidth at 1/e intensity, and R is the reflectivity of the
crystal entrance face.

Considering now energy deposition due to multipho-
ton absorption only, and assuming instantaneous recom-
bination, the rate of energy absorption per unit volume,
and temperature rise, will be given by

du(r,t)/dt =4hvo'YN[F(r,1)]*,
and
pcdT(r,t)/dt =0du(r,t)/ot , (3)

respectively, where p is the mass density and ¢ the
specific heat at constant pressure. The total absorbed
energy is U= [ d’rdtdu(r,t)/3t. If we introduce the
interaction volume

exp[ —r2/wi(1+22/z)] |*

1422/2}

V= fd3r

~3n'wlz,/32, ifzo/d <L, (4)

where d is the crystal thickness, then
U=2Vrhvo N7 [E(1—R)/m*Pwirthv]*V . (5)

The integrand in Eq. (4) is the spatial distribution
function of the absorbed energy and, thus, the tempera-
ture, immediately after the laser pulse has passed
through the interaction volume, i.e., before diffusion,
which is slow compared to 7 < 107!° sec, has progressed
to any extent. The diffusion time is approximately
pew? /k =5x107° sec for NaCl and wy~5 um, thermal
conductivity, k =0.092 W/deg cm, p=2.165 g/cm?® and
¢ =0.864 J/gdeg. The maximum temperature increase
is at the origin (r=0) and is

ATy=U /pcV=(16\/3mpcwin)U . (6

Solving Egs. (4) and (5) for the cross section we obtain
8miwir(hv)*A

= 3VaNn[(1—-R)E]*

(4)

(7

The symmetry of the generalized source for m-photon
absorption, u(r), causes the dipole moment of the acous-
tic source to vanish, leaving monopole and quadrupole
terms.”’

The monopole term of the pressure is

DPm(f,0)=—iwBexplior /v,)

X exp[ — (0?72 /4m)1U,, /(4mcr) ,

where f3 is the thermal expansion coefficient and v, is the
longitudinal sound speed. Therefore, to lowest order,
the acoustic signal is proportional to the energy, U,,, ab-
sorbed by m-photon excitation.

For beam propagation along the z axis, the xx and yy
quadrupole components are entirely negligible under any
conditions of sample size, but care must be exercised
with the zz component in a bounded medium. However,
we have shown that calibration error arising from the
disagreement between the zz quadrupole components for
the 532- and 266-nm pulses is 10% or less.?”’

Considering acoustic generation by electrostriction®
led us to conclude that, for isotropic condensed matter,
or circularly polarized light in a crystalline solid, the
monopole and dipole terms vanish, and the remaining
quadrupole contributions result in an electrostrictive
source strength of the order 10~% of the thermal mono-
pole source. We then assumed that linear polarized light
in a crystalline solid would yield similarly negligible con-
tributions.

Therefore, the calibration consists merely of determin-
ing the acoustic signal generated by energy deposition
via two-photon absorption under focal conditions in
which the quadrupole source terms are negligible in
comparison with the dominant monopole term, and the
centers of the monopoles for both the two- and four-
photon absorption measurements coincide. The energy
deposited by four-photon absorption is then calculated
from the signal generated under 532-nm illumination.

The value of AT, is obtained under the assumption of
negligible diffusion of both heat and free carriers, and
beam deformation is disregarded. The first condition is
easily satisfied under the focal conditions and time scales
of the experiments; carrier diffusion and beam deforma-
tion are discussed below. We note that the deposited en-
ergy measurements are valid regardless of the absorption
mechanism, and that the temperature calculation is valid
if four-photon absorption is the primary deposition
mechanism, as demonstrated by the dependence of the
acoustic signal on the incident pulse energy.

For the acoustic signal, S, proportional to the pres-
sure, we see that the slope on a double-logarithmic plot,
d(logS)/d(logE), of approximately four (depending on
signal-to-noise ratio) is expected for four-photon absorp-
tion. A measured slope of four is taken as verification
that a four-photon absorption process is occurring and
the calibration procedure is valid.
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III. EXPERIMENTAL DETAILS

A. Apparatus

The laser system has been described elsewhere.'* A
variety of fused silica lenses were used in our experi-
ments, the selection of any one being dictated by the size
of interaction volume desired. They were all of the
plano-convex or ‘“best form” type. Measurement of
beam profiles is carried out at the lens input plane by a
scanning slit method. The slit width, s, is smaller than
the scan displacement increment, Ax, which in turn is
approximately 1% of the beam diameter. The slit is
driven by a computer controlled, high resolution stepper
motor, and the slit throughput is normalized with
respect to incident pulse energy on a shot by shot basis.
The slit is displaced a distance Ax between each laser
pulse, and several scans are performed to check con-
sistency. Scanning may be done in any direction in the
plane normal to the beam axis.

A spatially Gaussian beam with infinite wave front ra-
dius of curvature (no divergence) and intensity profile
I,,=I,exp(—r?/p*) incident paraxially on the input
plane of the lens, will have diffraction limited intensity
distribution on the output side of the lens given by Eq.
(2).3! Detailed calculations on the Gaussian beam using
matrix optics techniques’! show that, in the diffraction
limit, when the sample surface is between the lens and
the focal point, the spot radius does not change, but the
focal point is shifted by a small distance related to the
crystal refractive index, n. Therefore, zO=27-rwén /A is
the correct confocal parameter in the crystal. The loca-
tion of the focal point in the crystal is easily found (for
short focal length) by irradiating the sample with a
damaging laser pulse.

Spherical aberration effects on the spot size w, have
been analyzed in detail.’? For the large effective
f/numbers used in our experiments (f /2p > 20), spheri-
cal aberration is entirely negligible. We henceforth as-
sume diffraction limited performance and determine the
Gaussian beam parameter w, by scanning the lens input
to obtain p and use the relation wy=fA/2mp. The input
beam was checked for collimation and no discernible
divergence was found within the error of the apparatus
(£5%). The effect of self-focusing on spot size will be
discussed after the data are presented.

A schematic of the acoustic system is shown in Fig. 1.
The transducer is an Acoustic Emission Technology
model AC-175L resonant PZT transducer, differentially
coupled to a 60 dB preamp which contains a narrow
band filter matched to the 175 kHz resonant frequency
of the transducer. The high-resonant frequency makes
the system immune to ambient laboratory noise. The
acoustic signals are fed to a Data Precision 6000 tran-
sient digitizer (TD). The limited resolution and input
range of the TD creates a need for more amplification
and/or attenuation of the preamp output. A calibrated,
variable coaxial attenuator (DC-4 GHz bandwidth) is in-
serted between the preamp and fixed gain (40 dB) final
amplifier, in order to maintain the signal fed to the TD
at a level such that the relative accuracy is reasonable

compared with the absolute uncertainty (10 mV) of the
signal level. The TD was also used to simultaneously
monitor pulse energies.

The laser pulse traverses the crystal with the orienta-
tion shown in Fig. 1. With a typical confocal parameter
zo~1 mm and path length d =10 mm, the peak intensity
on the crystal surface will be down by a factor
(142z2/23)=26 from that at the focal point. This is a
very important aspect of the experiment for two reasons.
First, the surface damage threshold intensity is generally
much smaller than that of the bulk because of impurities
and surface roughness. Second, a low intensity will
reduce the signal generated by nonlinear surface interac-
tions, and we can be certain that only bulk phenomena
are observed.

The acoustic signal consists of a modulated sine wave;
we use the peak-to-peak amplitude as the measure for
the absorbed energy.

B. Experimental procedure

1. Preliminary experiments and samples

Demonstrating the occurrence of four-photon absorp-
tion in solids, though a simple matter in principle, is not
trivial and requires careful choice of experimental condi-
tions. By and large, the main difficulty we encountered
was in obtaining a set of data points before the crystal
was damaged. Out of a collection of some 15 samples of
laser grade NaCl from Harshaw Chemical Co., and
seven samples cut from a single boule of ultrapure NaCl
obtained from the Crystal Growth Laboratory at the
University of Utah, only two yielded prebreakdown sig-
nals attributable to four-photon absorption.

An observation of the damage threshold distribution
in a collection of NaCl crystals was reported by Manen-
kov*® (also see Ref. 5). In over 100 different crystals
tested for damage threshold under identical spatio-
temporal pulse energy conditions, an approximately nor-
mal distribution about a mean threshold was measured
together with a tight group of results with values about
four times the mean. These latter thresholds were inter-
preted as intrinsic damage events. This led us to try to
obtain crystals of higher purity, in order to increase the
probability of having samples of sufficiently high damage
threshold to yield prebreakdown acoustic signals.

We found that ultrapure reactive-atmosphere pro-
cessed NaCl crystals (obtained from the Crystal growth
Laboratory at the University of Utah) had sufficiently
high damage thresholds for consistent measurements of
prebreakdown energy deposition. This material contains
alkali and alkaline earth impurities (notably K, Li, Ba,
Rb, Sr, and Mg) at a 0.1 to 5 ppm (parts per million) lev-
el together with other metallic impurities (Al, Fe, Cu,
Ni, Tl, and Zn) at less than 0.01 ppm.34 Processing the
starting material in an HCI atmosphere reduces the nor-
mally present OH™ concentrations of a few ppm by 1 or
2 orders of magnitude. With these crystals, we obtained
fourth-order power-law dependence of acoustic signal on
incident energy (slope of a double-logarithmic plot of
signal versus incident pulse energy) over a dozen times
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in samples with damage thresholds ranging from 400 to
over 500 GW/cm?. Crystals with higher thresholds
yielded slopes nearer to four; the range was from
3.55+0.15 to 3.95+0.4.2° We thus did not pursue the
purity issue any further.

The presence of OH™ has some implications for
acoustic signal versus absorbed energy calibrations.’*3¢
First, buildup of F centers due to x-ray exposure (pro-
ducing electron-hole pairs) is initially proportional to
OH ™ concentration, implying that multiple laser shots
on one site could lead to efficient production of stable
defects in the interaction volume. Secondly, an OH ™ as-
sociated emission of yellow-green fluorescence peaks
with excitation at 260 nm. Thus OH™ contaminated
NaCl will be a linear absorber of the calibration light
source, leading to error in the calibration.’” In Ref. 35 it
is also noted that the OH™ concentration of thin sec-
tions varies according to the position in the boule from
where it came.

2. Calibration of deposited energy
versus incident pulse energy

Measurements of the energy deposited in the crystal
due to absorption of 532-nm photons requires calibration
of the acoustic system with a known absorbed energy,
provided by 266-nm photons in our case. The following
steps are involved.

(1) The 532- and 266-nm beam profiles are obtained
using the scanning apparatus. After beam scanning, the
focusing lens is installed and aligned.

(2) By varying laser pulse energy, we obtain acoustic
signal versus incident energy. If sufficient prebreakdown
data indicating four-photon absorption are obtained, we
calibrate the incident pulse energy as measured by pho-
todiodes from a pick-off beam splitter, using a calibrated
energy meter at the sample position.

Step (2) provides the acoustic signal versus incident ener-
gy for 532-nm laser pulses. Calibration of the acoustic
detector is carried out by measuring the acoustic signal
simultaneously with the energy of single 266-nm pulses
absorbed by the crystal. Absorption of 266-nm light is a
two-photon process in NaCl (for excitation of valence
electrons across the gap), which allows us to approxi-
mate the acoustic emission volume as a monopole
source.

(3) With 266-nm beam profile adjusted during step (1)
for approximately equal interaction volumes (monopole
moments), the pulse energy is varied to cover the range
of acoustic signal obtained with 532-nm pulses, while
simultaneously measuring the incident and transmitted
energy. The uv calibration was checked for nonlinearity
(two-photon attenuation corrected for reflectivity) by
plotting acoustic signal versus incident energy on a
double-logarithmic scale.

(4) The final step is to measure the 532-nm pulse tem-
poral profile to obtain the pulse parameter 7, using the
zero-background, second harmonic generation auto-

correlation technique.*®3° This task is performed last as
it requires some rearrangement of optical components.

Although the detailed interaction of the crystal with
532-nm and 266-nm photons differs, the acoustic signal
generated depends only on the conversion of excitations
to thermal energy in the interaction volume. At room
temperature and above radiative processes are quenched
(see Sec. IV) and, thus, all excitations decay nonradia-
tively, resulting for the most part in heating of the in-
teraction volume. As such, the calibration of the acous-
tic system using pulses of 266-nm light is a valid pro-
cedure.

We can determine o'*’ on a single shot basis with the
acoustic calibration S (U) and the incident energy E, by
inverting S (U) to obtain the absorbed energy from the
acoustic signal, U(S); or for a series of shots of varying
incident energy.

If S(U)=aU+b, then U=(S —b)/a and Eq. (7) be-
comes

(4)

87w (hv)*A (S —b)
~ 3V@Nn(1—R)* oE*
Alternatively, we can fit the data points [U (S),E] to

0.(4)

(8)

U= Ac'"YE*+const 9)

with 4 =3V7Nn(1—R)* /87wl (hv)A.

The calibration procedure was carried out on three
different samples of reactive atmosphere processed ultra-
pure NaCl, two cut from one boule, the third from a
second boule. In all cases, the polarization of the in-
cident 532-nm laser pulse was parallel to the [110] crys-
tal direction with propagation along the [100] axis.

C. Results

1. Crystal no. 1

The first calibration was performed on a 4-mm thick
wafer cut from the middle of the first boule. This sam-
ple was chosen purposely to see if a wafer from the mid-
dle of the boule was clean enough to yield prebreakdown
data. That the crystal quality is critical is indicated by
our observation that a sample from near the bottom of
the boule did not yield a signal attributable to four-
photon absorption before damage.

The data for this calibration are the lower set of eight
in Fig. 2. The upper limit of the four-photon absorption
cross section obtained from the data set is
ol =(5.7£2.5)x 10713 cm®sec?, calculated with Eq.
(9). The relevant parameters are listed in Table I, as is
the peak intensity of the highest predamage pulse.

This set of eight points was obtained on a single site in
the crystal. The number was limited to avoid possible
buildup of lattice defects (F centers) which are created
as a result of electron-hole pair generation. The set was
terminated when damage was detected, with points at-
tributed to damage not included. Our damage criteria
are (a) scattering of laser light at approximately 90° to
the optic axis from the focal region coupled with (b) a
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TABLE 1. Parameters of energy deposition calibration and results. f, lens focal length; w,, spot
radius (1/e intensity); 7, pulse temporal parameter; V, interaction volume; d, path length; I, , max-

(4)

imum peak intensity of nondamaging pulse in data set; o,,,, upper limit of four-photon absorption

cross section obtained from this data set.

The 266-nm interaction volume V is given by

V =27*win tan—'(d /2z,) /A, where n, wy, z,, and A refer to that appropriate for the uv wavelength.

f Wo T vV (Cms) d Imax :a)x
Sample (mm) (cm) (psec) 532 nm 266 nm (cm) (GW/cm?) (cm?® sec?)
1 66.7 6.32x107* 81 2.7x107% 2.6x107% 1 335 (5.7+2.5)x 10713
2 423 39x107* 867 4.0x107° 4.8x10~° 046 590 (4.3£2.4)x 107"
3 66.7 8.4x107* 83 8.4x10"% 9.7x10°% 1 182 (2.75£1)x 10712

very large acoustic signal inconsistent with that generat-
ed by a pulse of similar energy before damage. The
simultaneous observation of (a) and (b) signaled bulk
damage. A further qualitatitive check is distortion of
the transmitted beam profile, usually similar to a pinhole
diffraction pattern, when the interaction volume is dam-
aged. Damage at this level is not detected by visual in-
spection, in contrast to the visible damage track or fila-
ment usually taken as indication of catastrophic damage
in most breakdown threshold measurements. 32

Subsequent experiments with a longer focal length
lens, performed in order to obtain data with lower peak
intensities, led to surface damage and rendered this sam-
ple useless for further experimentation.

1000 1

300

100 r

AT, (K)

<«—— Slope=3.82+0.14

10 | A A A .
0.5 0.75 1.0 1.25 1.5

Peak Laser Flux, Fp (10392 photons/cm2 sec)

FIG. 2. Composite double-logarithmic plot of calculated
temperature increase at focal point vs incident energy of 532-
nm pulses for sample nos. 1 and 2. Sample no. 1 data (lower
eight points) indicate an upper limit on o¥ of
(5.7£2.5)x 107" cm®sec®. The upper set of points, obtained
from sample no. 2, yields an upper limit of
o =(4.342.4)x 1073 cm8sec?’.

2. Crystal no. 2

This sample was the second wafer from the top of the
first boule (the very top wafer is unsuitable due to the
growth characteristics). With this sample we tried a
shorter focal length lens to obtain data at a higher peak
intensity, since the damage threshold is expected to in-
crease for smaller focal volumes. These data are the
higher set of points in Fig. 2. We present them together
with those from sample no. 1 as a composite plot in or-
der to show the consistency for two different samples
from the same boule, even under different focal condi-
tions. The slope of the line in the double-logarithmic
plot is 3.82+0. 14.

The data are a collection of 27 shots over eights sites
in a small matrix (approximately 3 mmX3 mm). The
high intensities necessary to obtain signal (the apparatus
is sensitive to absorbed energy, and we have a very small
interaction volume in this data set) required this stra-
tegy. Pulses obviously producing damage were deleted
from the data set.

The upper limit of oli, =4.3X107'"* cm®sec’, satis-
factorily consistent with the result from sample no. 1, is
the mean value of o'*’ calculated using Eq. (8) for the 27
points. The standard error of the mean is 0.25x 10713
cm®sec?.

There is one point in this data set for which we are
confident that we have measured a very high-
temperature rise without damaging the crystal. This
point is AT,=324°C at I,.,, =550 GW/cm’. Subse-
quent pulses of lower intensity on this site were entirely
consistent with the data set and exhibited no evidence of
damage.

3

3. Crystal no. 3

The third sample is the second wafer from the top of
the second boule. The data are presented in Fig. 3.
They occur for lower intensities than for sample nos. 1
and 2, and we have a smaller slope of approximately 3.3
on the double-logarithmic plot. The pulse of highest en-
ergy without damaging the crystal had peak intensity of
only 182 GW/cm? The slope is perhaps indicative of
the presence of a lower-order process. We include the
value of o) obtained from these data to demonstrate
the variation of results one might expect from using a
variety of crystals. The upper limit for the four-photon
absorption cross section obtained from these data, calcu-
lated with Eq. (9), is o) =(2.75+1.0)x 10~ 2 cm®sec.’

max
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FIG. 3. Double-logarithmic plot of calculated temperature
increase at focal point vs incident 532-nm pulse energy for
sample no. 3. The smaller slope (3.3%0.15) and larger indicat-
ed cross section [0¥=(2.75£1.0) X 10~"'2 cm®sec’] compared
with sample nos. 1 and 2 imply impurities may be playing a
more important role in the absorption process.

The difference in interaction volumes (see Table I) does
not explain the inconsistency in o's, obtained from sam-
ples 1 and 3, since those of samples 1 and 2 were even
more different but yielded consistent results. We thus
attribute the discrepancy of olf) in crystal 3 compared
to samples 1 and 2 to the fact that they originate from
different boules and, thus, from different starting materi-
al. Just like Manenkov,** we put our trust in the data of
samples 1 and 2 because they exhibited higher threshold
and agree well. Of the samples from the two boules, we
believe the data from the first most nearly exhibit intrin-
sic (to pure NaCl) phenomena.

The uncertainties reported in Table I are the results of
a mean-square error analysis of Eq. (8). Measurement
error in the pulse energy, E (=10%), and the beam
waist, w, (=5%), make the largest contributions to the
uncertainty of 0. The temperatures in Figs. 3 and 4
have uncertainties of approximately 20%, with the most
significant error being in the measurement of w,.

In Ref. 7 we showed that the data obtained from mea-
surement of prebreakdown energy deposition is incon-
sistent with the expectations derived from a simplified
theory of self-focusing. Smith er al.®3? performed a
series of measurements designed to obtain the break-
down threshold and critical power for self-focusing by
measuring the energy of damaging pulses as a function
of focal area, 7w3. The work presented by Manenkov,>
and our experience, discussed above, indicates Smith
et al. were probably not measuring intrinsic damage,
since no special precautions regarding purity or sample
selection were mentioned.

Our results’ indicate that self-focusing is ineffective, at

least up to the damage threshold. Since this work was
completed it has come to our attention that Soileau
et al.,” have shown that for tightly focused (w,< 10
pm) 532-nm pulses of subnanosecond duration in NaCl,
self-focusing does not measurably occur for intensities
up to the damage threshold. We therefore do not
“correct” our results for self-focusing, but do list all the
relevant parameters (Table I) so that it may be done, if
desired.

IV. MODEL CALCULATIONS

A. Introduction

The total interaction between the laser photons and
crystal is not merely multiphoton electron-hole (e-h)
pair generation. Additionally, conduction-band elec-
trons absorb energy from the photon field, as do certain
so-called primary defects which are created as a result of
e-h pair generation. For this reason, the four-photon ab-
sorption cross sections obtained from the data in the
previous section are overestimated. Since we are only
interested in intrinsic material we do not attempt to
model effects due to impurities. But clearly, in light of
experimental evidence discussed in Sec. III, such an in-
vestigation is warranted to explain the bulk of extrinsic
laser damage data.

Complicating the picture is the fact that there are two
theories of latitude heating resulting from the absorption
of photons by electrons in the conduction band. The
first is the polaron model, proposed by Schmid et al.,?
in which the electrons are strongly coupled to the pho-
non system, and absorption of a single photon by an
electron is followed by virtually instantaneous dissipa-
tion of the excess energy to the crystal lattice. In this
model, an electron never absorbs more than one photon
before relaxing back to the bottom of the conduction
band. The second model is intimately connected with
the avalanche theory of free-electron generation. The
electron-phonon scattering necessary for energy extrac-
tion by free electrons from the electromagnetic field (re-
quired for electrons to attain sufficient energy for impact
ionization) is the mechanism by which the lattice is heat-
ed. In both cases, phonons play the crucial role of the
third particle necessary for the electron to absorb elec-
tromagnetic energy.

Highly accurate absorption parameters for the crystal
excitations are not available, so that our modeling of the
more complex laser-crystal interaction accounting for
the presence of these species relies on the best estimates
we could obtain. We show that the essential demonstra-
tion of the primary event of four-photon absorption; i.e.,
a fourth-order power-law relation for absorbed energy
versus incident pulse energy, is not masked by free-
carrier and defect absorption. For completeness we also
consider the avalanche mechanism of e-h pair genera-
tion, both in the absence of four-photon carrier genera-
tion with an assumed starting density of conduction elec-
trons, and four-photon assisted.
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B. Electron-hole pair generation, primary defect production,
and secondary energy absorption

The rate of increase of carriers in the conduction band
due to four-photon absorption is given by Eq. (1) with
m =4,

1. Avalanche generation and free-electron heating

In general, the avalanche mechanism results in a free-
carrier generation rate of dn,/dt =yn,, where y is the
avalanche coefficient, a complicated function of crystal
properties, photon energy, and electric field strength.
The form of the avalanche rate function ¥ depends to a
large extent on the relation of the photon energy, hv, to
the band gap energy E,. For our experiments,
hv/Egz1/3.7, so the case of hv<<Eg, which pertains
to the bulk of avalanche literature, is inappropriate for
analysis here. A review of the American ‘“low-frequency
or small quanta” avalanche literature is given by Smith.!
An extensive Soviet literature, largely due to Epifanov
and co-workers,>* ~* also exists. These authors, and
later, Sparks et al.,* derived an avalanche theory using
a quantum diffusion analysis for the conduction elec-
trons (in energy space) which removed some of the ob-
jections to the classical avalanche models reviewed by
Smith. Only the Soviet group considered the case of
avalanche in the presence of large quanta, 3 gEg /hv <SS,
which requires modification of the diffusion avalanche
theory to account for the large jump in energy an elec-
tron undergoes when it absorbs a photon of energy ap-
proximately 2 eV; i.e., a differential approximation for
energy gain from the field is no longer valid.*> This in-
vestigation was prompted by the disagreement of the
damage threshold behavior with the small quanta theory
in high threshold alkali halides (including NaCl) with
four-photon band gaps at 532 nm.’ It was speculated
that the disagreement was at least partially due to four-
photon e-h pair generation.

For the case of 532-nm photons interacting with con-
duction electrons in NaCl (Eg=8.6 eV), the avalanche
coefficient ¢ is given by (using notation of Gorshkov
et al.*?) y=Q(1)y,, where for a four-photon band gap
yo=(45/41)(¢8)%, Q(1) is the rate constant at which
electrons lose energy by acoustical phonon scattering
[Q(1)=5X 10" sec™! which is approximately one-tenth
of the electron-phonon collision frequency, estimated to
be approximately 6 10'* sec™! in Refs. 5 and 45]. The
dimensionless product ¢ is given by q8=a(T /T,)E?,
which arises from the solution of the diffusion equation.
E is the electric field maximum amplitude, T is the lat-
tice temperature, T,=300 K, and a is a coefficient equal
to e?kTy/6m*v}(2mv)’E, ~5X107'¢ (cm/V)?, where e
and m are the charge and mass of the electron, k is
Boltzmann’s constant, and v, is the longitudinal sound
velocity. In terms of intensity, E? (in
V2/cm?)=240mI (W/cm?n, where n is the index of re-
fraction. In terms of flux, F=1I /hv, this reduces to

y=5x 108y, sec™!
~1.5%X10"%[a(T/TH)F /n]° (sec™!), (10)

and
3% 1077 <a <1x 10~ (in units of cm?/V?)

for NaCl. The large range for a in NaCl arises from un-
certainties in the effective mass of electrons and collision
frequencies, and leads to an enormous uncertainty in ¥y,
demonstrating the difficulties encountered in modeling
the interaction of laser photons with wide gap materials.

Lattice heating due to the electron-phonon scattering
implicit in the avalanche generation of free carriers can
be reduced to the form

pc(dT /dt)=(mkT /2m)" " *(eE /2mmv)’n_ /1.0, ,

where /,. is the mean free path of an electron between
collisions with acoustic phonons. Again we have a rath-
er wide latitude in this heating term due to uncertainties
in the effective mass of the carriers, m, and the mean
free path /,.. Since both of these parameters are func-
tions of the electron energy, some intermediate value
must be assumed. The effective mass of a low-energy
carrier may be as low as 0.5m, (m, is the free electron
mass).*® We assume a value of m =~0.75m,. The elec-
tron mean free path is estimated by [/,  ~v7.y,, where v
is the electron velocity (v=V2e/m ) and 7, is the re-
ciprocal collision frequency. The average energy of the
free carriers under predamage conditions is probably
considerably less than E, /2 (approximately 4.3 eV for
NaCl). We assume e~2 eV and 7~ 1/(6x 10" sec™!)
and obtain /,, ~1077 cm. With these values the lattice
heating relation is

pc(dT /dt)=8.3x 10~ PE3T2n (I /cm? sec) , (1n

where E is in V/cm. Of course, this value is highly un-
certain; the nature of the uncertainties will be discussed
below in relation to the calculated results.

For computation of heating with an avalanche-only
carrier generation mechanism, a number of electrons
must be initially present in the conduction band, sup-
posedly arising from shallow electron traps imposed by
impurities. In the literature, it is commonly held that
the avalanche builds from initial carrier density of
101210 ¢cm~3,* but due to the rapid carrier buildup
once the avalanche rate y gets large during a laser pulse,
the calculations are not very sensitive to variations in
this parameter.

2. Polaron heating

The case where free carriers are considered to be pola-
rons is discussed in detail in Ref. 3. The single photon
absorption cross section for polarons in NaCl is
0,=~5.5x107" cm? at 532 nm, for temperatures from
300 to 600 K. This value is obtained from the acoustic
phonon scattering mechanism,*” which has been shown
to be the most effective when free-carrier velocities are
not “slow.”41—45

3. Primary defects

The responses of alkali halides following electron-hole
pair creation, and their possible relation to laser-induced
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damage, has been discussed in Refs. 48 and 14. The rate
equations in these works were derived primarily for the
purpose of calculating the effects of primary defect ab-
sorption on self-trapped exciton (STE) luminescence
yield. Here we particularize the model equations to
NaCl for our experimental conditions. Our goal is to
model energy deposition and lattice heating at high tem-
peratures (where STE luminescence is quenched), and
production of permanent defects (F centers).

The processes modeled by the rate equations in Table
II are depicted in Fig. 4. The details are available in
Ref. 29. Free holes are trapped in a time of order 1013
sec,” forming a ¥y center along one of the six
equivalent (110) crystal lattice directions with equal
probability one-sixth. The Vg center has a cross section
for capture of free carriers in the conduction band of
o =~4X107* cm?,%* resulting in the formation of self-
trapped excitons (STE’s) or direct, nonradiative
electron-hole recombination. A fraction y,=0.025 of
captured electrons occupy the singlet (o-luminescent)
STE state, S;, ¥3=0.19 form the triplet (7-luminescent)
state, S3, and y,=0.785 nonradiatively recombine with
the trapped hole directly.”’ However, at high tempera-

TABLE II. Model equations.

dn./dt =A% —on.vVg +o,,(S1+S*)F+0s,,,S"F
+051S\F+opngF—Bngn,
dp/dt=A*—p /ryx +80, Vi F+0 3 VisF +(0)VisF
dVi /dt =1p /Ty — Yoo n Vg + (3o, +as,)S*F
+ o, +05))SF—40, V¢ \F
AV /dt =%p /Tyx — Yoo n WV g+ ()0, +04)S*F
+%(a,, +05))8\F—0, Vg, F
dVgs/dt={p /Tyx — Yoo n vV + o, +as,)S*F
+ 404 +05))81F—(0)Wy:F
Vi =Viki+Via+ Vg3
dsS* /dt =(o, +05;)S;F — (0, +0 4 )S*F—S* /74
dS,/dt =y, ovn Vg —(o, +05,)S,F+771$*/TS‘—S,/151
dS;/dt =y ovn Vg —(0, +as3)S3F+7]3S*/TS*—S3/Tp
dnp/dt=S3/Te+nBng +0pS* /7« —0pnpF
dng /dt =0 pnpF —n Bng

pcdT /dt =B* +an.vVi[yo(E; —Eyg)+v1Esi1+73Es3)
+(p/TyK )EVK +(0h +0'S*)StF(hV—ES.)

+(0'h +051)S|F(hV—Esl)+1’3(S‘/7'S‘)h‘v
+71](S'/ng)(ESl—Es‘)+7’F(S*/TS‘)hV

+(S|/Tsx)(Eg _ESI_EVK )+Bnan+EF
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FIG. 4. Level diagram and transitions incorporated in mod-
el equations. Four-photon-generated free carriers and holes
are trapped to form STE’s and ¥V centers. Holes can be
released by single photon absorption, as can electrons in the S
and S* STE states. Electrons in S; can be excited to S* by
single photon absorption. All downward electron transitions
are nonradiative in model calculations. Free carriers can also
absorb electromagnetic energy. At high temperature, F centers
are formed through the S; STE state.

ture the STE’s decay nonradiatively; their importance in
the model arises from the fact that they may be excited
or ionized, and S; decays to F-H pairs on a time scale of
815 psec at 300 K.® The state S* is that reached by ab-
sorption of a 2.33 eV photon by an S; STE. S* decays
to S; and S, excitons and F centers in the proportions
S3:8,:F =0.97:0.027:0.003,%"32 if it is not ionized.

Self-trapped hole absorption (henceforth simply hole
absorption) and Vj center orientation are important as-
pects of the model calculations.?>!* The hole level is
placed at 2.33 eV above the valence band since the net
effect of a hole absorbing a laser photon is dissipation of
this energy.

The primary defect contributions to lattice heating
arise from the energy dissipated as a result of their for-
mation and their photon absorption characteristics.
These are listed in Table III. The absorption cross sec-
tions are obtained from measured absorption spectra
with assumed values for the oscillator strength for use in
Smakula’s equation. The assumed oscillator strength is
0.78, equal to that of the F center.’> Absolute cross sec-
tions for other absorbing species are not known. Single
photon absorption cross sections for S; and S* STE’s
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are assumed to be of the order 5x 10~!7 cm?, reasonable

for transitions into a continuum. More accurate values
are not important because the photon flux is so high.

In order to extrapolate the low-temperature data for
the calculation of photon absorption cross sections to
300 K, we work with the assumption that the same basic
processes are in effect but that lifetimes are much short-
er in general and nonradiative processes replace radia-
tive ones. The only real room-temperature data are the

STE to F conversion, and F-center properties. The ki-
netic equations are presented together with explanations
summarizing this discussion in Tables II and III.

4. Diffusion of defects and free carriers

The diffusion of Vi centers and STE’s in NaCl was
discussed by Tanimura and Itoh.>* From this work we
conclude that for temperatures up to at least 600 K, the
diffusion length for Vi centers and STE’s is approxi-

TABLE III. Definition and value of parameters in model equations.

n, Conduction-band carrier concentration, polarons or free electrons
p Free-hole density

Vi Density of Vi centers parallel to [110] laser polarization

V2 Density of Vi centers at angle to [110]

Vs Density of Vi centers oriented perpendicular to [110]

S, Density of STE’s in singlet state .S,

S; Density of STE’s in triplet state S,

S* Density STE’s in higher excited state (S*)

np F-center density

ng Ionized F-center density

N=2.23%x102 cm™*
F

. =10"" sec
Ts1=8X10""% sec
Tr=815X10"'2 sec
'rs,.=5><10’]2 sec
oc=4%10"" cm?
0,=8.6X10"1% cm?

crs,,=5><10‘l7 cm?
051=5%10"" cm?
05321.2X10——16 sz
orp=5%10"" cm?

B=1.45x10"°% cm3/sec

Y0=0.785
v:;=0.025
vY3=0.19
7,=0.027
73=0.97
nr=0.003
v=~10" cm/sec
E,=8.6 eV
Es;=0.9 eV
Eg;=2.9 eV
Es,.,=0.6 eV
EyK =2.33 eV
Ep=2.76 eV
hv=2.33 eV
apz5.5><10"9 cm?
A*___0(4)NF4

A*=0"NF*+yn,

A*:'y:—-nc

B*=0''NF* (4hv—E,)

+o,n.Fhv

Density of active atoms (i.e., Cl~ ions)

Photon flux in photons/cm’sec

Formation time of Vg center or free-hole lifetime®
Nonradiative lifetime of S, STE®

Nonradiative lifetime of S;— F-center conversion®
Nonradiative lifetime of S* STE

Cross section for capture of free carrier by Vi*®
Single photon absorption cross section

for trapped holes at 532 nm®

Absorption cross section for S* STE at 532 nm*®

Absorption cross section for §; STE at 532 nm°®
Absorption cross section for S; STE at 532 nm¢
Absorption cross section for F center at 532 nm'
Probability for ionized F center to capture free carrier®
Branching fraction for direct recombination of e-h
Branching fraction for S, STE formation"
Branching fraction for S; STE formation®
Branching fraction of $* S,

Branching fraction of §* —S,'

Branching fraction of S*—F center'

Free-carrier velocity®

Energy gap of NaCl

Depth of S, state below conduction band®

Depth of S, state below conduction band"

Depth of S* state below conduction band*

Energy given to lattice when Vi bond forms®

Depth of F center below conduction band’

Photon energy at 532 nm

Polaron absorption cross section at 532 nm’

In multiphoton-polaron model

In multiphoton-assisted avalanche model,

where y is given by Eq. (10)

In avalanche-only model

In multiphoton-polaron model

In multiphoton-free electron heating, multiphoton assisted
avalanche, and avalanche-only models, B* is given by Eq. (11)

2Reference 49.
"Reference 55.
‘Reference 50.
dReferences 56 and 57.
‘Reference 29.

Reference 53.
8Reference 2.
"Reference 58.

iReferences 51 and 52.

iReferences 3 and 47.
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mately 3 orders of magnitude smaller than a spot radius
of ~5 um for a pulse duration of order 100 psec.

Free-electron diffusion was considered in terms of
laser damage by Epifanov.** He derived a condition on
the laser focal spot radius which delineates the impor-
tance of carrier diffusion. If the laser spot radius is
much greater than a critical radius, diffusion can be
neglected. For 3-nsec pulses and a mean free path be-
tween acoustic phonon collisions of /,, ~ 107 cm, he ob-
tained a critical radius of approximately 10 um. For
subthreshold pulses, we can assume the average kinetic
energy of the carriers to be lower, and for pulse lengths
of 7~85 psec, we expect a critical radius smaller by at
least a factor equal to the square root of the ratio of as-
sumed pulse lengths, or a critical radius of less than ap-
proximately 2 pm, smaller than any spot radius used in
our experiments.

Neglecting thermal diffusion as well as that of defects
and free carriers, we can calculate the temperature in-
crease at the focal point of the laser beam in the model
by considering only the photon flux at the focal point.

C. Model equations

We calculate the focal point temperature increase,
AT,, versus peak laser flux, F,, for essentially three
different models. These are

(1) Multiphoton-polaron-defect heating.
(2) Multiphoton-assisted avalanche heating.
(3) Unassisted avalanche heating.

Model (1) has a variation wherein we exchange free elec-
tron and polaron heating terms. In model (2), multipho-
ton free-carrier generation provides starting electrons for
the avalanche, and in model (3) we assume a starting
electron density n_,.

We have derived a set of coupled differential equations
for the concentrations of the various species and the rise
in lattice temperature. The terms in the temperature
equation are self-explanatory when Table III is consult-
ed. In addition to those defects already discussed, we in-
clude the probability, B, for free electrons capture by
ionized F centers (or Cl~ vacancies) denoted as F™*
centers.” Free holes, p, are created when electrons are
excited from the valence band and also when a Vi
center is dissociated by hole absorption. The energy dis-
sipated in the lattice by hole trapping appears as
(p/ TV, )E Ve

For computational convenience, the laser pulse was
expressed as F(1)=F, exp( —[(t/7)=V5]%); the calcula-
tion begins at ¢t =0, and the pulse peaks at t =190 psec
for =85 psec. The equations, listed in Table II, were
solved using the Runge-Kutta method.

D. Modeling results
1. Principal findings

Our aim was to computer simulate the intrinsic behav-
ior of NaCl, that is, to reproduce the experimental re-
sults shown in Fig. 2 by varying o‘¥ in the various mod-
els described above. We achieved this only for models

500
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FIG. 5. Model calculations superimposed on data of sample
nos. 1 and 2 (Fig. 2). The solid line is that calculated with the
four-photon-polaron model, using 0'¥=2x10"""? cm®sec?; the
slope is =3.7. The dashed line is that obtained with the four-
photon-free electron model, using 0¥=1.5x10"""* cm®sec?;
the slope is 3.93. The broken line was obtained with the
avalanche-free electron model, using a=3x10"'% and initial
carrier density n.,~7x 10" cm—3.

where four-photon absorption was the sole mechanism
for e-h pair generation (see Fig. 5). Due to the approxi-
mate nature of most model parameters, a “best fit” was
not sought in the calculations, but rather a reasonable
one satisfactorily accounting for the data. Implicit in
the principal results are the defect concentrations and
the individual contributions to the temperature increase,
obtained from the model equations. The results for each
model are summarized as follows.

1(a). Multiphoton-polaron-defect model. The approx-
imation to the data for this model is represented by the
solid line in Fig. 5, obtained with o =2x10"11
cm®sec®. This indicates that (in this model) direct e-h
recombination contributes significantly to the heating,
since this value of o'* is quite close to that obtained ex-
perimentally by assuming all heating arises from recom-
bination (6'¥=~5%x10""3 cm®sec’). The slope of the
solid line is approximately 3.7, showing that, even
though other mechanisms contribute to the heating,
four-photon absorption is the primary interaction of the
overall process and that a photoacoustic demonstration
of four-photon absorption is valid. In this model, only
hole absorption, direct e-h recombination, and polaron
absorption contribute to heating, with other species con-
tributing much less. We consider this in more detail
below.
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1(b). Multiphoton free-electron-defect model. When
the free-electron heating expression is substituted for the
polaron heating term, we obtain the dashed line in Fig. 5
with 0~ 1.5%x 107" cm®sec? to yield a reasonable fit.
The slope of this line is 3.93, again indicating four-
photon absorption is the primary process of the overall
interaction, although clearly in this case direct e-h
recombination plays a minor role in heating and the
free-electron heating mechanism is much more efficient
than polaron heating. This is reflected by the much
smaller value of o' needed to approximate the data,
which implies fewer conduction-band carriers are needed
to heat the sample.

2. Multiphoton-assisted avalanche with free-electron
heating model. No value of the parameter a [see Eq.
(10)] in the range 31077 <a <1x 10~ 15 could account
for the experimental data. Either a had to be so small
that avalanche multiplication was negligible or, if a was
large enough to contribute at all, it was explosive as the
nearly vertical line in Fig. 5 indicates for the avalanche
only mechanism.

3. Avalanche e-h generation—free-electron heating
model. The model with avalanche carrier generation as
the only mechanism for valence electron excitation is
represented by the broken, nearly vertical line in Fig. 5,
with a=3Xx10"'6 and a starting carrier density of
n.=~T7x10'° cm~3, chosen to match the highest temper-
ature point. This line demonstrates the general behavior
of the avalanche model. Varying a only displaces the
line horizontally (to lower flux for larger a and vice ver-
sa). Slightly less steep lines may be obtained for a near
the low end of its range but only for 7, > 10'7 cm 3, for
which the crystal would no longer be transparent any-
way. Thus we conclude that the avalanche mechanism
(as we have used it) plays no role in carrier generation
up to the temperatures we have obtained. However, it is
clear that it would be nearly impossible to measure
predamage energy deposition if it were due to avalanche
generation. Since temperatures we measured do not
reach the melting point (a damage criterion), we cannot
conclude with certainty that avalanche formation does
not occur or play a role in laser damage.

It is clear why the avalanche mechanism is often in-
voked to explain the threshold aspect of extrinsic laser
damage. The line in Fig. 5 representing the avalanche
model demonstrates the perceived aspect of negligible
absorption below threshold and explosive heating at or
above threshold.

2. Detailed model results

Here we present the details of the temperature in-
crease at a typical point in the data set, AT;=217°C
and F,=1.34Xx10% photons/cm’ sec, for both the pola-
ron and free-electron heating models with four-photon
e-h pair generation.

In the polaron-defect model [model 1(a)], heating is
dominated by hole absorption, followed by direct e-h
recombination and finally polaron absorption, and in the
free-electron-defect model, heating is completely dom-
inated by the free-electron heating term.

We summarize the results in the following paragraphs
and figures. We shall refer to model 1(a) as the polaron
model and 1(b) as the free-electron model. The four-
photon cross section used were o'¥=2x10"1" cm®sec?
in model 1(a) and 0'¥=1.5x10"""* cm®sec® in model
1(b). The temperatures are expressed in Kelvin and the
starting temperature is 293 K. A tabular summary of
the computational results is presented in Table IV,
where the peak concentrations of each species is given
for each model, as well as the major contributions to the
temperature increase.

In Fig. 6 the solid curve represents the total tempera-
ture increase in the polaron model and the dashed curve
the free-electron model. The total increase is 215 K and
218 K, respectively, achieved with a pulse of peak flux of
F,=1.3%10% photons/cm”sec. These temperatures do
not agree exactly for we have not tried to obtain precise
results due to the inexact nature of the model parame-
ters. There is only slight variation in the heating rate
for the two models.

Polaron and hole absorption and e-k recombination
account for approximately 208 K of the 215 K total
temperature increase in the polaron model. Ignored in
the recombination is the 0.7 eV difference between the
e-h pair creation energy (4hv=29.3 eV) and the band gap
of 8.6 eV, which the electrons dissipate while relaxing to
the bottom of the conduction band. This term accounts
for most of the difference between the total temperature
increase and that of the three dominant terms.

The free-electron contribution to the total temperature
increase in model 1(b) is 204 K of the total rise of 218 K.
Clearly, as we have used it, the free-electron model pre-
dicts very efficient heating of the lattice through
electron-phonon scattering. The carrier and defect den-
sities calculated in this model are much smaller than in
the polaron model, reflecting on the much smaller value
of ¢'¥ in this model to account for the experimental
data. The temperature deficit was mostly accounted for
by hole absorption. The heating rate (first derivative of
the curves in Fig. 6) peaks with the photon flux for both
models, but the rate function is much narrower than the
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FIG. 6. Focal point temperature, T, vs time calculated ‘for
a pulse with F,=1.34Xx10* photons/cm®sec. Solid line:
multiphoton-polaron model [model 1(a)] using o*'=2x 1013
cm? sec’. Dashed line: multiphoton-free electron model [mod-
el 1b)], o'¥=1.5x10""* cm®sec®. Laser pulse “begins” at
t =0, with flux F =F, exp{[(t /7)—V/5]2}, 7=85 psec.
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TABLE IV. Modeling results simulating the data point F,=1.3X10* photons/cm?®sec

and AT,~217 K.

Multiphoton-polaron

(4)

Multiphoton-free electron

o 2% 107" cm?sec? 1.5x 10~ 1* cm®sec?
Species Peak concentrations (cm™3)

n, 3x 10" 8.5x 10"
p 8x 10" 7x 10
Vi 3x 10" 2.5x 10"
Vi 4.5x 10" 4.5%10'
Vis 2.3x10'® 7.6x 10"
S, 3.6x10" 3.6x10"
S, 1.5x 10" 1.2x10"
S* 3.2x10% 1.2x 10"
F a a

F+* a a

Free carriers 37

e-h recombination at Vi 50
centers (Vg4 Vgo+ Vis)

Hole absorption and retrapping 121

All other contributions 7

K
K
K
K

Major heating contributions
(polarons) 204 K

10 K
4 K

“See text for discussion.

laser pulse, so that instantaneous conversion of elec-
tromagnetic to thermal energy implicit in the pho-
toacoustic discussion are justified. A maximum of
3% 10'2 K /sec is calculated for the modeled pulse.

Figure 7 represents the conduction carrier densities,
n., as functions of time for the polaron model (solid
curve) and free-electron model (dashed curve). The max-
imum concentrations are 7 p,,~3x10"® cm~3 and
8.5% 107 cm™3, respectively. Since this laser pulse
represents a nondamaging one, it is apparent that merely
achieving a carrier density of n,~10'"® cm~? does not
account for damage. The concentrations n, and p decay
only slightly slower than they rise due to the efficient
trapping of holes and carriers in and by Vi centers.

The calculated concentrations of free holes, Vi, Vg,
and Vg; centers, as well as S|, S3, and S* STE’s appear
very similar to that of n, in Fig. 7, with their peak con-
centrations listed in Table IV. The STE’s contribute

15

10

ne (10°5N)

400

t(psec)

FIG. 7. Free-carrier density, in terms of the density of ac-
tive atoms, N =2.2X 10?2 cm 3. Many more carriers are gen-
erated in the polaron model (solid line) than in the free-
electron model (dashed line).

negligibly to heating in both models. The STE concen-
trations peak with the flux, but then they begin to in-
crease slowly again as the laser pulse tapers off (about
t =350 psec). This subsequent increase occurs because
of the relaxation of carriers (at 350 psec there is still a
carrier concentration of n, ~2X 10'7 cm™3), but the laser
flux is not yet small relative to the STE cross sections
and significant ionization of STE’s still occurs even
though primary e-h pair generation is very small. Thus
most STE electrons are still being kicked back into the
conduction band and subsequently lost through the
direct recombination channel. This is why STE’s do not
build up to levels near that of n,. Of course, in the
free-electron model, their concentrations are even small-
er.

Densities of both F centers and ionized F centers (np
and ng, respectively) are extremely small during the
times of high flux, with n7" decreasing (recapturing car-
riers) while np exhibits rapid increase at about the same
time that the STE’s begin their subsequent rise. At
most, 19% of the carriers at 300 psec (=~2X% 10" cm~—3)
will relax to the S state (ignoring STE absorption), im-
plying a maximum F-center concentration, due to S;—F
center conversion, of n,.~z4><1016 cm ™3 for t > 1 nsec.
However, following the detailed processes out to t=1
nsec (with the laser still “on,” F=5X107'°F,), we find
that concentrations of new F centers do not exceed a few
times 10" cm~3. All the above calculations were per-
formed with np (t =0)=0. Using F-center starting con-
centrations [n;(0)] equal to 10'3 and 10" cm~3, we find
no contribution to heating due to F centers. At
np(0)=10'" cm™3, the crystal would be significantly
colored, and we know this is not the case. Furthermore,
about 80% of ‘“‘new” F centers decay by F-H recombina-
tion on a microsecond time scale,*>® so that we can
conclude that multiple-shot-on-one-site experiments
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should not be influenced by F-center buildup (as far as
absorbed energy is concerned).

In hindsight, the STE states contribute negligibly to
energy absorption. Due to the complexity of the
model(s) this could not be ascertained a priori. It is
necessary to include them, however, to model F center
buildup since they arise via decay of the S; STE state.
The figure of approximately 80% direct recombination
of e-h pairs, obtained from low-temperature data, is
probably an underestimate for temperatures of 300 to
500 K, so the STE and F center concentrations we calcu-
lated probably are overestimates.

V. SUMMARY AND CONCLUSIONS

The photoacoustic technique used to obtain the exper-
imental data clearly demonstrates the occurrence of
fourth-order nonlinear absorption for nondamaging laser
pulses, but does not yield an exact numerical value for
the four-photon cross section o'¥, due to the nature of
the photoacoustic response to total absorbed energy.
The secondary absorption processes by free carriers and
primary lattice defects have been shown to contribute
significantly to energy absorption and subsequent materi-
al heating, but uncertainties in the requisite parameters
preclude a definitive statement of their individual impor-
tance.

We believe that the temperature increases calculated
from the calibrated absorbed energy data definitely
prove that significant lattice heating occurs for non-
damaging laser pulses without formation of an electron
avalanche. As we have documented, the damage mecha-
nism active in NaCl at 532 nm has not been unequivo-
cally assigned to be either avalanche or multiphoton
based on damage threshold measurements. This experi-
mental verification of significant energy deposition due
primarily to four-photon absorption is the most impor-
tant result of this work. However, it does not prove one
mechanism or the other is responsible for laser induced
damage in NaCl at this wavelength, for we could not ob-
tain data for which the calculated temperature increase
was very near the melting point of 800 °C.

From our experience it is clear that further theoretical
investigations should rely on data obtained only from
the purest sample material available to test damage mod-
els. Use of inferior materials will only introduce more
confusion than already exists in the field.

We feel that we have used reasonable values in the
model calculations and that further calculation would
prove nothing more in particular, for we have shown
that four-photon absorption is the primary mechanism
responsible for the experimental results. Naive interpre-
tation of the data, ignoring secondary absorption, yields
an overestimate of the four-photon absorption cross sec-

tion ¢'*), although we cannot say by how much. But we
conclude, based on our interpretation of the experimen-
tal results, that the four-photon cross section must lie in
the range 1X107'"  cm®sec’<o™ <20x 1011
cm®sec’.

Deciding whether the polaron or free-electron heating
model is more appropriate must be the subject of further
experimentation. The predicted large contribution of
hole absorption to heating in the polaron model could
provide a means for verification of the polaron-defect
model. For example, polarization dependence of the
photoacoustic signal could be measured, but this would
have to be performed at low temperature in a material
with high luminescent efficiency (approaching unit
efficiency) of e-h recombination, to provide an indepen-
dent measure of carrier generation. Potassium iodide
(KI) might prove to be the ideal material for such a
study, since it has near unit luminescence efficiency’®®
at liquid nitrogen temperature, which could easily be at-
tained with the bulky acoustic apparatus. Circularly po-
larized light could be used to prevent the dichroic
bleaching of Vi centers which would result in larger
acoustic signal (i.e., energy absorption) than for linearly
polarized light, if the polaron-defect model of secondary
absorption is correct. In addition, if one were to repeat
the photoacoustic measurement in a material for which a
reliable, independently measured value of o' were
available, such as that of Shen et al. in KBr,'* then the
results of modeling the photoacoustic data would be less
ambiguous. It could then possibly be decided which
treatment of conduction-band carrier heating is correct.
Recent experiments in KBr at 532 nm (four-photon band
gap) support the free-electron mechanism as the correct
one (in this material).®! This indicates that ¢*) in NaCl
is most likely near the lower end of the reported range.
However, a complete study of a properly chosen alkali
halide, using both the photoacoustic method to detect
heat generation and the luminescence technique to mea-
sure free-carrier generation in the same material, prefer-
ably simultaneously, is warranted to elucidate exactly
the importance of free carrier and defect absorption to
energy deposition. Results can be (at least partially) car-.
ried over to the study of the more important materials of
high-power laser components such as CaF,, which have
band gaps and defect properties similar to the alkali
halides.
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