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Magnetic phase diagram of FeC12 2HzO
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FeQ2-2820 represents a metamagnet, which shows two jumps in the magnetization at tempera-
tures below a critical endpoint (4.3 T; 11.2 K), if a magnetic field is applied along the easy direction
a. Below 11.2 K, with increasing 6eld, an antiferromagnetic zero-field phase is followed by a ferri-
magnetic and the paramagnetic saturated phase. By means of neutron difFraction in fields up to 6.4I and magnetization experiments up to 15 T, magnetic phase diagrams were determined for applied
fields out of the easy direction a as well for the intermediate direction P and the hard direction y as

for the total a-P plane. In particular, it should be emphasized that the ferrimagnetic phase does not

disappear ln this a-P plane going from the direction c to the direction P. Furthermore, an increas-

ing Neel temperature has been observed for fields along the direction P. Calculations of the H H&-
phase diagram at 0 K do not agree with the experiments, if weil-known formulas for the exchange
constants and the single-ion anisotropy are taken into account. If a simple assumption about the
field dependence of one exchange constant is made, the agreement is excellent.

J& ———0.27 cm ', reaches from the cell origin to the
center of the a &basis -plane and couples together the
chains antiferromagnetically. This results in an antiferro-
magnetic structure with a unit cell identical to the chemi-
cal one. Second, there exists a weak exchange constant,
J2 ———0.044 cm ', along the a axis, and third a very
weak exchange constant, J3&0.01 cm ', along the b
axis. The last one is neglected in the following because it
is very weak as a consequence of the two water molecules
lying directly on the connecting line between the Fe ions.
Nevertheless, this third interaction exists and must be

I. INTRODUCTION

b

a

FIG. 1. (a) Antiferromagnetic and ferrimagnetic structures of
FeCl2.2H20. (b) Projection of the crystal structure of
FeQ2.2H20 upon the a-b plane and the a-e plane (two unit
cells), respectively.

Numerous papers have been published about the mag-
netic properties of the metamagnet FeC12.2HzO (FC2)
during the last two decades. These began with suscepti-
bility and magnetization experiments' as well as the
determination of the magnetic structures. 2 Below the
Neel temperature, Tz ——21.5 K, in increasing magnetic
fields, a uniaxial, antiferromagnetic structure (the AF
phase) is followed by a uniaxial, ferrimagnetic phase (the
FI phase). The magnetic field H must be applied along
the easy direction e of the magnetization, and the tem-
perature must be below 11.2 K in order to observe the FI
phase. The transition field from the AF to the FI phttse
is denoted as HA" F . Furthermore, there exists a second
transition field H" from the FI phase to the paramag-
netic saturated phase (the I' phase). FC2 crystallizes in
the space group C2/m with Fe ions at the origin of the
chemical unit cell and in the center of the a-b plane. Fig-
ure 1(a) shows the magnetic structure of the AF and the
FI phases. In both, the easy direction a forms an angle
of 32.9 with the c axis of the crystal lying within the ac-
quadrant. The f3 axis of the susceptibility tensor, which is
perpendicular to the direction cz, lies likewise within the
a cplane. Based-on susceptibility measurements, the P
axis is equivalent to the y axis, which is parallel to the b
axis of the crystal. ' The magnetic H -T phase diagram
was determined by experiments. This included the criti-
cal behavior along the AF-I' phase boundary at which, as
a peculiarity, an AF-, FI-, and P-coexistence point at 4.3
T and 11.2 K was found as a critical endpoint. Lastly,
the magnetism of FC2 was examined theoretically.

In FC2, the magnetic moments are coupled along the c
axis by a ferromagnetic intra-chain-exchange constant,
Jo = 1.9 cIIl, fol mMg ferromagnetic chains along this
axis. These chains are coupled together by three inter-
chain-exchange interactions. The Srst constant,
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FIG. 2. Magnetization measurements of FeC12 2H20 at 4.2
K for different 6eld directions within the a-e plane.
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positive in order to stabilize the observed FI phase with a
tripled a axis and a magnetization —, of the saturation
value, against all other unobserved kinds of FI phases; for
instance, phases with a magnetization —,

' thai of the sa-

turated phase. Figure 1(b) shows the crystal structure of
FC2 from two difTerent projections and the geometry of
the exchange-interaction paths. The anisoiropy in FC2 is
included in the Hamiltonian by an additional single-ion
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FIG. 4. Magnetization measurements of FeC12 2H20 at 4.2
K for different field directions within the a-b plane.
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FIG. 3. Magnetization measurements of FeC12 2HzO at 4.2
K for different Seld directions within the b-c plane.

FIG. 5. Transition fields H"""' and H"' of FeC12 2H, O at
4.2 K for different applied 6eld directions within the a-e plane.
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FIG. 6. Magnetic phase diagram of FeC12 2H20 at 4.2 K in

the H -H&-H~ space. Hatched planes sho~ the measured re-

gions of the FI phase.
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term D=9.58 cm '. The given values for the constants
J&, J2, and D result from far-infrared experiments. Un-

fortunately, in these experiments, a value for Jo could not
be determined. The above value of Jo results from Ra-
man spectroscopy experiments.

It should be emphasized that the given values of the
constants Jp and D are the subject of debate. A value of
D=5.8 cm ' that actually corresponds to the value

Jo ——1.9 cm ' cited above is obtained as a result of calcu-
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lations of the sublattice magnetization. Independently
from these studies, calculations of an H -T phase dia-

gram yield the values Jo ——0.58 cm ', J~ = —0.307 cm

J2 ———0.032 cm ', J3 ——0.007 cm ', and D=9.5 cm
In fact, two very difFerent pairs of values for Jo and D ex-

ist: Jo ——1.9 em ' and D=5.8 cm ' on one side and

Jo ——0.58 cm ' and D=9.5 cm ' on the other side. '

%ith regard to this contradiction, a third estimate with
J0=1.0 cm ' was carried out, to which the calculations
of the sublattice magnetization give the value D=9.58
cm '.9" In two cases, ' the isotropic exchange con-
stants Js, J&, and J2 are replaced by anisotropic ones;
however, there exists no agreement about the kind and
degree of anisotropy. We Snd that such additional aniso-
tropic exchange constants do not improve the agreement
between experimental and theoretical phase diagrams
substantially.

Given this situation, new experiments can be helpful.
For instance, the behavior of the system in magnetic
fields out of the easy direction a has not been studied ex-
perimentally apart from the low-6eld susceptibility exper-
iments mentioned above. ' The aim of our work is just

FIG. 7. Temperature dependence of magnetization measure-
ments of FeC12 2H&O along the easy direction a.

FIG. 8. Magentization measurements of FeC1&-2820 along
the intermediate direction P in dependence of the temperature.
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FIG. 9. Magnetic phase diagrams of FeC12 2H2O for applied
fields along the principal axes a, P, and y.

such an examination. This will enable us to demonstrate
the possibility of getting substantially new results about
the magnetism of the system. In Sec. II our experiments
are described; in Sec. III calculations of magnetic phase
diagrams of FC2 follow and are compared with the ex-
perimental results. In Sec. IV these results are compared
and discussed with analogous experiments on the similar
system CoCIi 2HiO (CC2) and other systems.

II. EXPERIMENTS

Neutron difFraction experiments were performed using
the two-circle diIFractometer, P49, of our institute at the
research reactor FR2, Karlsruhe. 's For these experi-
ments, a large-gap superconducting split-pair NbsSn
magnet with Selds up to 6.4 T was used. The geometry of
this double-coil magnet enables us to perform experi-
ments with various Seld directions lying within the
difFraction plane in addition to experiments with the Seld

direction vertical to the diffraction plane. AF and FI
reflections appear and disappear at diIFerent reciprocal-
lattice points, and hence by these measurements it is very
easy to identify the various magnetic phases belonging to
the observed transition 5elds. Magnetization experi-
ments alone cannot deSnitely determine the kind of or-
dered phases belonging to the observed jumps or the
anomalous changes in the slopes of the magnetization
curves. The antiferromagnetic and ferrimagnetic phases,
observed in the neutron difFraction experiments, are iden-
tical to our former studies as described in the Introduc-
tion ' and will be discussed no further. By means of
magnetization experiments which we carried out at the
high-field-magnet laboratory of the Max-Planck Institut
fiir Festkorperforschung at the Centre National de Re-
cherche Scientifique (CNRS) in Grenoble, France, it was
possible to extend the limit of the applied field up to 15 T.

Figures 2, 3, and 4 show the magnetization curves at
4.2 K. Figure 5 summarizes the transition fields of the
a-c plane measured by neutron diffraction and magnetiza-
tion experiments. Figure 6 gives an H -H&-Hr phase di-
agram at 4.2 K in which the regions are hatched where
the FI phase is observed. Magnetization curves at
different temperatures and with fixed directions H and

H& are shown in Figs. 7 and 8. It should be pointed out
that no phase transition seems to be observed at 4.2 K up
to 15 T on the P axis according to Figs. 2 and 8. Howev-
er, Fig. 8 yields the additional information that this phase
transition takes place at or perhaps slightly above 15 T.
In measurements with fields along the y axis which were
carried out between 4.2 and 21.5 K (not shown in the
figures), such swings in the magnetization curves have
not been found. Therefore, there is no indication of a
phase transition for Selds along the direction y up to 15
T. Figure 9 shows the H&-T phase diagram from neutron
difFraction up to 6.4 T and from magnetization experi-
ments between 8 and 15 T (arrows in Fig. 8). The Hr-T
phase diagram, as far as was accessible with the neutron
diffraction experiment, is also shown in Fig. 9. The H T-
phase diagram in Fig. 9 is taken from our old experi-
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FIG. 10. Magnetic 0 -H&-T phase diagram of FeC1&.2HzO.
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ments. Figure 10 summarizes the temperature-
dependent experiments in an H -H&-T phase diagram.
This last figure, in particular, suggests that the FI phase
exists on the p axis.

III. CALCULATIONS OF H~-H p PHASE DIAGRAMS

The aim of our calculations is to examine the validity
of the values of the constants given above by comparing

experimental and theoretical H -0& phase diagrams and,
in particular, to clarify the contradiction among the pub-
lished values of the single-ion anisotropy D.

From our neutron difFraction experiments, it is known
that only the two-sublattice AF and FI phases and the I'
phase exist. ' Therefore, the free energy I' can be calcu-
lated as a function of two spin vectors S, and S2 in all
three phases. At 0 K the following is valid:

—EAF=2S le(Jo —
I Jz I

)(cos 4t+cos 4z+cos 8i+cos 8z+cos 0 t+ cos~y z)

—2
~
J,

~
(cos(t, cosgz —cos8,cos8z —cosgtcosgz)]+ —,'g~~psSH&(cosg, +cosgz)

+ zg /laSH~(cos8i cos8z)+D( zS cos 8i+T~S cos 8z —iS —3S)

S—FFi —— [(SJo—8
~
Ji

~

—4
~
Jz

~

)(cos 8i+cos Pi+cos P, ) +4Jo(c os 8z+cos Pz+cos fz)
6

+( l61 Ji I
+8

I Jz
I

)(cos8,cos8z —cosg, cosgz —cosg, costtjz)]

+ 3g IlsSHp(2co+i+cosfz)+ 3g llsSH~(2cos8i —cos8z)+D( 3S cos 8i+ 3S cos 8z —iS —3S) .

Here, S=S,=Sz=2 represellts the spin; p, zt, the Bohr
magneton; and H and H& are the a and p components
of the applied magnetic field. The y component H~ of
the field is omitted in the equations. The g factors
amount to g =2.23 and gPP=2. 1. The values of Jo, J&,
Jz, and D have already been given in the Introduction.
The angles 8, , 8z, P, , Pz, g, , and gz are the angles of the
spin vectors Si and Sz with respect to the a, p, and y axes
and are defined in Fig. 11. The calculation of these an-
gles for fixed constants as a function of the applied 6eld
can be made directly by means of calculations of partial
differentials and minimalization of the free energies F„F
and FF&, respectively. However, it is easier to find these
angles by their systematic variation. Equating the

minimal free energies of the three phases AF, FI, and I'
by pairs, we finally get the phase boundaries between the
phases. Such calculations were performed on the IBM
3090-200 computer of the Technische Hochschule
Darmstadt. For Hz ——0 and for the evaluated values of
the constants, both spin vectors remain in the a-P plane.
Therefore, with g, =gz ——90', '

(t, =90'+8, , and

Pz ——+(90'—8z) simple formulas for the transition fields
can be calculated, especially for the two cases
H=(H, O,O) and H=(O, H&,0). For the transitions on
the o, axis, the already known transition fields are ob-
tained

H ""'= (SiJii —8/Jzi),
Ija

H " =
~
J,

~

(not realized in FC2),S
Pa

FIG. 11. Position of the spin vectors Sl and Sz relative to the
directions a, P, and y of the principal axes.

H"' = (8[J, [+4(Jzf).
Pg

The constants J& and J2 can be calculated directly from
the observed transition fields 0 ""' and H"' . There-
fore, these two constants are known very well in contrast
to the values of Jo and D.

A spin-Sop phase does not exist on the u axis. There-
fore, a lower limit for the single-ion anisotropy can be es-
timated. For the transition field from a spin-Bop phase
with the same unit cell as the AF phase to the saturated
paramagentic phase, we Snd

H" = (SiJ, i
D). —

Pa
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If the spin-Aop phase exists, it appears in the phase dia-

gram at the 6eld H"' for the smallest possible value of
D. Because it was not observed, it must be valid that
H " ~H ' and therefore

HN (T)

D )4
I J, I

—2
I J~ I

=0.99 em

For the AF Ptr-ansition on the P axis, we find

H" = (8IJ I+D)AF-P

g PPp

and for the FI-P transition approximately

Fl

Hp' =
pp (6IJi I+3IJ2I+D) .

g pg

As shown in Sec. II, it is not clear which of these two
transitions exists in FC2. In this situation, it is
worthwhile to summarize the last two equations

H"' '=HA"-' -—(2IJ,
I

—3IJ, I).
g Pop

Fl

/
I I I I I I I I I I I I I I I

. H(T)

Using the values for the constants mentioned above we

get

H FI-P H AF-P
P P

If one calculates the transition field HP using the given
values of the constants, one finds HpA" =47.9 T, a value
about thrcc times as high as cxpcctcd from Figs. 8-10.
Obviously, the value for the single-ion anisotropy D in
the formula for HpA" ~ is responsible for this discrepancy
because its value is known with the least certainty.
Indeed, a value D=1.52 cm ' yields the phase transition
at the observed place. However, the problem is not only
that this value deviates considerably from both the pub-
lished values D=9.58 cm ' and D=5.8 cm ', but also
that a calculated H -Hp phase diagram with D=1.52
cm ' contradicts our observed phase diagram with
respect to the phase boundaries within the H -H~ plane.
It includes a triple point at H =3.9 T and H& ——6.8 T
which we cannot detect over the entire measured region
of the phase diagram. Therefore, a simple changing of
the value of D cannot help to obtain better agreement be-
tween experiments and calculations. Figure 12(a) shows
as an example a calculated phase diagram for this model
with isotropic exchange constants. It is calculated with

the values J0=1.90 cm ', J, = —0.28 cm ', J2 ———0.039
cm ', and D=1.44 cm '. These values of J& and J2 re-
sult from our own experimental values of the transition
fields H~""'=3.70 T and H"' =4.60 T. They are
modified only slightly relative to the above-mentioned
values J& ———0.27 cm ' and J2= —0.044 cm ', which
belong to transition fields H ""'=3.50 T and
H„".=4.50 T. The value D=1.44 cm ' is taken in or-
der to get H&" ——15 T.

This situation demands that the anisotropy of the sys-
tem be represented noi only by one constant D but by an-
lsotroplc exchange constants Jo, J) and J2. For this case,
it is not necessary to consider the constant D separately
in the formulas for the H -H& plane. Rather, one can
sum the component Jo of J0 and D to a new component

FIG. 12. (a)-(c) Calculated magnetic phase diagram of
FeC1& 2820 for the H -H& plane at 0 K. (a) Isotropic exchange
constants; (b) anisotropic exchange constants; (c) isotropic ex-
change constants and field-dependent single-ion anisotropy.

JQ JQ +D/2. Doing so introduces only two additional
constants J~& and J~2 in this model; the y components are
irrelevant, if we restrict the calculations to the H -H&
plane. The new equations for the free energies are omit-
ted here. Now, one can vary the values of the constants
again. Figure 12(b) gives one example with the values

Jo ——2.92 cn1-' J@0——1.90 cm-', J;=—0.28 cm-',
J~& ———0.14 cm ', J2 ———0.039 cm ', and J~2 ———0.0195
cm '. Even though we suppose considerable anisotro-
pies, the phase diagram is not qualitatively changed.

In the anisotropic model we evaluate

H" = (JQ —JQ+2IJi
IP pp 0 0+ 1

+2
I

Jpi
I

—
I
Jz I

+
I

Jp2
I

)

and approximate

H"' = (2J —2JP+2
I

J2S
P pp 0 0 1

Pa

+41Ji I+ I Jz I+2I J2 I
)

this implies

Hpp' '=HpA" ' -(2I J; I

-—3—IJ; I
).

Pa

The formulas for the three transition fields on the a axis
are identical to those of the isotropic model, if one re-

places J& and J2 by J& and J2. That means that the con-
stants J& and J2 are known from the observed values of
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By coupling the formulas of the isotropic model with
these new formulas, one finds the relations

0 " and 8" . Therefore, the difference H&
—H~F' is also known; it amounts to 1.70 T. Particular-
ly, Fig. 10 suggests that the FI phase exists on the P axis.
Therefore, instead of the equation H &" H&'—
= 1.70 T, the relation H& & 0&" follows.

This last relation implies
I J2 I

& —',
I
J i I, a condition

which is absolutely not fulfilled by the known values

I Ji I
=0.28 cm ' and

I J2 I
=0.039 cm '. Under these

circumstances, the anisotropic model must also be reject-
ed. In principle, the possibility exists to extend the num-
ber of constants further by introducing ofMiagonal ele-
ments of exchange and g tensors or by adding further ex-
change constants J3, etc. Increasing. the number of con-
stants in this way seems to be inadequate due to the limi-
tations of the presently known experimental data.

One can return to the isotropic model and try to un-
derstand the experiments by introducing the field-
dependent constants D, Jo, Jt, and J2. Simple phenome-
nological linear terms in the field with three constants k, ,

k2, and k3 yield

aaOOg~aJ2/J i ——J~/J i, SS
1 1

JO
and k2=0.

IV. DISCUSSiOX

The possibility exists to improve the agreement be-
tween observed and calculated diagrams by using more
computer time. This is of limited value as long as our
phenomenological model cannot be replaced by a physi-
cal one. The most obvious starting point is the fact that

Similar formulas for D and k& dependent on the old con-
stants are too complicated to give here; nevertheless, they
are easily found be elementary arithmetic. From the rela-
tion k2 ——0 the linear dependence

20FI-P +8AF-FI 3H AF-P
a a Q

follows; consequently, one cannot evaluate the five for-
mulas for the transition fields in order to determine J &,

J2, D, k &, and k3. Rather, it is necessary to fit the phase
diagram by trial and error methods. Starting with the
known values of S, g, g~~, J&, and J2, the value of k&

was varied systematically.
Two kinds of phase diagrams appear. We can discuss

them by means of the two special cases k, =k2 =0, k3&0
and k, &0„kz——k3 —0. In the first case, the field depen-
dence exists only for the single-ion anisotropy; one gets
phase diagrams of the former kind as one with

k&
——0.046 59 T ', J i

———0.28 cm ', Jz ———0.039 cm
and D =6.611 cm ' is shown in Fig. 12(c). Such dia-
grams contain a triple point. and do not improve the
correspondence. Figure 13 shows two diagrams for the
second case with k, +0 and k2 ——k3=0. Only the ex-

change constant J, depends on the field. Particularly,
the FI phase now exists on the P axis. The chosen pa-
rameters are k, =0.04848 T ', Jo = —0.354 cm
J2= —0.0493 cm ', and D =5.734 cm ' for the phase
diagram with solid lines and k

&
——0.036 38 T

J& ———0.332 cm ', J2 ———0.0463 cm ', and D =6.229
cm ' for the diagram with dashed-dotted lines. The ex-
perimental accuracy was determined by the accuracy
with which the crystals could be oriented against the field
direction. In light of this latter inaccuracy, the observed
and calculated diagrams are in agreement.
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the spin system does not exist in the ground state due to
the influence of high Zeeman terms, as in our case. But
the ground state and excited states are mixed snd this
destroys the assumption of 6eld-independent system con-
stants. Surprisingly, the introduction of only one Seld-
dependent exchange constant was suflcient to yield
agreement between experiment and calculation.

The compound CC2 has magnetic properties very simi-
lar to the system FC2. ' ' But in CC2, the easy direction
is along the b axis, and the exchange constants Jo, J„and
Ji are anisotropic in any case. For that, a single-ion an-
isotropy D does not exist in CC2. For the principal axes
of the susceptibility tensor, magnetization experiments
were performed up to 40 T and at 1.3 K.' They are ab-
sent along other directions. Further, it has not been
proved by neutron diSraction or any other method what
kind of magnetic phases exist in applied fields apart from
the easy direction. In summary, the only useful result
concerning our present discussion is a change of the slope
in the magnetization curve for the intermediate axis at
16.2 T which is inter)Iireted as a phase transition from the
AF to the P phase. ' A value of 24 T is calculated for
this transition Seld. From that point of view, the prob-
lem is similar to that of FC2. But, if one takes into ac-
count the one (and only one) bend in the magnetization
curve, a triple point must exist in CC2 in the plane be-
tween the easy and the intermediate directions. The au-
thors'7 do not explain the reduction of the transition field
by changing the values of the constants, though no exper-
iments within this plane forbid this. They retain the
well-known values of all constants used. As we have
done for FC2, they introduce nonlinear terms to the Geld
in the free energies.

Temperature-dependent phase diagrams have been cal-
culated for FC2 only for the case of 0 -T diagrams' '
and have been compared with experimental diagrams. ' '

For other field directions, they do not exist, so that we
must depend upon comparisons with other compounds.
Our essential result, shown in Fig. 9, is the increasing
AF-I' transition temperature for the field direction along
the P axis. The ascent amounts to 2.5 K. For fields along
the y axis, we can detect neither an increase nor decrease
of the phase boundary up to 6 T, nor the beginning of a
phase transition in the constant-temperature magnetiza-
tion curves up to 15 T. These 6ndings are the reason the
direction P is denoted as the intermediate direction and y
as the hard one. Up to now from the susceptibility data, '

it was customary to denote the direction a as the easy
one and, neglecting a transverse anisotropy, not to
difFerentiate between the P and the y axes.

The dependence in CC2 from apphed Selds out of the
easy direction on the Neel temperature was examined by
means of neutron diffraction. ' Unfortunately, these ex-
periments were restricted to special directions which
were perpendicular to the easy direction but not along
the two other principal axes. The restriction resulted
from the the geometry of our magnet together with con-
ditions from the difFraction geometry. These two direc-
tions form angles of 24.0 and 62.7 with respect to the

hard direction of CC2. They do not show s well-
pronounced increase in the Neel temperature up to 6.4 T.
For CC2, but not for FC2, we observed a quasi-one-
dimensionsl character in the critical behavior at the Neel
point. Theories give increasing phase boundaries more
easily for isotropic than for anisotropic systems and more
easily for lower-dimensional than for three-dimensional
systems. The ratio between interchain and intrachain
interactions and, therefore, the dimensionality are nearly
the same in FC2 and CC2. Therefore, the degree of an-
isotropy and not the dimensionality must be responsible
for the difFerent increases of the AF-P phase boundaries.

In pure three&imensional systems, increasing Neel
temperatures are only known for some compounds; if
they occur, it is only for the easy direction and more like-
ly for Heisenberg systems than for Ising systems. ' Ex-
amples are RbMnF3 and CsMnF3, in which the increase
amounts only 0.2 K in RbMnF3 and 0.04 K in CsMnF3.
Larger efFects are to be found in quasi-one-dimensional
systems with antiferromagnetic chains, especially in S= —,

Heisenberg systems with small orthorhombic anisotro-
py. Such systems, like CsMnBr3 2H20,
CsMnC13 2H70, and (CHi)NH2MnC1&, have spin-Sop
phases for applied fields along the easy direction because
of their small anisotropy and in contradiction to FC2.
For the intermediate and the hard directions, the results
are very similar to FC2. For instance, the intermediate
direction yields the largest increase of the Neel tempera-
ture while the increase for the hard direction is only
moderate. For the intermediate direction of these Mn
systems, values for TN(H)/T~(0) between 1.3 and 1.6
were found. For FC2, this value amounts to 1.1. In the
Mn compounds, the ratio of interchain to intrachain in-
teractions varies between 10 and 7X10;for FC2 one
Snds about 0.1-0.3. Hence, the quasi-one-dimensional
character of FC2 is very small, whereas it is more pro-
nounced in the Mn compounds. In the Mn compounds,
antiferromagnetic chains sre coupled sntiferrornsgneti-
cal1y, whereas in FC2, ferromagnetic chains are coupled
antiferromagnetically. In general, one expects less pro-
nounced anomalies for systems with ferromagnetic chains
than for systems with antiferromagnetic chains.
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