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Molecular-d3tn~mics simulations of epitaxial crystal growth from the melt. II. Si(111)
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Molecular-dynamics simulations are employed in studies of liquid-phase epitaxial growth onto a
Si(111) surface. The material is described using two- and three-body interaction potentials which
provide a reahstic description of crystalhne silicon and of the crystal-melt interface. From equilibri-
um sohd-melt coexistence, the system is driven out of equilibrium by allowing heat conduction to
the underlying substrate. Two heat-extraction rates are used, resulting in growth velocities of 14
and 9 m/sec. The crystal grown under the faster growth conditions contains stacking faults, defec-
tive layers, and an amorphous region. The slower growth results in a more perfect crystal with

stacking faults and a narrow region of disorder at the solid-vacuum interface. Crystallization is ini-
tiated when the crystal-melt interface supercools by -150 K and a layer-by-layer growth mode is
observed, accompanied by self-annealing processes. The dynamics of the crystal-growth processes
are investigated with refined spatial and temporal resolution using real-space particle trajectories
and following the evolution of the system temperature, potential-energy, and density pro61es.

I. INTRODUCTION

Crystal growth from the melt by liquid-phase epitaxy
(LPE}is one of the oldest methods for growing crystals. '2
The development of fast-pulsed-laser material-processing
techniques, often called laser annealing, opens new ave-
nues in crystal-growth technology and provides new ways
and means for detailed studies of phase transformations
and growth of material systems. In particular, the
development of time-resolved spectroscopic techniques
and improved microscopy methods yield information on
refined spatial and temporal scale which provide the im-
petus for the development of microscopic theoretical
models of the physical processes which underlie phase-
transformation and growth phenomena of materials.
These developments, coupled with significant progress in
the understanding of the nature of interactions and bond-
ing in materials and in our computational capabilities, al-
low the formulation and implementation of computer
simulations which are capable of providing reahstic
descriptions of material systems and of probing systemat-
ically the microscopic energetics and dynamics of pro-
cesses in these systems.

In the first paper in this series" (see preceding paper,
referred to as paper I), we have described in detail the de-
velopment of computer molecular-dynamics (MD) simu-
lations and their apphcation to studies of LPE on the
(001} surface of sihcon. In this paper we employ the
methods developed in paper I for studies of the dynamics
of LPE on the (111) surface of silicon. Orientational
dependencies of the growth mode and characteristics of
the growth processes in LPE (such as the growth rates,
the types of defects and their generation mechanisms, and
the threshold interface velocity for amorphization) have
been observed even at the high growth velocities occur-
ring in pulsed-laser experiments. ' ' In addition, the
orientational dependence of the growth velocity has been
discussed in the context of Monte Carlo calculations

based on a kinetic Ising model' of the crystal-melt inter-
face and MD simulations of face-centered-cubic material
employing Lennard-Jones (LJ) potentials. ' Also,
orientational dependencies of the diffuse structure and ex-
tent of the equilibrium solid-melt interface have been
found using MD simulations employing I.J poten-
tials'7'9'~' and more recently in simulations ' employ-
ing two- and three-body interactions constructed and
parametrized to adequately describe the properties of
tetrahedrally bonded materials, Si in particular. In these
later studies it was found that the coexistence crystal-
melt interfaces of Si(001) and Si(111) dier markedly.
While the Si(ill) crystal-melt equilibrium interface is
characterized by a sharp, abrupt and fiat transition from
the crystal to the melt region, the interface for the (001)
orientation is broad and structured, exhibiting a pro-
nounced tendency for the formation of microfacets based
on (111)planes. In addition, the melt region in the vi-
cinity of the solid-melt interface exhibits for both orienta-
tions a certain degree of ordering due to the underlying
crystalline potential, resulting in a diffuseness of the in-
terface at that region. As discussed in paper I (Ref. 11}
molecular-dynamics simulations are ideally suited for
studies of LPE since, by following the time evolution of
all particles of the system, the dynamics of the two phases
(solid and hquid) comprising the system is included.
Thus cooperative dynamical eFects (particularly of im-
portance in the bquid) as well as the energies of the sys-
tem and interfacial kinetics are treated in these simula-
tions on equal footing„unhke kinetic models where only
the latter elects are considered.

Starting from an equihbrated system at solid-melt
coexistence, with a (111) interface, we have investigated
liquid-phase-epitaxial growth which was driven by allow-
ing heat conduction to the substrate. In these investiga-
tions we have employed the same procedure of sample
preparation and growth simulation as in our studies of
LPE on the (001) surface (see paper I). Using the same
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cooling rate as the one used for the (001) surface, growth
occurred at a velocity of 14 m/sec, yielding a grown crys-
tal which contained an assortment of defects (stacking
faults, in-layer defects, and a disordered region). Reduc-
ing the cooling rate by a factor of —,

' resulted in a growth
velocity of 9 m/sec, with the grown crystal possessing a
markedly higher degree of perfection (stacking faults and
a very narrow region of disorder limited to the crystal-
vacuum interface). In the following we refer to these two
simulations as the fast and slow studies, respectively. As
in the case of the (001) system we find for both cooling
rates of the (111)system that crystalhzation did not start
until the temperature at the interface dropped from the
initial-melting-point temperature by about 150 K. Once
crystallization starts the crystal-melt interface propagates
by a layer-by-layer growth mode, with the interface main-
taining a sharp character. %e 6nd, however, that unlike
growth on the (001) surface which occurred in an almost
continuous, monotonous, manner, the advance of the cry-
stallization front versus time in both (111) systems is
discontinuous, with periods of crystaBization interrupted
by stages of no apparent forward movement of the inter-
face. Close inspection reveals that during these stages
self-annealing of defects occurs. As the defective region
achieves a high level of structural perfection, crystalhza-
tion resumes.

Following a brief description of the setup of the system
we describe in the next section our results of I.PE on the
(111}surface of silicon, and discuss them in light of ex-
perimental observations.

H. ugUID-PHASE EPrrAXV eN Sl(uI}

The simulation system is constructed as a thick slab
which is periodically repeated in two directions and is
free, with no imposed boundary condition, in the third
direction. Additionally, it is positioned on top of a static
substrate, composed of four layers, which is set up in
[111) orientation with the Z axis parallel to the [111]
crystallographic direction and the two-dimensional (2D)
cell is defined by the [110] and [101]directions. The
number of layers, NL, in the initial crystalline system
(which was then partially melted via a heat pulse, as de-
scribed in paper I) was 20 with 49 particles per layer (i.e.,
the total number of dynamic particles was 980). In the
numerical integration of the equations of motion, using a
fifth-order predictor-corrector algorithm, we employed a
time step At=1. 15&10 psec; with ttus choice and a
frequent updating of the interaction lists (every 8bt ), the
total energy of the system is conserved to at least six
significant figures (for a few thousand time steps}. All
other technical details of the simulation and the interac-
tion potentials are as described for the (001) system in pa-
per I (see Sec. II of I}. Throughout, energy and tempera-
ture are expressed in units of e=50 kcal/mol (to convert
to temperature in K, multiply the reduced temperature
by 2.517X 10 ) and length in units of cr =2 0951 A. .

Starting from an equilibrated crystalline sample at
T=0.064 (1593 K), a heat pulse was applied (via scaling
of velocities) to the top —,

' of the system and the system
was allowed to evolve for 1.5X10 time steps ( —175
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FIG. 1. (a) Particle trajectories recorded at equilibrium,
viewed along the [110]direction (Ref. 22) (b) and (c) In-plane
trajectories, exhibiting melt and solid characteristics, in layers
10, 11, and 8,9, viewed along the [111] Z direction.
Z =1—:14.9cr and the unit of length in the [110]and the [10T]
directions is 12.8Scr. (d} Equilibrium particle density, b n /hZ
vs Z . {e) Per-particle total and three-body potential energies
V2+ V3 and V3 vsz .

psec), yielding an equilibrated system at solid-melt coex-
istence at T =0.0670+0.0020 (1685 K). Particle trajec-
tories (recorded for 2000ht) viewed along the [110]
direction and in-layer trajectories for layers 10, 11, and
8,9 are shown in Figs. 1(a), 1(b), and l(c), respectively,
along with the density, Fig. 1(d), and per-particle
potentialwnergy profile, Fig. 1(e), in the [111]direction
(with Z =1=14.96o, where cr =2.0951 A, and the
unit of length in the [110] and [101] directions is
12.85o ). As is evident from the figure, the solid-melt in-
terface is sharp, abrupt, and fiat [to be contrasted with
the broad, structured interface found for the equilibrium
solid-melt interface of the (001}system; see Fig. 2 of pa-
per I). Additionally, it is seen that though layer 10 is
clearly identifiable in the particle density profile, particles
in this region exhibit a partial liquidlike characteristic, as
is evident from the particle trajectories [Fig. 1(b}]and the
high value of the three-body potential energy [Fig. 1(e})
at the location corresponding to the occurrence of the
layer in the density profile.

Having obtained an equilibrium system, the growth
simulations were initiated by extracting heat from the
system via scaling of particle velocities in the bottom two
layers, as described in paper I. Two simulation experi-
ments were performed: one in which the rate of heat ex-
traction was as that used for the (001) system (i.e., scaling
of velocities every 5ht such as to remove at a constant
rate an amount of energy which is equal to the latent heat
per layer every 6 psec), and the other where half the
above rate was used (the "fast" and "slow" simulations,
respectively).

The time evolutions of the overall system temperature
and of the three- and two-body contributions to the po-
tential energy of the system are shown in Figs. 2 and 3 for
the "fast" and "slow" simulations, respectively. In both
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cases, in the initial stage of the simulation the system
temperature drops continuously, as a result of the heat
conduction to the substrate, with no signi5cant ordering
observed. Once the temperature has dropped to a certain
level (see below), crystallization is initiated, as noted in
the figures (-43 and 58 psec for the fast and slow sys-
tems, respectively). The time developments of both sys-
tems exhibit a characteristic nonmonotonous behavior
(particularly pronounced in the potential energies [Figs.
2(b) and 2(c), and 3(b) and 3(c)]. This behavior should be
contrasted with the monotonous, continuous changes
found for the (001) system (see paper I, Fig. 3), and is due
to difl'erences in the growth modes for these two crystal-
line orientations. As we discussed above, the Si(111)
solid-melt interface is structurally dilerent and less com-
plex than that for the Si(001) system, exhibiting a flat
morphology. In addition, in the present system the
influence of the crystalline potential on the melt adjacent
to it extends over a rather narrow region, resulting in a
more abrupt interface. These characteristics pertain not

a0-

only to the equilibrium state but maintain during growth.
As a result, growth on the (111) surface occurs in a
layer-by-layer manner. The above-mentioned discon-
tinuities in the growth rate are related to the ordering
processes in each of the added layers. An additional
efFect characteristic to the (111) system is seen at -70
psec for the fast system (Fig. 2) and —140 psec for the
slow one (Fig. 3), where a marked change in the rate of
crystallization occurs, accompanied by a period of almost
constant temperature. As we discuss below this effect is
associated with self-annealing processes and subsequent
fast growth.

In Figs. 4 and 5 profiles of the system temperature (in
units of a=50 kcal/mol) versus Z' (Z'=1=14.96o ) at
selected times are shown, for the fast and slow simula-
tion, respectively. These profiles were obtained as short-
time averages (2)& 10 ht ) and therefore they exhibit a de-
gree of noise. In both systems we observe that during the
initial cooling period preceding crystallization the tem-
perature drops throughout the system below the initial-
(t=0) melting-point temperature. Crystallization starts
(t =43 psec in Fig. 4 and 5S psec in Fig. 5) when the tem-
perature at the solid-melt interface drops to &0.06,
which corresponds to an undercooling of & 150 K.
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FIG. 2. Time development of the systexn temperature, T, in
units of c (e, =SO kcal jmol) and of the per-particle three- and
tvvo-body contribution to the potential energy throughout the

growth simulation of the "fast" heat-extraction system, starting
from the beginning of the heat extraction at t =0. The start of
the crystallization stage is noted (-43 psec). Note the non-
monotonous character of the process.

TIME {.==:=-.}

FIG. 3. Same as Fig. 2, for the "slav" heat-extraction sys-

tem The start of the crystalhzation stage is noted ( —SS psec).
Note the nonmonotonous character of the process.
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A. High-velocity growth

In order to investigate the details of the growth pro-
cess, we present in Figs. 6-8 pro6les of the particle densi-
ties, b.n /b, Z versus Z* along the [111]direction. In or-
der to illustrate the evolution of the energetics of the sys-
tem, we show also for the time period 0-S8 psec (Figs. 6
and 7) profiles of the per-particle potential energy,
V2 + V3 and those for the individual contributions, Vz
and V3, recorded at selected times during the simulation.
Since the system is in a nonequilibriurn state, dynamically
evolving in time, these profiles were obtained as short-
time averages ( —10 b, t ) and therefore they contain a de-
gree of noise. We were forced, however, to employ such
short averaging times in order to capture the temporal
characteristics of the system at selected times during the

0.04-
e
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0

FIG. 4. Temperature, T, profiles at selected times during the
simulation of the "fast" Si(111) system. The t =0 profile was
recorded for the equilibrium solid-melt coexistence system. All
profiles were obtained as short-time averages over 2 g 10'Lt.
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FIG. S. Same as Fig. 4, for the "slow" Si(111)system.

FIG. 6. Profiles of the particle density b,n /hZ, where An is
the number of particles with Z coordinates between Z and
Z +hZ, and profiles of the per-particle total potential ener-

gy, V2+ V2, and of the two- and three-body contributions ( V2

and V3, respectively) vs Z (Z =1=—14.96m), at t=0 and 30
psec for the "fast" Si(111) system. In the crystalline region,
maxima in the density profiles and the corresponding minima in
the potential-energy profiles occur at the crystalline layer posi-
tions. Comparison of the profiles for the two times demon-
strates that no significant crystallization occurred during the in-
itial cooling stage.
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growth process. Thus, while in the solid region the pro-
nounced maxima in the density proSes and the corre-
sponding minima in the potential energies occur at the lo-
cations of crystalline layers, occasionally the random dis-
placement of a small number of particles into the spacing
between crystalline layers shows up in the potential-
energy profiles as spikes (whereas inspection of the densi-
ty yroNe at those locations indicates good erystalhne or-
der). No such occurrences are seen in the hquid region
since, even for the short averaging times which we used,
the diffusion of particles in the melt averages out such
spurious features.

Inspection of the profiles shown in Fig. 6 at t =0 and
30 psec reveals that during this time period no crystalli-
zation occurred. From Figs. 4 and 2 we observe that dur-
ing this time period the temperature of the system drops
to a httle over 0.06. As seen from Figs. 4 (compare the
temperature proSles at 30 and 43 psec) and 2, the temper-
ature continued to decrease to below 0.06 (a supercooling
of over 150 K). Concomitant with this degree of super-
cooling [similar to that found in the Si(001) system at the
6nal stages of the cooling period], we observe by compar-
ing the profiles at t =43 psec shown in Fig. 7 to those at
r =30 psec that growth started to occur, and the interface
advanced by that time by adding at least one crystalline
layer to the solid (note the drops in the values of V& at
the locations of layers 11 and 12 in the corresponding
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density profile). During the subsequent 15 psec an addi-
tional layer (number 13) starts to grow and a refinement
of the structure of the neighboring underlying crystalline
region occurs, as the t =58 psec proSes in Fig. 7 demon-
strate. At this time the advance of the crystallization
front slows signiScantly as evident from the profiles
shown in Figs. 8(a) and 8(b) at t =72 and 87 psec, respec-
tively. In contrast, in the time period between 87 and 101
psec [see Fig. 8(c)], growth resumes with the addition of
2-3 layers at the latter time.

A closer look at the evolution of the system between
t =58 and 101 psec is provided by the real-space particle
trajectories, viewed along the [110] direction, and in-
layer trajectories for layers 10-13, shown in Fig. 9.
Comparison of the position of the interface, in the top of
the figure, for t =58, 72, and 87 psec indicates that it did
not advance during this time period. The in-layer parti-
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FIG. 7. Same as Fig. 6 for t =43 psec (start of the crystaBiza-
tion stage; see Fig. 2) and t=58 psec. Comparison of the
proNes at the two times demonstrates growth.

FIG. 8. Profiles of the particle density hn /h, Z, where hn is
the number of particles with Z coordinate between Z* and
hZ for the "fast" growth simulation at (a) t =72 psec, (b)
t =87 psec, (c) t =101 psec, and toward the end of the simula-
tion at (d) t = 158 psec. Comparison of the profiles at t =58 psec
(Fig. 7}and those recorded in the time span 72—87 psec [panels
(a) and (b}]demonstrates the interruption in the advance of the
crystallization during this time period (see also the temperature
and potential energy for the system, during this time, shown in
Fig. 2). Comparison of the profile at t =101 psec [panel (c}]to
those at earlier times [panels (a) and (b)] demonstrates the
resumption of the solid-melt interface propagation. For the
Snal state of the system (t =158 psec) we also show pro6les of
the potential energies [panels (e} and (f)], demonstrating the de-
gree of imperfection of the grown crystal (note, in particular,
the high values of V3 for Z Q O. 7).
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cle trajectories at t =SS psec reveal a defective region in
crystalline layer 10 (see lower left-hand portion), which
induces a similar defective region in layer 11 above it.
These defects persist at a later time (t =72 psec), until at
t =87 psec they are annealed (note the constancy of V&

during this time period, in Fig. 2). Once the in-layer de-
fect vvas annealed vigorous growth resumed, as is evident
from the trajectories shown for t = 101 psec (see also Fig.
2). This sequence of events demonstrates an interesting
phenomena of dynamical self anne-aling in which the
evolving system self-corrects structural errors, thus im-
proving the quality of the grown crystal. We also found
evidence for this mechanism in the simulation of the
slow-growth-velocity system.

Views of the system towards the end of the simulation
are given by the profiles in Fig. (8) (t =158 psec) and the
real-space particle trajectories, viewed along the [110]
direction in Fig. 10. From the original location of the
solid-melt interface and the final location of the top of the
grown crystal and the time which lapsed between these
two states, we estimate the growth velocity as —14
m/sec.

The structure of the grown crystal (see Fig. 10) reveals
a crystalline region with perfect intralayer order, but con-

taining "mistakes" in the registry of layers (stacking
faults), as well as a region of defective layers and a wide
region of a disordered solid, closer to the solid-vacuum
interface. The imperfection of the grown crystal is
rejected also in the potential-energy pro5les sho~n in
Figs. 8(e) and 8(f), at t =158 psec, towards the end of the
simulation. We also note that towards the end of the
simulation the temperature of the system dropped
significantly, such that activation barriers for defect an-
nealing and disorder-order transformations cannot be
surmounted. As will be shown below, the structural
quality of the grown crystal is dramatically improved
upon reducing the growth velocity.

B. Low-velocity growth

We turn now to presentation of the results for the
slow-rate-of-growth system. As indicated in Fig. 3 in the
first stage after the start of the heat conduction to the
substrate, the system undercools with no significant
growth occurring. The temperature profiles shown in Fig
5 demonstrate that by 58 psec the temperature at the in-
terface region dropped to 5 0.06, and, as an inspection of
the density and potential-energy profiles shown in Fig. 12
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FIG. 9. Top: real-space particle trajectories, viewed along the [110]direction, recorded at the denoted times (58-101 psec) during
the simulation of the "fast" Si(111)system. Comparison of the real-space trajectories at these times demonstrates the interruption in
the crystallization front advance during f =58-87 psec and the resumption of progress at 101 psec. Bottom: in-layer particle trajec-
tories at the corresponding times (recorded for 103ht ). Note the defect (located at the lower left) in layer 10 at t =58 and 72 psec,
which induces the occurrence of a defective region above it, in layer 11,at these times. Sy t =87 psec, the defective region in layer 10
was annealed as was layer 11, inducing a higher degree of order in layers 12 and 13. By t = 101 psec all four layers exhibit perfect in-
layer crystalline order. This sequence demonstrates a self-annealing process.
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FIG. 10. Real-space particle trajectories of the fast Si(111)
system, viewed along the [1TO] direction, at the end of the simu-

lation. The grown crystal contains stacking faults, defective
crystalline layers, and an amorphous region. The distance from
bottom to top of the inscribed boundaries is 14.960 =31.34 A.

during the next 72 psec only about one additional layer
grew. At about t = 144 psec radical changes in the rates
of variation of the overall system temperature and poten-
tial energies are evident (see Fig. 3). The constancy of the
temperature starting at about that time and sharp drops
in V3 and V2 signify growth at a much faster rate than
before that time as is evidenced by comparing the density
and potential-energy profiles for t =158 psec in Fig. 12(c)
with those at t =144 psec [Fig. 12(b}]. From the temper-
ature profile of the system at t =158 psec (see Fig. 5),
during the growth period we observe that the faster pro-
gress of the crysta1lization front occurs when the inter-
face region is at a temperature of -0.058, while the crys-
talline material is at a lower temperature, thus forming a
gradient.

The final stages of the simulation are described by the
profiles at r =259 psec [Fig. 12(d)] and the real-space par-

indicates, by about that time growth has begun. We note
from the temperature profile in Fig. 5 (t 58 psec} that
crystallization in this system occurs while the tempera-
ture in the melt region (Z' ~0.6) is higher than in the
crystalline part. Comparison of the profiles at 58 psec
(Fig. 11} and those recorded about t =72 psec demon-
strates the slow growth [Fig. 12(a}]. We also observe that
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FIG. 11. Particle density and potential-energy proNes for the
"slow" Si(111) system at equihbrium t =0, and at t =58 psec,
shortly after the beginning of the crystaBization process.

FIG. 12. Particle density proNes for the "slow" Si(111) sys-
tem at (a) t =72 psec, (b) t =144 psec, (c) t =158 psec, and (d)
t =259 psec. Comparison of the profile at t =72 [panel (a)] and
58 psec (Fig. 11), shows an interruption of the advancement of
the crystallization front. The slow growth occurring between 72
and 144 psec is demonstrated via comparison of the pro5les for
these times [patiels (a) aiid (b)]. At t =144 psec, a fast growth
stage occurs as evidenced by inspection of the pro61es for
t =158 and 259 psec (see also the sharp drop in V3 and V2, and
the constant temperature period in Fig. 3, starting at t =145
psec). For the Anal state of the system (t =259 psec) we show
also profiles of the potential energies [panels (e) and (f)]. Com-
parison of these proNes arith those for the "fast" growth system
at the end of the simulation [Figs. 8(e) and 8(f}]demonstrate the
higher degree of perfection of the grown crystal obtained via the
"slow" growth process.
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FIG. 13. Real-space particle trajectories of the slow Si(111)
system, viewed along the [1TO] direction, at the end of the simu-
lation. The grown crystal shows a high degree of structural per-
fection. It contains stacking faults and a narrow region of in-

1ayer defects and disorder„ limited to the immediate solid-
vacuum interface.

ticle trajectories, viewed along the [110]direction, shown
in Fig. 13. From Fig. 13 we conclude that at the present
growth velocity, estimated as -9 m/sec, a crystal pos-
sessing a high degree of structural perfection was grown.
We observe in it stacking faults and a very narrow band
of defective layers and disorder limited to the immediate
vicinity of the sohd-vacuum interface. The high degree
of perfection obtained in this system is also evidenced by
inspection of the potential-energy pro6les at the end of
the process [Figs. 12(e) and 12(f)], exhibiting low values of
V3 and the total potential energy up to the vicimty of the
solid-vacuum interface.

In this paper [and in paper I (Ref. 11)] we have
developed a methodology for molecular-dynamics studies
of equilibrium and nonequihbrium interfaces and have
employed it in investigations of liquid-phase-epitaxial
growth of silicon on the (111)and (001) surfaces, using in-
teraction potentials which include two and three-body
contributions and provide an adequate description of the
material. As discussed and demonstrated in paper I,
growth on the (001) surface at high interface velocity
( —18 m/sec) involved an undercooled, structured, mi-
crofaceted solid-melt interface and proceeds in a continu-
ous, monotonous manner, yielding a structurally perfect
grown crystal. Comparison of our results for the two sur-
faces highlights the orientational dependence of the
growth processes, which was experimentally ob-
served, ' ' ' and provides insights into the nature of
liquid-phase epitaxy. As discussed in paper I (see Sec. IV
of that paper), it is pertinent to discuss the results of our
studies in light of the information obtained in laser-
annealing experiments.

In the 6rst stage of our simulations a system at equilib-
rium, solid-melt coexistence at the melting point was
prepared. The melting point of the system was deter-
mined to be 0.067+0.0020 (1685 K), in good agreement
with the experimental melting point of Si (1683 K}. The

latent heat which we estimated from the di6'erence of the
average potential energies in the solid and melt region is
31.4 kJ/mol, compared to the experimental value of 50.7
kJ/mol. The solid-melt interface in equilibrium is
characterized as sharp, abrupt, and Bat, in contrast to the
microfaceted, broad, structured interface found for the
equilibrium interface of the (001) system. "

Starting from the equilibrium state, the system was
cooled by extracting energy from the bottom two layers
of the dynamical system, which are sufficiently removed
from the interface region such that the effect of heat ex-
traction (via scaling of velocities every 5ht ) does not in-
terfere with the dynamical evolution of the system in that
region. As described in the preceding section, two rates
of cooling were employed. In the "fast" rate simulations,
which resulted in a growth velocity of -14 m/sec, the
constant rate of heat extraction was 61.25 kcal/mol psec,
and in the "slow" simulations, resulting in a growth ve-
locity of 9 m/sec, the cooling rate was 30.625 kcal/mol
psec. These rates of energy removal correspond to cool-
ing rates of -2X10' and —1X10' K/sec, respectively.
%e note that these cooling rates are in the range of
values which may be achieved in laser-annealing experi-
ments. ' As in the case of the (001) system, " in the initial
stage after heat conduction to the substrate started, the
temperature of the system drops with no discernable cry-
stallization observed. In both the "fast" and "slow" cool-
ing simulations, ordering and crystallization began only
when the overall system temperature dropped below the
melting point, and the supercoolings in the interface re-
gions were )200 and —150 K, respectively (see Figs. 4
and 5 ). These degrees of supercooling are similar to that
which we found for the (001) system [for the "fast" sys-
tem, which was cooled at the same rate as the (001) sys-
tem, the observed supercooling is somewhat higher). The
crystallization which ensued past the initial cooling stage,
for both cooling rates, is characterized as discontinuous
(nonmonotonous) with periods of rapid crystallization in-
terrupted by stages of cessation of the propagation of the
interface. This behavior, which contrasts with the mono-
tonous growth rate in the (001} system, indicates a
difFerence in the growth modes for these two crystalline
orientations. The fiat, abrupt, solid-melt interface in the
(111}system maintains during growth. Since in this sys-
tem the spatial variation of the crystalline potential ex-
tends over a rather narrow region, it afFects only the melt
particles in its immediate vicinity and growth occurs via
a layer-by-layer mechanism. Furthermore, we have
found that growth is accompanied by dynamical self-
annealing processes which provide a mechanism for
structural perfection. %e observed that occasionally
propagation of the crystallization front is halted and then
is resumed after a certain period of time ( —30—50 psec).
Closer inspection reveals that these events are related to
the occurrence of defects in a newly crystallized layer
which then induce the generation of defects in the subse-
quent crystallizing layers above it. The proliferation of
these defects stops further motion of the interface. Dur-
ing the halting period annealing processes take place.
Once the structural perfection has been restored, vi-
gorous crystallization resumes. These self-annealing pro-
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cesses are characteristic of the (111)system and are con-
nected with the ease with which defects can occur in this
systeill as compared with tllaf. foi' tlie (001) Oilelltatloli
[related to the smoothness of the interface and the fact
that Si(111) requires the formation of triple and single
bonds]. We also find that such self-annealing processes
become more predominant at high growth velocities. In
this context we note that, for t'he same cooling rate,
growth on the (001) system proceeded at a higher rate
( —18 m/sec) than on the (111) system ( —14 m/sec, ob-
tained in the "fast" simulations) in agreement with obser-
vations' ' and previous theoretical studies. ' More-
over, unlike the case for the (001) system, the crystal
grown on the (111) surface at high velocity is imperfect,
containing stacking faults, defective layers, and a wide re-
gion of disordered material. We note that the mistakes in
registry (stacking faults) involve perfectly ordered layers
and occur closer to the start of the crystallization stage
than the generation of defective layers and disordered re-
gion, which start to occur only later, after the tempera-

ture of the system drops significantly and activation bar-
riers for defect self-annealing cannot be surmounted. The
perfection of the grown crystal is markedly improved by
reducing the cooling rate, resulting in a lower growth ve-
locity ( -9 m/sec) and yielding a grown crystal contain-
ing stacking faults and only a narrow region of disorder,
limited to the immediate vicinity of the solid-vacuum in-
terface. These observations correlate well with experi-
mental observations' ' (see, in particular, Ref. 13) and
provide a microscopic understanding of the nature and
mechanisms of epitaxial growth.
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