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%'e propose a density-functional method for calculating elastic moduli of crystalline solids. The

method is based on the second-order Raxnakrishnan-Yussoul' (RY) expansion of the variational

grand-canonical potential around a uniform liquid state. The densities of the strained and un-

strained crystal are represented as sums of narrow Gaussians. We express the crystal moduli in

terms of the liquid structure factor its Srst and second derivatives evaluated at the reciprocal-lattice

points of the crystal. We evaluate the elastic moduli for fcc hard-sphere and Lennard-Jones crystals

using the Percus-Yevick and computer-simulation liquid structure factors, respectively. An indirect

comparison with available experimental and theoretical values shows that although our calculated

moduli are accurate to an order of magnitude, higher-order terms in the RY expansion might be

significant. We find important contributions from density equilibration within the strained unit cell.

The only zero-frequency elastic response which a fiuid
can exhibit is the compressibility. The isothermal
compressibility is related via fluctuation-compressibility
theorem to the density fluctuations in a fiuid. For solids,
the fluctuation-compressibility relation can be general-
ized to all zero-frequency elastic moduli except those
that represent response to a shear stress.

The lattice theory of elastic constants first developed
by Born was restricted to perfect crystals at zero temper-
ature. Exact expressions for isothermal elastic moduli
that contain Auctuation e8'ects omitted by Horn and
which made important contribution at nonzero tempera-
ture were derived by Squire et al. The expressions for
elastic moduli were evaluated via Monte Carlo tech-
niques. In this theory, the interparticle potential p1ays an
explicit role while the structure of the crystal plays an
implicit role.

Lipkin et al. and Ramakrishnan6 have introduced
an approximate theory of elastic mod uli based on
Ramakrishnan-YussoufF (RY) density-functional theory
of solidification. In this theory the role of the structure
of the medium is exphcit while leaving the role of inter-
particle potential implicit, buried in the two- (multi-) par-
ticle correlation function of a metastable Auid state
around which an expansion is developed. In particular,
the elastic constants of a solid have been expressed in
terms of the curvature at the main peak of the Quid struc-
ture factor by assuming that this contribution is dom-
inant. They also implicitly assumed one density defor-
mation of the strained medium at aII scales. This is gen-
eraBy not the case below the Cauchy length.

The usual variational calculations of the grand-
canonical potential follow from the classical theorems of
Gibbs9 and their quantum generalizations. '0 '5 The
main result, first established by Lee and Yang, ' states

that the grand part1tion function of a system of interact-
ing particles is stationary with respect to variations of the
single-particle density. Ramakrishnan and Yussoufi"
separated the variational grand-canonical potentia1 into
an explicit entropy contribution and a contribution from
interparticle interactions. Then, they expanded the in-

teraction part into a functional Taylor series around a
uniform fiuid state. In this way they could express the
grand-canonical potential of the solid in terms of the
direct correlation functions of the coexisting or metasta-
ble liquid.

This theory resembles a molecular-6eld theory in
which each particle sees an external (chemical) potential
and a response potential (molecular field) self-consistently
set up by the interparticle interaction. The extremum
equation, analogous to the self-consistency condition of a
molecular-field theory, is a nonlinear integral equation
for the solid density. RY found approximate periodic
(crystal) solutions of this equation by expanding the solid
density into a Fourier series, then projecting from the re-

sulting equation a set of nonlinear equations for the
Fourier amplitudes of the density. Solutions of these
nonlinear equations show how correlations in the fiuid
self-consistently generate a nonuniform density of crystal-
line periodicity and symmetry.

Recently, several authors realized that suScient accu-
racy can often be achieved by a much simpler expansion
of the solid density into narrow Gaussians. ' Such an
expansion is justi6ed by actual calculations of the Fourier
amplitudes and by the experimental fait that even at the
melting point of many crystals the atomic motions are
small and approximately harmonic. '

Density-functional theories have been quite successful
in predicting solidi5eation parameters for hard-
sphere' ' ' (HS) and Lennard-Jones' ' (LJ) fluids.
Such theories were also used to study submonolayer
phases of rare gases on graphite, ' the glass transition,
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and most recently the stability of icosahedral quasicrys-
tals. Several authors have proposed that a similar ap-
proach can be used for "6rst-principles" calculations of
such quantities as defect energy, ' ' liquid-solid inter-
face, etc.

In order to calculate the elastic free energy of a
strained solid, and thus its elastic moduli, we evaluate its
grand-canonical potential and density using the same ap-
proximation as when evaluati'ng the grand-canonical po-
tential of the unstrained solid. In this way we take ac-
count of the fact that the sohd crystal density deforms
under a stress in a nonaffine way below the unit-ceB scale.
This is mamfested in a change of the concentration of in-
terstitials and vacancies as well as in a nonafflne change
(relaxation) of the Gaussian widths. In many experimen-
tal situations the vacancy concentration change can be
neglected because of the long diffusion times. However,
the relaxation of the widths plays a more fundamental
role as we mill see in the case of the hard-sphere crystal.
Some results of this paper have been summarized in an
earlier publication.

We calculated elastic moduli for fcc hard-sphere and
Lennard-Jones crystals at the melting point and near the
triple point, respectively. For the HS calculation we used
Percus-Yevick liquid structure factor, while for the LJ
calculation we used a structure factor obtained by com-
puter simulations. Calculated elastic moduli are
correct to an order of magnitude. However, a more
stringent test of our results is not possible at present since
the measured or independently calculated elastic moduli
are determined at different points in the phase diagrams.
It appears that although thii'd-order terms in RY expan-
sion are not significant for determination of the sohd-
hquid phase boundary, they are for accuracy of elastic
moduli. I" The theory which we developed here can be
easily extended to the case when third- or higher-order
terms are included.

We review the density-functional formalism in Sec. II.
Thermodynamics of elastically deformed media is sum-
marized in Sec. III. In Sec. IV we discuss the Gaussian
expansions for the strained and unstrained sohds and we
derive expressions for the elastic energy and moduli. Re-
sults of the application of our theory to HS and LJ sohds
are presented in Sec. V. The last section is devoted to
summary and discussion. In Appendix A we derive a
simple molecular-field theory of a classical fluid {and
solid) and we emphasize its distinction from the density-
functional theory of Ramakrishnan and Yussouff. In Ap-
pendix 8 we derive thermodynamic equations for a crys-

tal at finite strain. Explicit formulas for the elastic
modulus tensor, written in terms of reciprocal-lattice
sums over the derivatives of the liquid structure factor,
are derived in Appendix C.

II. DENSITY-FUNCTIGNAL THEORY

In this section we give a short tutorial to the variation-
al formulation of the calculation of the thermodynamic
grandwanonical potential.

Generally, the thermodynamic grand-canonical poten-
tial G can be variationally determined as

6[@{x);V,T]=mintrp kaTInp+Htt

1l~XPX X (2.1)

where, classically,

tr=—y ', g ', f d'p, f d'x, ,
N=O ' i=1

(2.2)

h is Planck's constant and p; and x; are momenta and
coordinates of N particles at temperature T, restricted to
the volume V in the presence of the external (chemical)
potential p( x ) and interacting via Hamiltonian H„
(k+T=P ' is the Boltzmann factor). The microscopic
single-particle density of the N-particle system is

niv(x)=— g 5(x—x;) . (2.3)

The variation in Eq. (2.1) is to be performed over the nor-
malized probability distribution (density matrix) p. The
distribution which minimizes Eq. (2.1} is the Boltzmann
distribution

exp P f n»(xlp(x)d x H„—
V

trexp () f n»(x))x(K)dex H»—
V

(2.4)

The Boltzmann distribution is explicitly a functional of
the chemical potential. However, it can be also viewed as
an implicit functional of the equilibrium particle density
n (x),

n(x)=tr paniv(x) . (2.5)

Therefore, one may restrict the variation in Eq. (2.1) to
p ~pe [n (x)], with n (x}as the variable,

e

6 [P(x); V, T]=min trPa[n (x)] ka T lnPa[n (x)]+Hiv —f nN(x)P(x)d x
n(x) V

(2.6)

Clearly, n (x) which minimizes Eq. (2.6) for a given p(x)
will bc tllc cqlllllbI'lllIll density which will alltonlatlcally
satisfy Eq. (2.5). In fact, Eq. (2.6}can be written as

6 [@(x);V, T]=min E[n (x); V, T] f n(x)p(x) dx-
e(x) V

(2.7)

t

in which case it can be recognized as a statement of
the familiar fact that the grand-canonical potential
G [p(x };V, T] is the Legendre transform of the Helmholtz
potential F[n (x); V, T],

F[n (x); V, T]=trp, [n (x) ]Ik, T 1~,[n (x}]+H~] .

(2.8)
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The chemical potential p, (x) can be exphcitly determined
as a functional of the density n (x) by

5F[n(x);V, T]
5n (x)

(2.9)

The Helmholtz potential for a system of noninteracting
particles is purely entropic

Fo[n (x); V, T]=ks T J n (x) t ln[n (x Qr ]—1 jd x,
(2.10)

where A, r=—(k /2mmksT)'~ is the thermal wavelength
of a particle of mass m in a bath at temperature T.
Therefore, the Helmholtz potential for an interacting sys-
tem can be written in the form

F [n (x); V, T]=FO[n (x); VT]+F;„,[n (x); V, T) . (2.11)

5F,„,[n, (x}]
=p&(x) —ks T ln[n, (xgr],

5n (x)
(2.12)

and the definition of the m-point (m &2) direct correla-
tion function of the liquid

The functional F;„,[n (x); V, T] contains the full efFect of
many-body interaction and will be expanded in the func-
tional Taylor series around a liquid state with density
n&{x }and corresponding chemical potential pl(x).

The expansion of I";„, can be carried out by using the
following relation:

5 F;„, ni(x)
ks TCi~ ~(xi, . . . , 7x

5n(x, } 5n(x )

5 F n(x)]
+(—1) (m —2)!ni(xi)' 5(x, —x2) 5(xi —x~ ) .

5n(x, ) 5n(x )
(2.13)

Combining this expansion with Eq. (2.7), we can write

G [p{x);V, T]—Gi[p&(x); V, T]=minb W[n (x),p(x); V, T],
n(x)

(2.14)

where the variational potential 58'is

Pb, lV[ n(x),p(x }V,T]= J n{x)ln Lhn(x} —Pn—(x)hp(x) de
v ni(x)

C&' '{x,,x2)hn (x, )hn(x2)d x,d x2+
V V

(2.15)

and b (nx}= (nx) —n&(x), bp(x) =p(x) —p&(x). Clearly,
the left-hand side of Eq. (2.14) gives the pressure
di8'erence hP:—P —PI .. —VP, =G(p,„V,T}=Gi(pi, V, T)= —VPi . (2.20)

—V~P =G[q(x); V, T]—G, [q,(x); V, T] . (2.16}

In the absence of an external potential, the case with
which we are concerned, p(x) and pI(x) are constants
and the liquid state has a uniform density nI. In this case
the grand-canonical potential can be expressed as

dG = —S dT —PdV —Nip, , (2.21)

Once the usual thermodynamic grand-canonical poten-
tial G(p, V, T), or the Helmholtz potential F(N, V, T) are
known, we can obtain various quantities of interest from
the standard thermodynamic relations

G (p, V, T)=min[F (N, V, T) pN] . —

Its I.egendre transform F{N, V, T) is obtained from

(2.17) or

dF = —S dT Pd V+@dN, — (2.22}

F(N, V, T)= min F[n(x), V, T],
n(x)

n=N /V

where the minimization is over densities whose average is
fixed to n =N/V. At the coexistence between the refer-
ence liquid and a solid it is required that

(2.19)

and from the observation that I', for example, is an exten-
sive quantity,

F=Nf(n, T) . (2.23)

In the next section we shall generalize these equations to
describe the thermodynamics of elastic deformations.

Equations (2.14) and (2.15) are the central equations of
RY theory of solidi6cation. They are reminiscent of
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molecular-6eld equations but should not be confused with
these. Approximations introduced into RY theory by
truncating the expansion of the variational potential can,
in principle, be as good as one desires, providing the ex-
pansion is convergent. The usual molecular-5eld theory
approximates the probability distribution and cannot be
improved without invoking multiparticle densities. The
molecular-6eld approximation could be viewed as a trun-
cation of the RY expansion at the second order, com-
bined with the identi6cation of the pair correlation func-
tion and the interparticle pair potential. This is the
essential and important difference between the
molecular-field and RY theories. A derivation of a
molecular-field theory is given in Appendix A.

The correhtion functions C&(™will, in general, depend
on the thermodynamic state of the liquid. In particular,
the direct pair correlation function is a function only of

~
x, —x2

~

for a spatially homogeneous and isotropic
liquid state

&I ~(% "z):—Ci(
~
x, —xz

~
) . (2.24)

The function C&(
~

x
~

) can also be viewed in a slightly
difFerent way: Instead of simply minimizing over possible
density functions, we can regard Eq. (2.15) as the starting
point for a kind of coarse-grained statistical mechanics,
in the spirit of the Landau-Ginzburg-Wilson theories of
critical phenomena. The Boltzmann weight associated
with a density configuration n (x) is exp( —Pb 8'},and the
true partition function is obtained by carrying out a func-
tional integral over the possible densities n(x). Upon
truncating Eq. (2.15) at second order in bn(x), and
Fourier transforming, we can easily show using this ap-
proach that Cl(

~

x
~

}is related to the structure function,

SI( I ql }=& 1«(q) I'&=&I —&I( I ql )) '

where

translational correlation length (and, hence, coarse-
graining scale) in three-dimensional liquids rarely be-
comes large, corrections due to this effect will be quite
small.

III. THERMODYNAMICS OF
KI ASTIC DKFQRMATIONS

In this section we shall erst discuss thermodynamics of
in5nitesimal isothermal elastic deformations from a
density-functional point of view. In particular, we shall
analyze the effect of nonaffine density deformations below
the Cauchy scale, as well as the strain dependence of the
vacancy concentration. Then, we shall briefly review the
usual thermodynamic relations establishing connection
between isothermal and isentropic elastic moduli as well
as connection between the moduli at constant chemical
potential and constant number of particles. A discussion
of thermodynamics at finite strain is left for Appendix B.

Consider the uniform change in density n (x) under a
general nonsingular affine coordinate transformation A

n (x)~n'(x) =n ( A ' x)/J„. (3 1)

For ordinary materials in the absence of external fMlds,
we can restrict our attention to symmetric linear (homo-
geneous} transformations (matrices) A, since any inho-
mogeneous, or antisymmetric parts in A correspond to
energy preserving translations or rotation reflections, re-
spectively. In this case J„=det A. More general A' s
will be required to describe lowwnergy deformations of
incommensurate and, in particular, icosahedral crystals
and will be discussed in Ref. 34. The Jacobian J„occurs
in the denominator in Eq. (3.1) to insure that the total
number of particles N remains unchanged by the trans-
formation. Indeed, we have

CI(
I q I

}=—~i f CI(
l
x

I
}e""d" . (2.26) N'= n' x 3x = n x' x'=N,

VI V
(3.2)

The structure function at zero q is related to the iso-
therma1 compressibility ~T of the liquid by the
fluctuation-compressibi1ity theorem,

Si(0)=nr~rksT . (2.27)

Higher-order nonlinearities will give corrections to the
result in Eq. (2.25}. Provided these effects are small, we
can extract CI from an experimentally measured liquid
structure function. %e can then return to the expression
(2.15) and search for crystalline states with a lower ther-
modynamic potential. Minimizing 6 W[n (x),p„'V, T]
over possible densities n(x) is equivalent to neglecting
ftuctuations about the preferred state in the statistical
mechanical treatment sketched above.

If Eq. (2.15) is regarded as arising from a coarse-
graining procedure there wiB also be a background
singular contribution to the thermodynamic potential.
Although this potential plays no role in determining the
relative stability of hqmd and crystalline states, it can
contribute weak temperature and chemical potential
dependence to thermodynamic derivatives. Because the

A= 1+@. (3.3)

However, we imagine a static experiment in which a
strain e is imposed on the surface of a sample so that, ini-
tially, the density at the strained surface of the sample is

n, (x)=n ( A '.x)/J„, (3.4)

while the density in the interior of the sample is allowed
to relax to And the minimum of an appropriate thermo-

where x'= A ' x, and V' and V indicate integrations
over transformed and untransformed volumes, respec-
tively.

Given a particular equilibrium density n (x) of a solid,
we now ask how the thermodynamic potential changes
under a small deformation of the solid characterized by a
symmetric constant strain matrix e. If a piece of the ma-
terial were uniformly strained, the strained density would
be given by Eq. (3.1) with
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dynamic potential. In such an experiment the particle
number is conserved.

Two cases of density equilibration in a strained solid
can be imagined. In the 6rst case we imagine the density
at the sample surfaces to be clamped to the reservoir,
satisfying Eq. (3.4} at all times. In this case the equilibri-
um strained density n, (x) will satisfy Eq. (3.4) also at all
scales above certain scale. For ordinary crystals this
(Cauchy) scale is assumed to coincide with the unit cell
scale. The unit cell of the strained crystal is the strained
unit cell of the original, unstrained crystal. That is,

mulas, we shall assume validity of Eq. (3.5), that is,
A = A or, equivalently

(3.10)

as required in the 6rst case discussed above. Some results
derived using Eq. (3.9) will be presented elsewhere. '

Strictly speaking, an experiment on a su%ciently large
sample, which is equilibrated for a suN][ciently long time,
will be, as discussed above, characterized by the usual
thermodynamic functions which depend only on the
volume V, of the strained sample,

a,= A a=(I+a}a, (3.5)
V, = VJ„=V det(1+@), (3.11)

where a and a, are 3X3 matrices whose columns are
primitive lattice vectors of the original and the strained
crystal, respectively. Clearly, the equihbrium density
within the strained unit ceB will not generally satisfy Eq.
(3.4) and must be determined by actual minimization of a
thermodynamic potential.

In the second case, we imagine that after the surface is
strained the density initially distorts as above. Then, be-
cause of vacancy migration (annihilation or creation}, the
strained density relaxes at all scales, including the sur-
face. After a sufficiently long time, motion of the vacan-
cies, which can leave or enter the crystal, will lead to the
strained unit cell defined by a microscopic strain g,

a,= A a=(1+/) a, (3.6)

hV
V

V, —V

V
=J~ —1 . (3.7)

In other words, after a sufficiently long time, the strained
crystal will recrystallize with a lattice determined by the
density change imposed by the strain and determined by
a minimization of the Helmholtz free energy as in Eq.
(2.18},where the average density is fixed to n„=N/V„

F(N, V„T)= min F[n,(x), V„T] .
n (x)

n, =N/V

(3.8)

At intermediate times, the relationship between g and
e depends on the precise mechanism by which the vacan-
cies migrate. It is experimentally observed that micro-
scopic and macroscopic strains are generally diferent,
but a systematic investigation seems to be lacking at the
present. It is conceivable that there exists a well-de6ned
regime in which A is simply proportional to A,

(3.9)

where x is a scalar function of e.
The last relationship, Eq. (3.9), has been imphcitly as-

sumed in a recent calculation of elastic constants of the
hard-sphere solid, albeit the saloe calculation has not ac-
counted for the full relaxation within the strained unit
cell. In the present work, after deriving the general for-

which is generally different from the macroscopic, fixed
strain e. In the limit of large volume and after allowing
the strained crystal to relax for infinite time, the micro-
scopic strain should only depend on the volume change,
f.hat is on J„,

but are otherwise independent of the macroscopically im-
posed strain e. In this case Eqs. (2.21) and (2.22) suffice.
However, in the cases of two experiments envisioned
above, Eqs. (3.9) and (3.10), or when the microscopic
strain is a more general function of the macroscopic
strain, it is necessary to de6ne a strain-dependent
Helmholtz potential

F,(N, V, T)= min F[n,(x); V„T],
n (x)

, =N/V, a =A a

(3.12)

where the minimization is over periodic densities charac-
terized by the Bravais lattice given in Eq. (3.6) and con-
strained as in Eq. (3.10) [or, more generally, in Eq. (3.9)],
while the average strained density is Sxed to

n„= n, x x=N V, .=1
E

(3.13)

A reference crystal of volume V is assumed to be only un-
der hydrostatic pressure. The strain-dependent grand-
canonical potential is the I.egendre transform

G, (p, V, T)=min[F, (N, V, T) iJN] . —(3.14)

It is important to emphasize that, in general, both V
and e are independent variables. That is, a change in the
strain e which produces a volume change

V, —+V, +hV, , (3.15)

while the reference volume is kept fixed, is generally not
equivalent to the appropriate volume-conserving change
in the strain, accompanied by the reference volume
change

(3.16)

The reason is that the two changes generally assume
different "boundary" conditions for n, (x): The change in
Eq. (3.16) can be viewed as if a, were an unrestricted vari-
ational parameter. Since this difFerence is not considered
in the standard approaches, ' we shall make appropri-
ate generalizations in Appendix 8 where we shall also ex-
plicitly calculate the difFerence in the Helmholtz poten-
tials caused by the two types of volume changes described
above. Here, we shall only quote the results needed for
the elastic moduli of a solid under hydrostatic pressure.

As shown in Appendix 8, the requisite generalization
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of Eq. (2.22), at e=O, is

dF, 0= —S dT P—dV+((kdN+V(r; d«j

= —S dT+pdN+ V i o,"d(V' 3«"), (3.17)

BF,
0'

V B«j

while hydrostatic pressure P is defined as usual by

BF, ,I' =—
V

(3.18)

{3.19}

The second equality in Eq. (3.17} follows from the fact
that the solid is isotropically compressed at e=O, that is,

(T;, = P,5;, — (3.20)

where 0;1 is the symmetric Cauchy stress tensor and the
last term represents the work done by the stress in de-
forming the crystal. Summations over repeated indices
are implied. It follows immediately that the ij com-
ponent of the stress tensor is given by

—EW[n (x),(M„'V, T]~, (3.26)

where the subscript eq emphasizes evaluation at the equi-
librium. A convenient choice is p, =pI.

There are two obvious checks on Eqs. (3.23) and (3.24).
First, it can be trivially verified (cf. Appendix 8}that the
zero- and first-order terms in the expansion of E, indeed
vanish. Second, the formulas can be used to evaluate the
elastic response of the reference liquid; one should obtain
no shear moduli, and the isothermal compressibility must
be consistent with Eqs. (2.25)-(2.27). Indeed, substitut-
ing P =P(, p, =p(, and n, (x)=n(/J„ into Eq. (3.23}and
using Eq. (2.15), we obtain

The minimization is over periodic densities n, (x) whose
Bravais lattice is a, and average density is 6xed to
n„=n, /J„. Precisely because of this last constraint the
exphcit p, dependence in Eqs. (3.24) and (3.25) can be
made super6cial. Clearly, p, can be arbitrarily chosen, if
Eq. (3.24) is rewritten as

E,=(P P(—)( V, —V)+b W[n, (x),p, ; V„T],q

and the hydrostatic pressure equals the stress pressure P,
(see Appendix 8).

The elastic modulus tensor C;,kl at e=O is defined via
Hooke's law as3I

=—(tre)I[1 C((0—)]n(+0 (e')
ki(T 2

+O(ei),
kj(T(rT

(3.27)

d~ij Cijkl d~kl (3.21)

from which it follows that at constant temperature and
number of particles (see Appendix 8)

1 B Fe=o
Cza(=

V B
+P [5;,5k( 2(5;k5&(+5—&k5(()] (3 22)

V B«j &k(

which identifies a z as in Eq. (2.27).
Since the crystal starts in undeformed state, the stress

tensor is (r,j———P5;(, where P is the equilibrium pres-
sure. Because we also have 6 = —PV for an undeformed
crystal, 3z the potentials for a crystal perturbed by
infinitesimal strains obey

The last expression can be also derived from the expan-
sion of an elastic free energy defined by e=o ij (3.28)

E,=(F,—F)+P(V,—V)= e(C(k(—ek(+O(a ) . (3.23)3

Note that the second term on the left-hand side of this
equation can be interpreted as subtraction of the work
against the external pressure P.

The potential F,{N,V, T), defined in Eq. (3.12), can be
evaluated in a similar way as for unstrained medium,
namely, by expanding the interaction part of the
Helmholtz potential I', around a liquid state. Either the
unstrained, or the strained liquid, could be used as a
reference. We used the former expansion fsee Eq. (825)
in Appendix 8] which, together with Eqs. (2.14) and
(2.15), gives for the elastic energy of Eq. (3.23)

E,=(P P() V, +I5 8'[n, (x—),j(,, ; V„T], (3.24)

6$', de5ned with respect to a liquid whose density and
chemical potential are n( and p(, is given by Eq. (2.15),
and

[(IH (x ),pR; V, T] = min 5 IV[(iR( x ),pR, V~I T] ~

n (x]
n =NjjVa =A -I

This equation is a simple consequence of Eq. (3.14) and
the fact that F,(N, V, T) is an extensive quantity.

Equations (3.23) and (3.24) give a prescription for cal-
culating isothermal elastic moduh. These are the
relevant quantities for comparing with experiments
measuring macroscopic elastic constants. It is, however,
constant entropy, or isentropic elastic moduli which are
relevant for experiments which probe sound propagation
velocities, because entropy fluctuations do not have time
to relax during one period of a sound wave. Standard
thermodynamic manipulations allow us to relate iso-
thermal elastic moduli to isentropic ones. It can be
shown that isentropic elastic moduli C are related to the
isothermal C defined in Eq. (3.22) by

2

Cijkl Cijkl + BT 5ij 5kl (3.29)
cv

where the specific heat c„and the derivative BP/BT are
at a constant volume and number of particles. Similar re-
lationships can be derived relating elastic moduh at con-
stant number of particles to the moduli at constant chem-
ical potential.

The above discussion of elastic thermodynamics was
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presented in the context of ordinary crystals. The
modifications required for incommensurate crystals and
quasicrystals will be presented elsewhere.

A. Variational calculation for undeformed crystal

To search for crystalline minima of Eq. (2.14) with a
lower free energy than the liquid state, the standard pro-
cedure is to expand the density into a trial set of
reciprocal-lattice vectors Q,

(4.1)n (x)= g n (Q)e'&'"
g

where the Fourier coefficients n (Q) are regarded as varia-
tional parameters. The resulting calculations are
cumbersome, however, especially if many difFerent
reciprocal-lattice vectors play an important role. Excel-
lent results can be obtained by using a more restricted,
but physically motivated Ansats which approximates the
density by a sum of Gaussians located at the ideal atomic
positions. ' For example, for a one-component crys-
tal, with atoms at vertices R of a Bravais lattice generat-
edbya,

"s
n (x)=nG(x;n„a, a):— Y exp[ —(x—R) (a a 5) ' (x—R)],

W,d "deta'" ~a
(4.2)

where the average density n„ the lattice-constant matrix a, and the dimensionless, symmetric Gaussian-width matrix a
are variational parameters, while N, is the number of sites per unit cell (N, =1 when a is primitive). The square roots
are assumed positive. Although this gives a total of 16 parameters, since only the relative orientation of a and a is
relevant, the number of independent parameters is, actually, 13. This number can still be reduced if one is restricted to
lattices with certain high symmetry.

The average density n, is restricted to nI if the liquid is incompressible, but is needed more generally to allow for a
difference in the solid and liquid densities. Similarly, in order to allow for the presence of equilibrium vacancies (or in-
terstitials) the average number of particles per unit cell should be generally allowed to differ from one, that is,

n, & — —=N, deta
1

Ue
(4.3)

where u, is volume of the primitive unit cell.
In this paper we only consider the case of single-component, primitive crystals. A more general case wiB be investi-

gated elsewhere
The interaction term in Eq. (2.15) can be written down immediately in terms of C&(q) and the n (Q) s. The nonhnear

entropy term is more complicated. However, given the Ansatz equation (4.2), it is easy to show that the Fourier
coefficients of the density are

-=1
n (Q}—= n (x}e '~'d x =n exp( ——'Q a a ll Q),

"c "c
(4.4)

and the entropy term can be approximately evaluated in the hmit of large or small a. Upon using the small a (narrow
Gaussian) approximation discussed, for example, in Ref. 20, the variational thermodynamic potential Eq. (2.15) in the
crystalhne state takes the form

5$'[n (x),p,,; V, T]
=wG(g', b, a;b,Lu)—=g ln

kjs Tnt V ~,H~~deta'~~
—(g—1)—PJ'S@

3
2

where g=n, In&,

——,'CI(0)(1 —2$)——,'g g C(( ~b M
~
)h~(a),

MGZ

(4.5)

hM(a)—=exp( —2n M a M)=exp( ——,'Q.a.a lt Q),
and for future convenience we de5ned the reciprocal-lattice matrix b,

(4.6)

2%5

which generates the reciprocal-lattice vectors Q,

Q=b. M,

(4.7)

(4.8}

where MGZ is a vector with integer components. It becomes obvious that wG depends on b (or a) only implicitly,
3

through the reciprocal-lattice vectors in CI(
~ Q ~

). The equation of state, Eq. (2.16},takes the form
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(4.9)h—P =ks TnlminIIIo(g„b, a;hp) .
g,b,e

The approximation of narrow Gaussians should be especially good if there is a sizable first-order transition separating
the liquid and crystal states.

It is straightforward to numericaHy minimize (4.5}with respect to the parameters g, b, and a, at least in the case of
cubic symmetry. Explicitly, the equilibrium conditions are

0= = —ln(N, Ir ~ detIz'~I) —-', —php+C&(0)+in'' —g $ C&(
~ g ~

)II(a)
9

ln—(N, Irl~zdeta(~I) ',——p—hp+C, (0)+lug g—$C, (
~
b M

~
)IIsI(Iz), (4.10)

CI( [Q( ) her(a)= ——,'g' g CI( )b M
~

) IIsI(a),
g (~o) 10 I

'
M (~o)

(4.11}

0= = ——,'g'I '+-,'g'I g CI( ~Q j )[X (QQ) a]hsI(Iz)= ,'ga——I+m ( g CI( ~b M
( }(MM)h~(a) .

Q (~0) M (~0)

(4.12)

We assumed for convenience that b, rather than a, is the
independent variable, and we denoted by a dot above a
function the derivative with respect to

~ Q ~. Clearly,
Eqs. (4.10)-(4.12) cannot generally be solved analyticaHy,
although the last equation can be obviously used to elimi-
nate g. Therefore, the minimization in Eq. (4.5) is usually
performed numerically.

As we have already emphasized, the results of the
minimization for HS and I.J systems at the freezing point
are in good agreement with computer simulations.

n, (x')=nG( A 'x;n„a, a)/Jq

=nG(x; n, /Jg, A.a,a ) . (4.13)

Ho~ever, because the nonaf5ne density deformations on
scales below the unit-cell scale, and because of the vacan-
cy migration, these equations have to be modified.
Nonetheless, for smaH strains we can still assume an ex-
pallsloll of thc sfralncd dcllslty lllto Gausslans,

8. Variational calculation for strained crystal

If a crystal were uniformly strained at all scales, its
density would be given by Eq. (3 4). Therefore, if the un-
strained density would be represented by Gaussians, Eq.
(4.2), so would the strained density,

b,= A -'b=(1+$)-'b, (4.17)

is given by the microscopic strain g which may differ
from e because of the vacancy annihilation; the strained
Gaussian width,

a,=lz+h(z, , (4.18)

generally differs from a because of the nonaffine charac-
ter of deformations below the unit-cell scale.

The microscopic strain g' and the Gaussian-width re-
laxation hlz, are to be determined by minimization of the
elastic free energy, Eqs. (3.23) and (3.24). In analogy with
Eq. (4.5), we can determine explicitly hW[n, (x),p, ;
V„T]:

hW[n, (x};p,; V„T]=IoG(g/J„, A ' b,a+ ha, ;hp) .
8 nl ~R

(4.19)

With this expression, the elastic energy, Eq. (3.24), be-
comes

E
=Jz min Ioo(g/J„, A 'b, Is+ha„'hP)

kI) Tn( V A, ha

n, (x)=nG(x;n, ~a ~a,}, (4.14)
—IoG(g', b, Iz;hp, )

where the average density of the strained solid,
Elg

Eggs 7 (4.15)

is fixed by conservation of the total number of particles;
the strained lattice

a,= A .a=(1+$) a, (4.16)

or its reciprocal lattice (observed in difFraction experi-
ments)

where g, b, and a are the solutions of Eqs. (4.10)-(4.12)
while the dependence of A upon A is 5xed by a rela-
tionship such as Eq. (3.9) or (3.10).

It is again straightforward to verify that the zero-order
and firstmrder terms in c vanish in Eq. (4.20); it is only
necessary to apply Eqs. (4.10)-(4.12) and to notice that
c=O implies A =1 and ha, =O.

Since we are interested in the expansion of Eq. (4.20) to
order 1R, lt ls llot necessary to pcrfoHll Indicated Illllllllll-
zation in Eq. (4.20) for arbitrary A. Instead, it suffices to
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expand the right-hand side to second order in e', ba, and
5 A '= A ' —1=—g; and then to minimize the result-

ing quadratic form. This is equivaIent to the assertion
that Ba/Be and Bg/Be are Snite at a=0; that is, ha and

g are both of order e or higher.
Consequently, the elastic energy E, can be formally

written as

2
a:C:a=Inlll 2 (a g ECÃ ):C:

f, h,o
,ha .

where the tensorial blocks of C, in units kjjTni, are

B Ng
&fj'ki=~ &kit'

Bg

BNg B Ng
'jkl = )le = i ij4 B~Bb Ip+ BkBb kp

kp Ip

B Ng
~ij kl ~klij bij ~ BwBS kl

I

B Ng B Ng

Bbip kq jp

Biog B&g
Bb. Bb jP "& Bb Bbip is jp

and

1»g
ip +kl jp

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

B(tij BCXki

The employed notation is

1 .r.
z+ij ~ijkl+kl '

(4.27)

(4.28)

—,'e:C:a=min —,'[eC":a+2hc:C:a+ he:C:ha],
he

(4.29)

where, with the help of Eqs. (4.22)-(4.27)

Cee (ere+ Peg+ Pge+ Pg' (4.30)

(4.31)

(4.32)

All the second derivatives are evaluated at the initial, un-
strained configuration. Since the initial configuration is
assumed to be a local minimum, it follows that the quad-
ratic forms in (4.21) are positive definite.

Given a particular form for g, minimization in Eq.
(4.21) can be performed. We shall assume here that Eq.
(3.10) is valid, that is, g=» so that minimization over g is
completely eliminated. The elastic energy now becomes

After minimizing Eq. (4.29) we finally obtain the elastic
modulus tensor

CE6 CEA.( Cctcl )
—1.

COKIE (4.33)

The explicit formulas for tensors C", C ', and C are
derived in Appendix C. Also, the formulas specialized to
the case of crystals with cubic symmetry, necessary since
both HS and LJ liquids freeze into fcc structures, are
given in Appendix C.

V. RESULTS

Let us first consider a system of particles interacting
via a hard-sphere potential. The thermodynamic proper-
ties as well as the Suid-solid phase transition of such a
system have been extensively studied through computer
experiments. We have chosen to investigate the elastic
moduli at the phase coexistence for a variety of reasons.
First, the predictions of the density-functional theory of
freezing could be used as input to the calculation.
Second, an accurate structure factor of hard-sphere fiuid
exists for densities in the range of phase coexistence. Fi-
nally, we could test whether the elastic constants of shear
vanish at the melting point as predicted by the lattice
theory of Born.

For the direct correlation function of the Quid we use
the exact solution of the Percus-Yevick integral equa-
tion. This is a good solution in the density range of in-
terest and has been successfully used in recent theories of
freezing' ' in which the freezing parameters are found
assuming a simple fcc structure. More recently, it has
been verified that fcc structure is both locally stable and
more stable than a large class of crystal structures. 3 We
reevaluated the freezing parameters and found agreement
with previous calculations. We also found the freezing
parameters when vacancies are not allowed and the aver-
age density is fixed to one per unit cell. In both cases the
elastic moduli have been evaluated and are presented in
Table I.

The elastic. moduli satisfy all the constraints necessary
for a stable crystal structure, namely C» +2C&2,
C» —C,i, and C~ are all positive (we use here the Uoigt
notation). The elastic constant for shear does not vanish
at the melting point. The Cauchy relation C,2

——C~ that
must be obeyed by central force harmonic crystals fails.
In fact, we Snd an unexpected result that the Poisson ra-
tio for the hard-sphere fcc crystal at melting is negative. 42

Iq order to test robustness of this result we used a correc-
tion to Percus-Yevick structure factor due to Henderson
and Grundke. Our preliminary results indicate that al-

though the freezing parameters, as well as elastic moduh
change for a few percent, the Poisson ratio remains nega-
tive.

Using a cell-cluster free-energy series, StNinger and
Salsburg have developed a theory for the elastic con-
stants of a hard-sphere system in the high-density limit.
These authors find that the elastic constants can be
asymptotieaHy expressed in terms of a small parameter
8= (ncp /n, —1—), where the solid density n, is fixed to one
per unit ceH and ncp is the close-packing density of the
lattice. Specifically, for the fcc solid they find
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TASI.E I. Elastic moduli for fcc HS solid at the melting. The sohd density n, is in units u, where

a is the HS diameter, whiile the solid pressure P, and the moduli C;& (Voigt notation} are in units ks Tn, .
The ILrst four rows correspond to the following freezing parameters: the hquid density n& ——0.94kr
the cubic lattice parameter a =1.506', and the inverse of the Gaussian width with respect to the cubic
unit ceH, a =1316. The Nrst rom corresponds to equilibration of the strained width, but without va-

cancy migration. Neither the width nor the vacancy density are equihbrated for results in rows iwo
and three. The vacancy density and only the scalar strained Gaussian width are equihbrated in the

fourth rom. The IAh and sixth roe' are obtained by Ixing the solid density to precisely one particle per
cell with or without equihbrsting the strained mdths, respectively. The freezing parameters are in this
case nl =0.967cr 3, e =1.5150, and a '=1146. The results in the seventh roar are estimated from

figures in Ref. 45 at the instabihty where the buL modulus becomes zero. The results in the last rom

are obtained by substituting our melting density (n, =1.052) into the asymptotic formulas of Ref. 44.
The pressure in rows one through six is equal to the hquid pressure calculated in the Percus-Yevick ap-
proximation.

Here
Here
Ref. 37
Ref. 37
Here
Here
Ref. 45
Ref. 44

1.052
1.052
1.053
1.053
1.151
1.151
1.095
1.052

13.5
13.5
13.5
13.5
14.6
14.6
10
9

C11 +2C12

78.2
946

1143
47.5
344

942
0

75

CI 1 C12

198
228
226
224
197
234

35
15

141
251
252
252
122
249

36
45

and

Ci, ia:4. 1508

Ci2 sa,2.4258

(5.1}

(5.2)

C44 ~5.3658 (5.3)

in units of kBTn, . Since these results are valid near
close-packed densities, neither quantitative nor qualita-
tive predictions obtained at the melting point, where
ncp/n, =1.344, can be meamngfully compared with our
density-functional approach. For example, at the melt-
ing, the pressure correction which is of order 8 ', is ap-
proximately equal to the leading term. Moreover, the ex-
pressions Eqs. (5.1)-(5.3) are derived neglecting three-
and higher-cluster terms. In two dimensions, three-
cluster terms give a negative contribution to C,2, of the
same order of magnitude as the one- and two-cluster
terms. Such contribution could also be sufBciently nega-
tive in three dimensions to make C,2, and thus the Pois-
son ratio, negative.

More recently, Honda et al. s have developed a
molecular-Seld theory for calculating the free energy of
an fcc, hard-sphere crystal near the melting point. Ex-
tending their molecular-Seld theory, these authors com-
pute the elastic constants by evaluating the excess free
energy due to a strain. Numerically solving the self-
consistency equations they conclude that the crystal be-
comes unstable (bulk modulus equal zero) at n, =1.095
(in units of o, o being the hard-sphere diameter), but
that the Poisson ratio (-C,2) turns negative already at
somewhat higher density, n, =1.096. Therefore these re-
sults suggest that the Poisson ratio for the hard-sphere
crystal might indeed be negative. Unfortunately, the fact
that density at the melting, obtained froxn computer

simulations and density-functional calculations, is
significantly lower (n, =l.052) seems to cast a serious
doubt on reliability of the above results. An important
omission from the calculation by Honda et a/. is the ab-
sence of vacancies even at nonzero temperatures. Indeed,
elimination of vacancies from our density-functional cal-
culation results in a higher density at the melting,
n, =1.151, and, at the same time, in the more negative
Poisson ratio (see Table I).

In the case of the Lennard-Jones Quid, we have used
the structure factor obtained via molecular-dynamics
simulations by Kimura and Yonezawa at temperature
T=0.68m/ks, slightly below the triple point. At this
temperature the supercooled liquid, which is identified
with glass, has density 0.807o and its pressure is
0.0024eo to and e are, respectively, the bond length
and strength of the LJ potential parametrized by u (r)
=4&((o /r)" —(o/r)')].

The results of density-functional calculations are very
sensitive to the value of the structure factor at the origin.
Unfortunately, this number cannot be reliably deter-
mined from simulations. For example, by using two
different approaches, Kimura and Yonezawa obtain
values S(0)=0.138 and 0.078. We decided to use what
we believe is a more realistic value S(0}=0.04, compati-
ble with compressibility of argon. ~

Our variational calculation for the fcc solid, assuming

p, =@I, gives n, = 1.027' , a = 1.599o, and c '=628,
at pressure P, =0.342eo . For comparison, at the same
temperature, but at much lower pressure I', =0.002eo.
experimentally observed values for argon are n,
=0.968o, a =1.607o (using the standard argon pa-
rameters: elks=119 K, o =3.40 A). Because of the
pressure difference, me cannot make a sensible compar-
ison betw'een these values.
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TABLE II. The elastic moduli for the fcc LJ solid at temperature T =0.68m/kz, where e is the LJ
bond strength (for argon, a standard value is e/kq = 119K). The solid density n, is in units a, where

u is the LJ bond length (for argon, o =3.40 A. ), awhile the solid pressure I', and the moduli C;,- (Voigt
notation) are in units k8 Tn, . The first two rows were calculated using the supercooled liquid structure
factor from Ref. 29 extrapolated to the value 0.04 at the origin. The liquid density is given as

nI ——0.806cr and we also assumed that p, =pl, n, =1.027cr, a =1.599o, and a '=628. The first
row corresponds to equilibration of the strained width, but without vacancy migration. Neither the
width nor the vacancy density are equilibrated for results in row two. Rows four and five give calculat-
ed and measured (for argon) elastic moduli.

Here
Here
Ref. 4
Ref. 47

1.027
1.027
0.952
0.968

0.15
0.15
0
0.00

Ci]+2C]2

398
440
113
215

C11 C12

24
26
25
51

106
119
39
22

The elastic constants which we calculate are summa-
rized in Table II. Clearly, these elastic constants satisfy
the stability criteria. In this table we also summarize the
results of Squire et al. , who have calculated the iso-
thermal elastic constants for argon via Monte Carlo
simulations. Unfortunately, their simulations were done
at zero pressure and, therefore, we cannot make a mean-
ingful comparison. A similar dif6culty is encountered if
we attempt a comparison with the available experimental
results for argon, also listed in Table II. An additional
difficulty in interpreting the results of the Monte Carlo
simulations stems from the fact that the simulations as-
surne absence of vacancies.

VI. SUMMARY
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In the present paper we have formulated a density-
functional theory of elasticity. The theory was applied to
HS and LJ fcc crystals at the melting point and near the
triple point, respectively. Neglecting the vacancy relaxa-
tion in the strained crystal we then evaluated the elastic
moduli. A detailed comparison of our results with other
calculations or experiments is not possible at present be-
cause the available results are for different points in the
phase diagram. Nevertheless, it appears that the eigen-
moduli we determine are probably too large, although of
correct order of magnitude.

An interesting result of our investigation is the nega-
tive Poisson ratio (and C,2) for the HS fcc crystal at the
melting point. This result will not change by the in-
clusion of the vacancy effects, which wi11 only reduce the
bulk modulus, leaving other eigenmoduli unchanged. It
is also conceivable that the three-point correlations con-
tribute signi5cantly to the elastic moduli ' or that a more
accurate density functional is required. Further work is
necessary to explore potentially important contributions
from the three-point correlations neglected in the lowest-
order expansion. Our approach can be easily extended to
include such contributions. ' However, very little is
presently understood about three-point correlations in
liquids. In order to check the accuracy of our approach
it mill also be necessary to extend our calculation for the
LJ crystal to the entire liquid-solid transition line.

APPENDIX A: MOLECULAR-FIELD THEORY

ff exp[aMP(x; ) —p; /2mka T]
i=1

N

tr ff exp[PpMF(x;) —p;/2mksT]
(A 1)

where pMF is the efFective, molecular field seen by the
particles. Substitution of this Ansarz into Eq. (2.5) leads
to the explicit form of the molecular field

PpMF(x) =ln[n (xg T]

which in turn gives rise to

(A2)

pMF
——exp( —Vn, ) ff Arn(x;)exp( p;./2mkzT), —(A3)

where n, is the average density. Therefore, by combining
this equation and Eq. (2.1) we determine the molecular-
6eld variational grand-canonical potential

I.et us consider a system of identical classical particles
confined to a volume V, at temperature T, interacting
through a pair potential U(x, y), and in the presence of
an external potential —p(x). The molecular-field approx-
imation for the probabihty distribution is
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PWM„[n(x), i (x);V, T]=f n(x)Iln[n(xy, ]—1 —P&(x)~d x+ —,
' f f PU(x„x2)n{xi)n(x2)d &id ~ (A4)

If we now assume that for a given potential pi{x) a
"hquid" density ni(x) extremizes WM„, we can obtain
(2.15) with

PEW = f n(x)ln bn—fx)—Pn (x)hp(x) d~x
V ni(x)

+ —,
' f f PU(x„x2)hn (x, )bn (x2)d x,d x2 .

It should be noted, however, that b, W is ill deflned for in-
teractions U similar to the hard-sphere interaction.

APPENDIX 8: THERMODYNAMICS
AT rkrQTK STRAIN

j A J 5)j (82)

one often uses the so-called Lagrangian strain matrix ri,&

ri" =ri" =—'( Ak Ak —5") .iJ IJ 2 I J &J
(83)

The last two relationships also imply the differential rela-
tionships,

de;, = ,'(5;«5ii+5—;i5ik)d Aki (84)

Starting from an initially unstrained solid (that is, only
under hydrostatic pressure), characterized by a
Helmholtz potential F{iii,V, T), where N is the number of
particles, V is the volume, and T is temperature, we shall
strain it by transforming its boundary according to a
coordinate transformation

x;~x;(A)=A;ixi .

Generally, A is product of a symmetric matrix and a
rotation-reflection (orthogonal) matrix. Since we assume
that a rotation-reflection leaves the initial energy un-
changed we may assume that A" is symmetric. ~

Besides the usual strain matrix e;i,

tion matrix A,.i =5,~+@;i, then we are interested in the
change in the Helmholtz potential due to an infinitesimal
change

A ii
-+ A,i +d A,i, (88)

where d A,"=d A, . This infinitesimal change corre-
sponds to the infinitesimal transformation

5ik Al' +5ii Akl
d" i =dA«i

2

of the strained solid. That is,

x;( A)~x;( A+d A) =x;( A)+dr;( A)

=x;{A) +x;( A)du, " .

(89)

(810)

=V, tr(n A 'dpi A '), (812)

where the last equalities follow from Eqs. (89) and (85).
Using the result Eq. (812} we can now write the

dim'erential of the generalized Helmholtz free energy

dE, = —SdT PJ„dV+isdN+—V, tr( A ' rr A 'dpi}
= —S dT —PJ„dV+pdN

—1 —1.+Vt dA
2

{813)

Since the solid is strained, it is under a stress radii( A).
This is the symmetric Cauchy stress, as required by the
absence of a net torque on the siLmple:

~ijk+j+kI I ~eijkkj & (811}

where S„and V, are the surface and the volume of the
sample. Therefore, the work associated with the
inflnitesimal deformation dii,i is

f dQiixiir;kdS« = Vqrrijduii
P

A 'dA+dA A=V, tr e.
2

dg; = —,'(Ak;5i + Ak 5i,. + Ai, 5«i+ Aii. 5«, )dA«i, (85)
where J„=V, /V =det A. It follows immediately that

where d A," differentials are explicitly symmetrized. %'e
can easily evaluate the following useful derivatives:

BEj BAkI = 2{5«5ii+5i5,v )
kl Elj

and

—,
' (5;k Aii '+ 5;i Aik

'
)cr,i ( A) =

e ki
(814)

9lJ =—,'( Ak;5, + Ak 5i;+ Ai;5« + Ai 5„;) .
~kI

F,
o i(A)= A«A;

QkI

The last tmo equations can be related with the help of Eq.
(87) to obtain

%e want to investigate in5nitesimal deformations of
the strained solid. If the strained soM is characterized by
the symmetric strain e;i and the symmetric transforma-

p
,'{Ak 5i;+-A«, 5i; }

~
(816)
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P, ( A) = ——,'o;;( A) = ——,
' trn( A),

and calculated from Eq. (813):

p aFP (A)= — A;kA;t ——— tr A A
3V, ' '

aq„,
=

3v, aq

(817)

(818)

On the other hand, the usual hydrostatic pressure I',
defined in Eq. (813), is

A strain-induced pressure, which we will call the stress
pressure, can be defined as

where we used the subscript eq to emphasize that the ex-
pressions are to be evaluated at the equilibrium strained
and unstrained densities, respectively. The right-hand
side of this equation is obtained by adding and subtract-
ing pN and Pl(V, —V) from the left-hand side and by
identifying

G, (», V„T) G—,(l, , V, T)= P, (—V, —V) .

Using the definition (815), we obt»n

55W[n, (x},p; V„T]
n,"(A)= A;k Aji

5n, (x)

P( A)=- +
(819)

Bn, (x) de 5JP—( A),
)kl eq

These two pressures are generally not equal. This is can-
sistent with the fact that the two deformations given by

A-+ A+d A, V =const, N =const, T =const (820)

A~ A+d A —A —,
' tr( A ' d A),

V~v+Vtr(A ' d A),
N =const, T =const,

where, following Eq. (819),

MW[n, ,(x),p;V„,T],
av,

P( A)+P—l,

and we have used the formula

(827}

(828)

(829)

which produce the identical shapes of the sample and
identical average densities, will generally produce
diferent changes in the Helmholtz potential. Indeed, the
corresponding changes are

Combining this result with Eq. (818) we finally obtain

5b W [n, (x),p; V„T]
P, ( A)= — Ak( 5n,

dF, = V, tr (822)
Bn, (x)

X d'x+P(A) .
1kl eq

(830)

~ A '+ A '0
2

+ V, (P, P)tr( A '.d—A), (823)

respectively. Clearly, the difFerence between Eqs. (823)
and (822),

V,(P, P)tr( A 'd A)—, (824)

F,(N, V, T) F(N, V, T) = EW[n—,(x),p; V„T]~
EW[n (x—},lM, ; V, T]~

is proportional to the difference between the stress pres-
sure and the hydrostatic pressure. Note that imposing
P,( A) =P ( A) would make e;, and V mutuaBy depen-
dent variables and require that they be replaced by six in-
dependent variables V'~ A;-.

In order to explicitly verify that P, ( A) and P( A) are
generally difFerent, we shall first rewrite F,(N, V, T) Eq.
(3.12}, in terms of the exact variational potential, Eqs.
(2.14)-(2.16). Thus,

Clearly, the Srst term. in this equation is generally
nonzero since b, W[n, (x),p, ;V„T] is stationary at the
equilibrium n, (x) relative to variations with fixed e,
whereas the variation in (830} is, in fact, induced by a
change in e. Therefore, the stress pressure and the hy-
drostatic pressure are generally different at nonzero
strain.

However, at zero strain, Eq. (830}reduces to

1 55 W[n(x},ft; V, T]
5n (x)

Bn, 0(x)
d x+P

Vkl eq

(831)

In this case the Srst term vanishes since at the equilibri-
um density n (x), hW is stationary relative to all varia-
tions 5n (x). Therefore, at e=O

(832)

More generally, by setting e=O in Eq. (827) one verifies
that

Pl(V, —V), —(825} o;, = P5;, . — (833}
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do; ( A)=C; ki( A)duki (834)

Note that at a finite stress C,,„,( A) does not have the full

Uoigt symmetry.
Starting from Eq. (815) we can evaluate

1 BF,
d cr kj—— A ia A jl A kp A lqV,

" p qa&.,a&„
5kicr;j( A—)

It ls worth llot111g that 1f one ls fo iilake an approxiina-
tion for 6 IV, as in Eq. (2.15), at a jinite strain, it would be
better to expand around the strained hquid. However, in

this case one would have to know the strain (volume)

dependence of hquid pressure and chemical potential in

addition to knowing the density dependence of the hquid

structure factor. A derivation of the required formulas,

which is straightforward but tedious, will not be present-

ed here since we are ultimately interested in the elastic
constants at zero strain, in which case either expansion,
as long as it is carried to at least second order in 5n, gives

the identical result.
Next, we would like to evaluate the change

o';1( A)~o;j( A)+do;1 caused by the infinitesimal defor-
mation du, J.. This de6nes the elastic modulus tensor
which is the proportionahty constant in the Hooke's law

Bz = —,'( A,,5 b+ A, 5;b )(Akp5iq+ Aip5kq )
ij kl

8 1 5
X 5k +5i

4 d lljl dpi

8+5k 5 +5jl 5~il Iik

(841)

which, evaluated at %=1,gives

1 5 Fe=e 1 5 Fe=e
V aA BA

=
V 8 a

2P(5,k5,I+. 5,15fk) .
ij kl Iij 9kl

Substituting this into Eq. (840) finaBy leads to

1 5'F.=e
jkl V

'+P [5j5kl '1(5ik5jl +5 l5jk )]
Eij ekl

This last equation can be interpreted as arising from the
expaxlsion

1 [F,—F—+P(V, —V)]= ,'Cjkle-loki+0(e ) .

+5k, crli( A)+5kjal;( A) duki,

where we used Eqs. (85), (89), and (815), as well as

(835)
This is the main equation derived in this appendix and it
will be used in actual calculations of C;jki.

BJq
ji

IJ

(836)

Therefore, we can identify the elastic modulus tensor as

,jki(A)= — A;, AjbAk Ai —5kio; (A)
4b~ /pq

+5k;cri ( A)+5kjcrb( A) . (837)

If we take an initially unstrained solid, we have to set
A= 1 and Eq. (813) reduces to

APPENDIX C: THE ELASTIC MODULUS i I;NSOR

In this appendix we shall derive explicit formulas for
the elastic modulus tensor. As shown in Sec. IV, the elas-
tic modulus tensor can be expressed in terms of the Hes-
sian matrix of ruo(g, b, a;hp, ) deSned in Eq. (4.5). In
terms of the reciprocal-lattice sums, this matrix can be
evaluated from Eqs. (4.10}-(4.12} which read, in com-
ponent form,

Wg = —in(N, qr ~ deta'~ )——,
' —php+Cl(0)

dF, e= SdT PV l—d(V'l —tr A)+@de, (838)
+lug —g$ C(( I Q I }Iil(a), (C 1)

while the stress o, , defined in Eq. (815), becomes [cf. Eq.
(833)],

1 1 - QiQk
X Ci(IQI) - Iibq(a) &k,

iJ q [~p) IQI
1 ~Fe=e

1J y.
1 a'F, , 1 aF, ,

P5; =—5;—
V a~„" V" av

(839) and

(C2)

Similarly, the elastic modulus Eq. (837) reduces to

(840)

which clearly has the complete Voigt symmetry. This ex-
pression can be further rnodi6ed by using the identity

1 ~ +a=0
«,ki=

V 5 5
+P(5, 5ki 5;k5jl 5;l5,k»— —

lij 9kl

Bwg0=
BCXiJ

T

+ .'0' & Ci( IQ-I )QkQijibq(a) &k;&ij-
(~0)
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Starting from the above equations it is straightforward
to derive the components of the Hessian matrix:

8 QPG
2

C(( i
1 M

i )h()q(a)
ag2

8 Ng bg, MkM
C(( i

1 M i ) h()q(a)=0,
j M(~o)

where the last equality follows from Eq. (4.11);

~z '+258
l+

kB Tn(
(C4)

2N
= —T)a,j '+2' g g C(( i

1.M
i )(M~Mj)h()q(a)

a,j
' '

M(~-o)

where the last equality is a consequence of the de6nition
of (og, Eq. (4.5), and of the equilibrium condition Eq.
(4.10);

l=-a-'
1J

where the last equality follows from Eq. (4.12);

(C6)

8 upg
) f2

Bb;,Bbk(
'

M ( o)

(b( MpMj)(bkqMqM()
C((ibMi) ib.M

i

C( I b M
I } (bj,MjMj)(bkqMqM()

5;kMjM(

C(( I
b M

ib Mi

C((ib Mi)
(b(pMpM& )(bkqMqM'i)h()q(a),

ibMi3 ~P P l (C7)

where the last equality follows from Eq. (4.11)and the fact that 1 is nonsingular; and

8 llPg

clb(j Bak(
=q( $2+ C'((

i b M
i ) (MkM()h()q(a},

M(„o) Ib MI

cF((pg

aa aa„
=—,'g(a(k'a ('+a k'a;( ') 2qr g—QC'i(

I
b M

I )(M(M MkM()hkr(a) .l Jij kl M (~0)

Therefore, the components of the tensor 8 deSned in Eqs. (4.22)-(4.27) can be written as

«z '+25P
~ijkl 5ij5k( 1 +

B nl

C fj(, =8/(;j ——0,

Ci( I Q I }

I Q I

'
I Q I

' ()q(a)Q, QjQk Q(,

C(iQi}
IQI

h()d(a}Q Q, Q(, Q, &,k&q(

~If =,'~' x
g (~e)

C~j'k(=ckf, =
q~~e) .

r

~ijkl = 4Paik ajl +ail ajk ) at g Cl( I Q I )h()jj(a)QaQbQcQd gm gbj gckgdl
Q (~e)

%e can specialize these equations to the case of cubic lattices. Using the cubic unit cell we have, by symmetry,

a; =a5;

(C8)

(C9)

(C10)

(C 1 1)

(C12)

(C13)

(C14)

(C15)

(C16)

i2(j =(25(j

where a and g are scalars. Equations (C10)-(C15)now reduce to

(C17}
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XT '+25P
~lj'ki=5;5kl „, T +I —0

Kg Ill

~ijkl Alij

(C18)

(C19)

~6tX /QAE
IJkl kllJ

(C20)

~f(t = T—g' g -, — -, her«)Q QjQkQt
~i( I Q I )

IQI
~st()Q;Q, Qk QiC'&'kt =&kfj= A&—'a' X

g (~0)

ejkt =,(5k5»+5, ,5jk)--,'g2a' g &i( I Q I )h~(~)Q;QjQkQl .
Q (eo~

(C21)

(C22)

(C23)

A typical expression which needs to be evaluated is of
the form jiki V 3lgt i~'kl+

0 otherwise .
(C31)

t "(Q)=t jklQ Ql'QkQi (C26)

are orthonormalized, basic quartic invariant polynomials.
Here, "orthonormalized" means

fjkl =$f ('Q )Q; Q, Qk Ql (C24)
g

where f (Q) is invariant under the crystal's symmetry. A
theorem can be proved which allows us to reduce such
sums to certain invariant sums, namely

r

f lki = g f (Q)t "(Q) t ijki (C25)
Q

An advantage in using Etl. (C24) is in that one explicitly
sees that the sum over Q need only be carried over the
fundamental region for cubic group, that is,

f jkl g 'g g ttt (M)f (Qt "(Q) t ijkl (C
Ni —-0 M2 ——0 M3 ——0

where M is defined in Eq. (4.8) and m (M) is the ap-
propriate orbit multiplicity and takes the valuesso 1, 6, 8,
12, 24, and 48.

Finally, we would like to point out that Eq. (4.33) can
be evaluated after observing that each block of C has cu-
bic symmetry so that all blocks can be simultaneously di-
agonalized. In this way we obtain

t "Mt "kl =5""
&Jkl &Jkl (C27)

~»+2Ci2 =«it+2&to)
For cubic symmetry, there are two independent quartic
polynomials, for example, I Q I

and Q i +Q2 +Q 2. An
orthonormalized pair we have used is

(Cae+2CaR)2 j(Caa+2Caa )

Cll C12 (C ii Ct2 ) (Cil Ci2 ) j(cll Ci2

(C33)

t '(Q) =
I Q I

'
5

(C28)

and

(C34)

t '(Q)= I:5(Qi+Qz+Qi) —3
I Q I

')
30

or in terms of the tensors t;Jkl,

I
t ijkl &~ (5ij 5kl+5ik5jl+5il5jk )

(C29)

(C30)

(C35)

where we used the Voigt notation. The last three equa-
tions verify that any additional equilibration of the
strained density will reduce the eigenmoduli.

We have carried out the sums in Eqs. (C21)-(C23) with
help of a computer. The results are summarized in Sec.
V.
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