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The staging kinetics of the H2SO& graphite intercalation compounds is studied by means of
time- and space-resolved Raman scattering measurements. The motion of the phase boundary
and the stage distribution is expressed as a function of the degree of supersaturation of the stage-
1 phase which is in contact with the reservoir of intercalant (H2804 liquid). This staging kinetics

is described in terms of one&imensional diffusion in a multiphase system ~ith moving phase
boundaries. The present cwork also explains the time dependence of the domain-pattern formation
in the intercalation process.

The kinetic process of the first-order phase transition in
a multiphase system is a subject of essential importance in
the physics of the pattern formation. The graphite inter-
calation compound (GIC) presents an example of such
systems.

A GIC consists of a periodic arrangement of n graphitic
carbon layers and an intercalated layer. ' s This structure
is called stage tt. Depending on the chemical potential of
GIC, it exhibits a phase transition in which the stage in-
dex n changes into n+ 1. ' s A great deal of recent in-
terest in the physics of GIC has been focused on the kinet-
ic rocess of this staging transition. Several experimen-
tal '5 and theoretical's z' works have been performed to
analyze this process. Kirczenow's has carried out a
Monte Carlo simulation of staging kinetics in three di-
mensions. The results reveal clearly the formation process
of the stage domain as conceived by Daumas and
Herold. 22 His results, however, cannot be applied to de-
scribe our time1ependent data of the stage-domain distri-
bution'3 because the Monte Carlo steps are nonlinearly
correlated to the real time scale. Furthermore, the scaling
law may not hold for the stage-pattern distribution along
the lateral plane. We have recently shown that the stag-
ing transition proceeds via movement of the narrow phase
boundary between well-staged regions of different stage
indices. '3 The domains of different stage numbers are
separated macroscopically by the phase boundary, and the
boundary moves toward the inner region of the crystal
along its c face during the course of the staging transition.
GIC's in the process of the staging transition„ therefore,
form a multiphase system with phase boundaries moving
in the sample.

In this paper, we analyze the kinetics of the staging
transition in H2SO4 GIC's. The result shows that the
boundary motion depends on the degree of supersatura-
tion of a well-staged region. For the first time, the time
and space dependence of the stage transformation is ex-
plained quantitatively in terms of the oneMimensional
diffusion of intercalants in a multiphase system.

The time- and space-resolved Raman scattering mea-
surements of H2SO4 GIC's during staging transitions are
carried out to study in situ staging kinetics. The Raman

scattering spectrum due to the graphite intralayer mode
(-1600 cm ') is monitored to probe the stage structure
since the spectrum exhibits stageMependent Raman
shifts. 23'2'3 The H2SOs GIC is prepared from a highly
oriented pyrolytic graphite (HOPG) of its dimensions
—12&4X0.1 mm3 by an electrochemical method. '2'3 In
the ~resent work, only a sample edge (an area of -4X0.1

mm ) is in contact with the H2804 liquid so that the in-
tercalation reaction takes place only through the interface
(a face of the specimen) with the liquid. Raman scatter-
ing spectra are measured through the optical multichannel
analyzer (OMA) system with a two-dimensional detector
of a vidicon with silicon intensified target (SIT). This
method enables us to obtain time-resolved spectra at four
different positions on the c face in 47 sec in the Raman-
shift range from 1350 to 1750 cm ' with the spectral
resolution of 0.8 cm '. Experimental details are de-
scribed elsewhere. '3 2s

Figure 1 shows a typical example of time- and space-
dependent Raman spectra during intercalation. In each
row of Fig. 1, we display a set of Raman spectra at four
different positions with a spatial resolution of 0.33 mm.
They show the evolution of the graphitic intralayer in the
region from 1560 through 1660 cm '. The characteristic
features of time and space dependence of the staging tran-
sition, which have been observed previously' as well as in
this study, are summarized as follows. (1) Suppose the
sample consists entirely of a stage-n domain in contact
with the intercalant reservoir. The staging transition from
stage n to n —1 begins at the interface between the inter-
calant reservoir and the a face of the GIC sample.
(2) The lower stage-(n —1) domain emerges at the inter-
face and proceeds toward the inner region of the crystal.
(3) The phase boundaries between domains of different-
stage number move toward the inner region as the staging
transition progresses.

In order to clarify staging kinetics, we have made above
measurements as a function of the degree of supersatura-
tion (DSS) of the stage-1 phase, which is defined as
&plpo (p —po)/po, where po is the electrochemical po-
tential at phase boundary between stages 2 and 1 in an
equilibrium phase diagram, and p is the electrochemical
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FIG. 1. The time evolution of Raman spectra at four
different positions [columns (a)- (d)) with the spatial resolution

of 0.33 mm for the graphitic intralayer modes in the region from
1560 through 1660 cm ' during intercalation from graphite
through stage 1. All spectra in each of the four panels are mea-

sured simultaneously in 47 sec.

potential of the intercalant reservoir (H3SOs liquid). The
sample is initially a piece of HOPG. The time-dependent
Raman spectra are measured after the electrochemical
potential is set at tt with respect to the reference electrode
in a stable region of the stage l.

In Fig. 2(a), we plot a dimensionless parameter of the
boundary motion as a function of the degree of supersa-
turation (DSS). The filled circles show a supersaturation

dependence of the boundary motion, yi gi/2+Dit, be-
tween stages 1 and 2. Here gi is the location of the phase
boundary between stages 1 and 2 at time t after the onset
of intercalation reaction. The open circles show that of
the boundary motion, y2 (2/2 JD2t, between the stage-2
domain and the stage-3 domain. Here $2 is the location of
the phase boundary at time t D; (i 1,.2) is the diffusion
constant of intercalants in a stage-i phase. In Fig. 2(b),
we plot the ratio of the depth of the stage-2 region to that
of the stage-1 region along the e plane, (g2 —(1)/fi, as a
function of DSS.

We now show that the results of staging kinetics shown
in Figs. 2(a) and 2(b) are wellMescribed by a model of
one-dimensional (1D) diffusion in a system consisting of
three phases with two moving boundaries. The math-

ematics of a diffusion problem in a two-phase system with
one moving boundary has been treated by Wagner. 23 We
have extended the problem to the three-phase system with
two moving boundaries. The present model of staging
transition is shown in Fig. 3. We assume that the inter-
calant reservoir is placed at x (0 and is in contact with
the a face of the crystal at x 0. Let C(x, t) be the inter-
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FIG. 3. A model of the staging transition by diffusion in a
three-phase system with two moving boundaries. (a) Concen-
tration of intercalants before the onset of intercalation reaction.
(b) Concentration of intercalants after the onset of the phase
separation into three phases due to the intercalation reaction
(phases 1, 2, and 3 correspond to stage 1, stage 2, and higher
stages, respectively).
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FIG. 2. (a) The coefficients of the motion of the boundaries
between stage-1 and stage-2 regions (filled circles), and between
stage-2 and higher-stage regions (open circles), as functions of
the degree of supersaturation (DSS) for the stage-1 phase.
Solid lines are calculated results (see text). (b) The ratio of the
depth of the stage-2 region to that of the stage 1 as a function of
DSS. Solid line is the calculated result (see text).
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C Cp forx)Oandh 0,
and the boundary conditions are

C C, forx Oandh)0,

C C1t for x $1-0,
C Cti for x (i+0,
C C» forx gt —0,
C C3q for x gt+0.

(3)

(4)

(7)

The diffusing substance is conserved at the phase bound-
ary so that

(Cia-Czi)dpi -D1 8C
8x h, -p

+D& dh,
8x h+p

at x g~, and

(c»-c»)dg& -D& +D38C 8C
8x h~-p 8x hq+p

dh,

(9)
at x (t. Above two boundary conditions, Eqs. (8) and
(9) can be satisfied for all values of h, if and only if
g;/h'h ( 2y;D ~, i 1,2) is constant. ~4» Particular in-
tegrals of diffusion equations (1) contain six parameters
besides diffusion constants D;. Hence, if the concentra-
tlolls Cp, C„C)t, Cgt, C» and C» are known, y~ and yq
can be determined and the three equations (1) can be
solved as functions of x and h from the above eight initial
and boundary conditions, (2)-(9). The quantities C~q,
Ct~, C», and C3t for the HqSO4 GIC's have been evalu-
ated as 0.714, 0.410, 0.337, and 0.247, respectively, from
Raman scattering study by Eklund eh al. on the staging
kinetics in the HtSO4 GIC. ' Here it is assumed that
the concentrations at stage boundaries become the highest
or lowest concentration for each stage index. This as-
sumption is based on the fact that a wide range of concen-
tration is realized for a given stage-index region during in-

calant concentration in the specimen at position x at time
h after the sudden increase in the electrochemical potential
from zero to ht. The system is separated into three phases;
phase 1 is the stage-1 region, phase 2 the stage-2 region,
and the phase 3 is the stage-3 and higher-stage region, re-
spectively. We now have the three diffusion equations for
the respective phases:

8C D
8~C

(1)
8x~

(i 1 for 0(x (g~, i 2 for (~ (x (gz, and i 3 for
gq (x), where D~, Dt, and D3 are the diffusion constants
within phase 1 (stage 1), phase 2 (stage 2), and phase 3
(stage 3 and higher stages), and g~ (gt) is the location of
the phase boundary between stage 1 (stage 2) and stage 2
(stage 3 and higher stages) regions, respectively. D; may
be approximated as density independent, since the inter-
calant density changes by 30% at most in a given phase of
the present system. Since the sample consists of single
phase initially, the initial condition is
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FIG. 4. The time dependence of the concentration pro6les for
the stages 1, 2, and higher. Left column: C, 1.0 (DSS equals
1.35). Right column: C, 0.74 (DSS squals 0.123).

tercalation. The above concentration at phase boundaries
correspond to the chemical formulas of CzgX, CsgX, C~,
and Cs~X, respectively IX HSO4 (HtSO4)q5]. ' The
concentration is normalized at the composition of Cq~
which corresponds to the saturated stage 1. Our measure-
ments refer to the staging transition from graphite to
stage 1 after the sudden increase in the electrochemical
potential. Hence, Cp 0. The concentration at the inter-
face, C„is given as a parameter which is controlled by the
electrochemical potential in the present experiment.

The above diffusion problem can be solved numerically,
and the results are shown by the solid lines in Figs. 2(a)
and 2(b) as a function of DSS. Figure 2(a) shows

y~ g~/2/D~h, yt gz/2 JDzh, and Fig. 2(b) shows

(gq g~—)/f~ T.he numerical results agree with experi-
ments within the accuracy of measurements. In the
present calculation, the diffusion constant in each of the
phases 1, 2, and 3 is set equal to each other so that
D~ Dt D3. The diffusion constant D~ is obtained as
0.128 mme/sec by fitting y1 to the experimental results.

The density profiles for two cases of DSS or the surface
concentration C, are displayed in Fig. 4 as a function of
time. The results for C, 1 (C, 0.74) are shown on the
left (right) in Fig. 4. The regions of a gradual change in
C are seen in each of the phases; stage 1, stage 2, and
higher-stage phase from the left to the right in the figure.
When DSS is high, for example, hp/hhp 1.35(C, 1),
the specimen contains a wide region of the stage-1 phase.



3144 R. NISHITANI, Y. SASAKI, AND Y. NISHINA

On the other hand, the region of the stage-2 phase in-

creases as DSS decreases, or the chemical potential of the
reservoir is close to the phase boundary between stages 1

and 2 in a phase diagram. This dependence on DSS indi-

cates that the distribution of the stage domain is diffusion

hmited in the phase-1 region which is near the interface.
The present results clearly demonstrate that the chemical
potential of the reservoir has a great infiuence on the in-

tercalation process.
In the present simulation we consider the case of a

semi-infinite system for simplicity of calculation. The ra-
tio of the length of a given stage region to that of another
stage region, i.e., (gz-g~)/(, is independent of time in

this case. In a finite system of a real experimental ar-
rangement, a higher-stage region disappears at the other
end of the sample, and finally all regions of the sample be-
come the stage-1 domain. The present calculation as-
sumes that the concentration at the phase boundary is a

fixed constant throughout the intercalation process. In
this case the change in the concentration of each phase
limits the staging kinetics as shown in this paper. If the
change in the concentration of phase 1 near the reservoir
is small without the above restriction at the phase bound-
ary, most parts of the sample may be occupied with the
stage-2 region before transition from stage 2 to 1 takes
place. At the same time the stage-3 region is transformed
into stage 2. The determination of the concentration at
the phase boundaries during staging transition would be
of considerable interest in the microscopic theory of the
staging kinetics.
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