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and substitutional impurities in random alloys

Javier E. Hasbun and Laura M. Roth
Department of Physics, State Uniuersity of¹tu York at Albany, 1400 Washington Auentte, Albany, ¹tu York l2222

(Received 14 July 1987)

%'e study the electronic structure of a binary alloy using the efFective-medium approximation
(EMA) and we include the local environment by treating the system as a multicomponent alloy
with difFerent neighbor compositions. %e use a tight-binding model in the nearest-neighbor ap-
proximation. On introducing an impurity a spectrum of levels is found. A simplified EMA which
includes the local environment is developed which is as easy to evaluate as the coherent-potential
approximation. By making a perturbation about the virtual-crystal approximation a simple
scheme which models the splitting of impurity levels is found. %'e extend the EMA to consider
the effects of short-range order with nonrandorn correlations and Snd that our approximations
reduce to the exact results in the appropriate limits.

I. INTRODUCTION

One of the standard methods for trying to understand
the physical properties of random systems is the
Green's-function formalism. The coherent-potential ap-
proximation (CPA) of Soven, and Velicky, Kirkpatrick,
and Ehrenreich for the case of electronic states in ran-
dom alloys, and of Taylor for the case of vibrational
properties, has stood out as the most efFective single-site
approximation. The CPA as originally proposed and ap-
plied for example to a single tight-binding band in a
two-component alloy system with diagonal disorder is
useful at all values of the concentration and scattering
strength. A number of other applications are reviewed
by Elliot, Krumhansl, and Leath. Another feature of
the single-site CPA is that the Green s function is ana-
lytic and has a negative imaginary part, leading to posi-
tive density of states. However, the CPA has other
nonphysical features such as a k-independent self-energy
and an impurity band with no structure. '

During the last decade there have been extensions of
the CPA involving ofF-diagonal disorder, ' ' ' larger
cluster (pair, triplet, etc.) scattering, ' ' short-range
order, and local environment. 2o' ' ~ An excellent re-
view of extensions beyond the CPA has been given by
Leath (see also, Elliot et al. ). The general problem of
including off-diagonal disorder in addition to diagonal
disorder was solved most completely by Blackman, Es-
terling, and Berk. ' These authors introduced a condi-
tionally averaged site-site Green s function using a loca-
tor approach, and replaced the hopping matrix elements
by 2/2 matrices. It became clear from this work that
any locator theory which storks for diagonal disorder
can be readily generalized to include ofF-diagonal disor-
der by their method.

Early attempts to go beyond the single-site CPA to in-
clude clusters larger than one led to nonanalyticities in
the Green's function. Cluster theories which have
been shown to be analytic are the molecular CPA

(MCPA) of Tsukada, ' and the traveling cluster approxi-
mation (TCA) of Mills and Ratanavararaksa. In gen-
eral, the molecular CPA has the drawback of not having
the full translational symmetry of the lattice. However,
for the case of pseudobinary semiconductor alloys Hass
et aI. were able to use a translationally invariant
MCPA in their study. The TCA does maintain transla-
tional invariance, though it is computationally rather
complicated. The augmented space formalism of Mook-
erjee, ' as discussed by Diehl and Leath, has been used
by Kaplan et al. ' to extend the TCA to include ofF-

diagonal disorder, environmental disorder, and short-
range order. Extensions to model cluster efFects in
liquids by Sen et al. ' have been disappointing. The
augmented space formalism has also been used by Mook-
erjee and co-workers' together with the recursion
method of Haydock and co™workers to generate analyt-
ic cluster CPA's (see Ref. 19).

%e are particularly interested here in studying envi-
ronmental efFects for alloy systems, and especially sys-
tems with impurities. For example, impurities in semi-
conductor alloys experience difFerent local environments
due to the random composition of the host alloy. '

Much of the work in this area has been based on the
embedded-cluster method of Gonis and Garland,
which has been studied by Myles and Dow for phonon
spectra and electronic structure in one-dimensional
binary alloys includi. ng environmental efFects on impurity
levels. This method has been extended to ternary alloys,
short-range order, and local environment efFects on im-
purities in realistic models of semiconductor alloys.
The embedded-cluster method in which a cluster is em-
bedded in a CPA or VCA medium is analytic but not
translationally invariant and does not have a self-
consistently determined medium. The advantage is that
details of con6gurations of the embedded cluster can be
studied. There have also been semiempirical calculations
based on a kind of local VCA.

The search for a simple single-site theory which can
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be extended to include ofF-diagonal disorder, short-range
order, and local environment, and which can be extend-
ed to the study of the local environment effects on iro-

purity levels, has led us to consider the effective-medium
approximation (EMA) of Roth. 3 The EMA was origi-
nally proposed for liquid metals, and later extended to
liquid alloys. It is a natural extension of the CPA to
include short-range order while remaining a single-site
theory with translational invariance. The EMA was fur-
ther extended to studies of magnetic excitations in anti-
ferromagnetic alloys where local environment effects are
important. This last work was based on a multicom-
ponent EMA in which difFerent local environments are
regarded as different components of an effective alloy.
In this work we will use the multicomponent EMA to
study local environment eFects in alloys„ taking advan-
tage of its single-site property and translational invari-
ance. We will refer to the multicomponent EMA as sim-

ply the EMA. In this work we will also investigate the
analytic properties of the theory where possible. %e wiB
work with the tight-binding model with nearest-neighbor
interactions. The theory can handle off-diagona1 disor-
der, and has been extended to realistic systems such as
semiconductors. In Sec. II we discuss the model, and
in Secs. III and IV we present our work for the simplest
case, the split-band limit. In Sec. V we include the im-
purity for the split-band-limit case. Sections VI, VII,
and VIII deal with the more compHcated case of the
two-component alloy, and in Sec. IX we generalize the
impurity result to the two-component alloy. In Sec. X
we discuss a perturbational approach to impurity level
splitting due to environment. In Secs. XI and XII we in-
clude short-range order due to nonrandom correlations.
In Sec. XIII we discuss the results followed by our con-
clusion in Sec. XIV.

II. THE MODEL

%e consider a one-orbital tight-binding-model Hamil-
tonian in the Wannier representation

neighbors on site i .The concentration of 8 and A sites
with s 8 neighbors is given for the random alloy by

8 z
c'(1—c)' 'c, (2.2a)

(2.2b)

Z —S s
O'$ = , P, =—

(1—c)z ' ' cz
(2.4)

These expressions are exact for bcc, simple cubic (sc),
and zinc-blende structures without short-range order,
but they are only approximate for interlocking systems
like fcc, where they neglect sharing of neighbors. One
can calculate '"g,' for such systems as well as for fur-
ther than nearest neighbors, but we mill not require
them here. %e also have the following identities:

—g x„'=1, g "'g"'x„'=1, (2.5)

where ""g"="'g'' is symmetric, and e" is the concen-
tration of species r.

From the matrix representation of the work of Black-
man et al. ,

'z the total Green's function equals the sum
of the averaged site-site Green's functions. %e general-
ize this result to include the environment by writing

where e is the concentration of occupied 8 sites and z
the number of nearest neighbors.

Considering nearest neighbors, the pair distribution
functions according to our definition above, are given for
the random alloy by

x~ '(z —1)g"'=—,, =P,P, , "g"'=a,P, .
xs (z)

(2.3)ABgss' P A Agss'

(2.1) G & g ) y &
rr'gss') y rr'Gss' (2.6}

rsvp

$,$

I

$,$

The diagonal energies e„cantake on the values cz or F.z
depending on the type of atom occupying site n. The
off-diagonal hopping integrals V„between sites n and
m, in general, depend on the type of atoms A or 8 occu-
pying sites n and m. To model the local environment wc
assume that the major factor will be the composition of
the nearest-neighbor shell, and so we introduce an index
s which measures the number of 8 nearest neighbors,
and treat the system as a multicomponent alloy of
different local environments. %'e define 'p', to be an oc-
cupation index which takes on the value of zero, unless i
is an r site ( A or 8) with s 8 neighbors, in which case it
is one. Let 'x' be the concentration of r sites with s 8
neighbors, readily obtained from the binomial distribu-
tion functio, a d let "g be the pair distribution func-
tion such that (""g;&' )("x' ) is equal to the probability
that there will be an r' component with s' 8 neighbors
on site j, given that there is an r component with s 8

where the exact Green's function g is given by

""P;,'="p;'l.; 5;,5 5„+g '"
VP, ""P,,

' (2.7}
~tl$sr

and where the locator I., =(co—e;) '. Equation (2.7), in
general, includes off-diagonal disorder and short-range
order. In this paper we specialize to diagonal disorder
only for the simple-cubic system.

III. APPROXIMATIONS, SPLIT-BAND LIMIT
(c& ~ ce, c =0)

In the elfective-medium approximation (EMA) the ac-
tual system is replaced by an effective medium whose
properties are self-consistently determined by requiring
that on the average, the result of examining the scatter-
ing by a particular site of the system, by first removing it



37 LOCAL-ENVIRONMENT EFFECTS ON THE DENSITY OF. . .

G»' =x'L' 5„.++M»' G»
' (3.1}

and then putting it back, be equal to the original
effective medium. This procedure is the same one used
to derive the original CPA. The result of including
short-range order correlations in the CPA, however, is
to introduce the pair distribution function of Sec. II and
to obtain the EMA equations ' which we ~rite for the
split-band limit and in the momentum representation as

G» =Fo+F iM»(1 —FiM» ) (3.12)

l

MI, ——Vk+g, X)' —gSS O,

+2~k
1 —F2Mk

(3.13)

We can find M» by substituting Eqs. (3.9} and (3.10}
mto Eq. (3.8), and with the use of Eq. {3.4} we obtain

L'=(co Xd )—

S

V»G»™»'

(3.2)

(3.3)

By making use of the fact that (1/N)g» V»
—0, we can

write the left-hand side of Eq. (3.14} as ( I/N)g» M», to
obtain the important identity

Mk' ——Vkg
SS +X]'k, (3.4) =0 ,

1 —F~MI,
(3.15)

X",» ———g 8" (k k')M»—G»
'

M»
'

t tl ttl
n. tS,S

(3.5) which expresses the site exclusion property. Also, from
Eq. (3.3}we have

where for the split-band-limit case cz ~ 00 the only pair
distribution function needed is g", and so we do not
need to use the species index. Equation (3.1) is the EMA
Green's function which involves the effective locator,
Eq. (3.2), and the effective interactor, Eq. (3.4). We note
that the locator involves the diagonal self-energy of Eq.
(3.3), while the interactor involves the k-dependent off-
diagonal self-energy of Eq. (3.5).

The quantity A" (k —k') in Eq. (3.5) is given by

F) VkMp

X&i FM2 k
0, {3.16)p

the last identity coming from Eqs. (3.14) and (3.15).
Equation (3.15) allows us to obtain the density of states
from Eq. (3.12),

1 1 1
n (co) = ——Im —g G» ————Im(FO) .

N k m

&" (k —k')=g texp[t'(k —k')R,.o] J(g,'0' —1), (3.6}
S. CPA

0 fori=j
g J = g" =p, p, for nearest neighbors (3.7)

The CPA is obtained from the EMA for the split-band
limit by neglecting correlation, i.e., letting g" ~1. Then
from Eq. (3.12) with F„~L:cL we have—

g
" beyond nearest neighbors,

where p, is given in Eq. (2.4}. We next make the ap-
proximation of neglecting the k dependence in Eq. {3.5),
i.e., we take h" (k —k') = —1, to get for the off-diagonal
self-energy

I.
Gk=

1 —I.Mk

C

co —cV» —(1—c)Xq
(3.18)

Xd= —XM»G» =—& V»M»G» . (3.19)

where we have used M» ——V» —Xd, L =(co—Xd) ', and
where Xd is obtained self-consistently from

ks stl lit

Thus we will not need g' beyond nearest neighbors,
since it enters only through Eq. (3.4).

%e solve the above equations by 6rst making the an-
satz

G»' x'L'[6„.+p,x'L—'—p, M»(1 FiM») '], —

where

(3.10)

Mp' ——g"Mk, (3.9)
where from above g" =p, p, is separable with p, =s/cz.
With these assumptions, we 6nd the solution for Gk' to
be

1 1 1
n (co)= ——Im —g G» ————Im(L } .

N ~
m.

(3.20)

The usual form of the CPA (Ref. 2) is obtained by sub-
stituting

(L '+Xg ) =—[ttt —(1—c)Xq]=co—X
1

C

in Eq. (3.1&). The coherent potential X in the CPA is
the efFective medium co (L '+X&) in the EM—A. The
density of states is obtained from Eq. (3.18) by using
Eqs. (3.12) and (3.15), giving

F„=gx'L'P," . (3.11) IV. MOMENTS ANO ANALYTIC PROPERTIES,
SPLIT-SANO LIMIT

Using Eq. (2.6), we find for the total Green's function The moments in the locator approach are obtained as
in Ref. 2. For the exact moments we expand
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TABLE I. Comparison of the EMA and the SEMA moments of Secs. IV and VIII, respectively, in the split-band limit ~ith the

exact moments for this limit of the random-alloy case. Also, the moments for the correlated CPA of Sec. XII in the split-band lim-

it are compared with the exact moments in the nonrandom case for this limit.

Moments
M3

Random case

c Vk

c (1—c)I2+c Vk

c (1—c)I2+c Vk

2 1+c(z —1) 2 1+c{z—1} V2c 1— I2+c k
z z

—c +c Vk
2 4 3

c'(1 —c}I3+2C'(1—c)I,Vk+c Vk

3 1+c (z —1}
c (1—c}I3+2cVkI2

cz

Exact
CPA

C gVk
cgV

Correlated case
C g (1—Cg)I2+C g Vk

c'(1—c)g'I, +c'g'V,'

I.—=—+ ~a, g=—"g=
k

~BB

1 1F &, I, ' —er, '+~ —V„'
where

(4.1}

F„=g x 'L 'P,", P, =—,L '= (co P,o d)—S

S

(4.2)

and where we have used the identity ~I', —o&Fz ——c.
We note that Eq. (4.1) is also a self-consistent equation
for od. In order to have a positive density of states in
Eq. (3.17) the functions F„andalso o z must have nega-
tive imaginary parts. From Eq. (4.1) this is possible if in
the right-hand side we have

Ga= xiii exp[ik(i[, —i[, )[l
1

l,j
in powers of co '. The nth moment M"(k) is the
coelficient of co '"+" term in the expansion of Gk. The
nth moment of the density of states is obtained from
M"(k) by averaging over k. For the EMA the zeroth
and first moments are given correctly and the second de-
viates from the exact result as shown in Table I. The er-
ror in the second moment is of the order of I/z, and it
appears to be due to the approximation of A(k —k') =
—1 in Eq. (3.8), and in particular the neglect of the
second and third neighbor part of A. For the moments
of the density of states the EMA conserves the zeroth,
first, and second while the third moment, in general, de-
viates from the exact result, but for the simple-cubic
case, because of symmetry, it is conserved. The CPA
conserves moments of the density of states at least
through the fifth.

The analytic properties of the above EMA can be
studied from Eq. (3.15), from which we obtain the rela-
tion

Eq. (4.2), and we expect that the F„'sshould be very
close, and since c & 1 it is plausible that Eq. (4.3) should
hold. More precisely, we find that a sufficient condition
for the inequality of Eq. (4.3) to be satisfied in subse-
quent iterations of Eq. (4.1) is that roc &crt, where od
and cr& are the real and imaginary parts of oz, respec-
tively. For the case of the simple-cubic model our re-
sults do not violate this condition.

V. IMPURITY IN ALLOY, SPLIT-SAND LIMIT

%e note that from the previous result of Sec. III the
diagonal part of the host Green's function is obtained
from Eq. (3.17) for the EMA but from Eq. (3.20} for the
CPA. These diagonal Green's functions involve the lo-
catoIS

L'=(co es —X—d )
s —1

for the EMA, and

L =(co—ss —Xd)

(5.1)

(5.2)

(5.3)

for the CPA, where we have put back cz for clarity. %e
note that in the locator theories' the diagonal self-
energies Xd and Xd for the ENA and the CPA, respec-
tively, refer to the rest of the system not including the
site at the origin c,z. These self-energies are determined
from Sec. III. We therefore replace the diagonal energy
cz by the impurity diagonal energy cc in the locators of
Eqs. (5.1) and (5,2) in a similar way as the Koster-Slater
model. For the CPA the local density of states at the
impurity site is

Im(F2 '
) & Im(cF, '

) . (4.3)

%e can choose the sign of od' in the first guess of o.
& in

while for the EMA we weight the locator I '
by the dis-

tribution of local environments
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n (co)= ——Im
1

'r

Zx'= c'(1—c)'
5

(5.4}

limit these self-energies are nonvanishing. We adopt a
two-component matrix notation

"x 0
SX 7

The basic difference between the CPA Eq. (5.3) and the
EMA Eq. (5.4) results is that we have a pole characteris-
tic of each neighbor configuration s in the impurity local
density of states for the EMA, but only one pole charac-
teristic of the average con6guration in the CPA. The
energy at which these

dholes
occur correspond to the im-

purity energy levels. 3 '

VI. THE T%0-COMPONENT ALLOY

A. KMA

The EMA equations for the two-component alloy are
similar to those used in the split-band limit of Sec. III,
but we now include all indices, species, and environment:

rr'gss' r s rLs '8 8 + y (rr"Mss")(r"r'gs "s'} '

(6.2)

6SS
k

0

0

A AG ABC

BAG BBG
k

and then a further 2X2 expansion

+$'

g2 g4 I $

1 0 0
00 g2= 0

0 0 0
1 0 g4= 0

(6.7)

0

0

(6.8)

rr'ass' r s' r'L's' g V g (rr"gss" }(r"r'gs"s'}
rs ss

(6.3)

g4

where a, and p, are defined in Eq. (2.4). For the self-
energies we have

f+$ ~ ff QSS f $
d ~ 1

f,S

(6.4)
'$

d
~$~d = By

A A~ AB
~$$

B~ BB0" 0
(6.9)

where the locator is now written as

"L'= (co e„—"X'd )— (6.5}

and where we have approximated A(k —k') by —1 in
Eq. (6.3) as in Eq. (3.8). We note that the expression for
the of-diagonal self-energy Eq. (6.3} has been obtained
with the help of the two-component alloy form of Eq.
(3.8) and the site-exclusion property given here by

CT )x", =(a, p, )

and the ansatz 2,

tX 3 QSs

cr4 p,
(6.10)

For the purposes of obtaining compact expressions for
the EMA we next solve the above full alloy equations in
a similar way as we did for the split-band limit. We
make the ansatz 1,

(
rr"Mss"

)(
r"r'g

s
"s')

s s

(6.6) 6) 63
Gk' =x'L' 5„.+(a, P, )

T

a, x'L'

because (1/N)gk Vk
—0, and where we have made use

of Eqs. (6.1) and (6.2). Equation (6.4) has been obtained
by the use of the two-component aHoy form of Eq. (3.3),
and the result of comparing two expressions: one is the
result of multiplying Eq. (6.1) by Vi, and summing over
k, r', and s'; the other is the result of multiplying the
transpose of Eq. (6.3) by "x' and summing over r' and
s'. Finally, with the use of the identities [Eq. (2.5)] Eq.
(6.4} emerges.

Because of the identities of Eq. (2.5), the above EMA
reduces to the crystal result when F„~eB.We note
that because the pair distribution functions g" and" g" of Eq. (2.3) are mixed with respect to the s and s'
indices, the full two-component EMA equations which
are obtained from solving Eqs. (6.1)—(6.4) involve a 4X4
self-consistent matrix for the self-energies. In the crystal

(6.1 1)

That is, in the end we will have a Green's function of the
form of Eq. (6.11) which is easily summed over all com-
ponents for the total Green's function. We need there-
fore to find the equations obeyed by the quantities

g= Qk= (6.12)
02 0'4 62 64

We note that each block of Eqs. (6.12) is a 2X2 matrix
in the species indices. Once the matrix 4 is obtained, we
can use Eqs. (6.4) and (6.10) to get all the quantities in
Eq. (6.9). When we substitute Eqs. (6.10) and (6.11) and
g" of Eq. (6.8) into Eq. (6.1), we find that our ansatz 2,
Eq. (6.11), is satisfied if Qk of Eq. (6.12) obeys the equa-
tion
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&k =[1—(evk+»&] '(p Vk++» (6.13) 8. CPA

where p is given in Eq. {6.8) and where V is given by

F20 ~11

F Fn~ —=g» L +$~$
11 02

(6.14)

and where we recall from Eq. (6.7) that each block of 9'
is a 2X2 matrix. We next substitute Eq. (6.11) and g"
of Eq. (6.8) into Eq. (6.3) to find that our ansatz 1, Eq.
(6.10), is satisfied if 4 of Eq. (6.12) obeys the self-
consistent equation

1+= ——g vkp&IIk
N

(6.15}

which is a 4)&4 symmetric matrix. So our work is
simplified to solving 10 self-consistent, nonlinear, cou-
pled, algebraic equations. The locators I.' in Eq. (6.14)
depend on "X&. These are given by Eq. (6.4) as

"X' = —j(i —)[,("",+"" )+P,("",+"" )]

+c [& {AB& + AB& )+P ( AB& + AB& )]j

(6.16a)

BX$
j ( 1 c}[~(BA~ +BA~ )+P (BA~ +BA~ )]

+c[n, ( cr, + cr, )+P, ( n + 0' )]j
(6.16b)

Finally, summing Eq. (6.11) over the environment index
s, we obtain the EMA Green's function

A AG ABG

Gk BAG BBG F00+{F10F01 )+k Fk 01
(6.17)

The total Green's function is obtained by simply sum-
ming over the species indices. The EMA equations con-
sist then of Eqs. (6.13) and (6.15)-(6.17) along with the
notation Eqs. (6.8), (6.12), and {6.14). The total density
of states is given by

n (co)= — Im("F00+ F0—0} .
1

(6.18)

We note that in the limit sA ~ ao, in which case l.~0,
the above formulation reduces to the spht-band limit of
Sec. III. Also, if we arbitrarily set 4'=0 in Qk in Eq.
(6.13), then Eq. (6.17) corresponds to the non-self-
consistent quasicrystalline approximation (QCA) of
I ax, ' generalized here to include the environment.
However, we do not expect the @CA to improve upon
the CPA.

The CPA is obtained from the EMA Eqs. (6.1)-(6.5)
by letting g" ~1, i.e., no correlation, for which case
we assume "Xd X&, 'I.' I.", X&' X&, and "'Mk'

~Mk. Since I. and M are no longer s dependent, the
Green's function Eq. (6.1) is readily summed over s,s' to
obtain Eqs. (3.18) and (3.19), except that L is given by

1 —c
N —Eg —Xg

(6.19)

in the CPA equations of Sec. III A.

VII. KMA, A SIMPLIFICATION

Because the full EMA involves solving 10 self-
consistent equations, it is reasonable to look for a
simplified version of the theory. We fiirst formulate the
EMA in a different way.

A. EMA2

As noted in the preceding section the CPA is obtained
from the EMA by taking the pair distribution function
""g"~1, i.e., no correlation. We then define a perturb-
ing parameter

S —CZ (7.1)P's

such that when we take y, ~O we are taking ""g"~1.
More specifically, from the averages

—g'»'y, =O, —„g'»'y,=1, , 1, , i c(1—c)
(7.2)

we see that the functions which involve y, are small. We
then express the pair distribution function of Eq. (6.8)
with the help of

1s Js
a, =l — , P, =l+—

1 —c ' c

in the equivalent form

with the density of states given by Eq. (3.20). The
reduction of the EMA to the CPA has been previously
pointed out by Roth. s'~6 Again, if in Gk of Eqs. (3.20)
and (6.19) we make the substitution XA co (I——. '—+X)
the result is the CPA of Soven' and Velicky et al. Fi-
naBy, we can show that for the two-component alloy the
EMA is related to the virtual-crystal approximation
(VCA). 2 It suffices to replace the CPA X with s, the
VCA self-energy, to obtain

Xd co (——F0 '—+s),
1s:—(1—c)eA+ceB, F0= g(0) s Vk) (620)

(7.4)
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We next proceed as in Sec. VI for the EMA Eqs. (6.13),
(6.15), and (6.16); however, our two ansatzes, 1 and 2,

("Fo+ Fo)'(&k+o )
Gk = "Fo+'Fo+

1 —(Vk+ o')("F0+ Fo)

Oa 0'y
X", =(1 y, )

&p 0 s 3's'
(7.5a)

A very little algebra shows that Eqs. (7.10} and (7.11)
give exactly the CPA of Sec. VI B.

C. Simplified EMA (SEMA)

G Gr
Gk' =«'L' 8„+(1y, ) G G

«'L'
p s k 3's'

{7.51)

Letting the 4X4 matrices in Eqs. (7.4), (7.5a), and (7.51}
replace those of Eqs. (6.8), (6.10},and (6.11), we find ex-
actly Eqs. (6.13) and (6.15), but instead of the matrix Eq.
(6.14) we now redefine

(7.6)

%'e note from the work of the preceding subsection
that the CPA involves the quantity Fo in Eqs. (7.6) and
(7.7), and that the reason for this is that in the CPA lim-
it the locators from Eq. (7.7) are no longer dependent on
the index s; furthermore, because of Eq. (7.2} the func-
tions which involve the parameter y, in the EMA above
will be small. We therefore consider the approximation
of keeping only the Fo functions in the EMA of Sec.
VII A and still going beyond the CPA to include the en-
vironment contribution through Eq. (7.8). Specifically,
we then have

and instead of Eqs. (6.17) and (6.14) we now have

A AG ABG I'0
Gk BA BB Fo+(Fo Fi )Qk F6 6 1

F„=g «'L'y, ", "L'= (co e„'Xz)——

AF
0

BF
6k="Fo+ Fo+("Fo Fo 0 0)Qk

0
(7.7}

~here the rest of the equations are

(7.12)

and the expressions which replace Eq. (6.16) are

AXs [(1 c)(AA~ +y AA )+c(AB~ +y AB~ )]

(7.8a}

BXs [(1 c)(BA& +y BA )+c(BB& +y BB& )]

(7.8b)

Qk =[1—(PI'k+»&l '(Pl'k+~»
14'= ——g VkPPQk,& I

0

0 F

'L'=(oi —e„—'Xd )

(7.13}

ii (or) = ——Im("Fo+BF0) .1
(7.9)

8. CPA from KMA2

As we have done previously we take g" ~1, which
in the above formulation corresponds to taking y, ~0,
and the fact that the only quantities needed are cr is

easily seen from Eq. (7.8). Also, in the matrix P in Eq.
(7.6) we keep only the quantity Fo. With these assump-
tions, we perform the matrix operations shown in Eqs.
(6.13}and {6.15) with the new definitions Eq. (7.6) to ob-
tain one self-energy for the CPA (cr—:Xi ——o' },

~k( Vk+~)
o=("Fo+'Fo) —~X 1 y+ )(AF +BF )

(7.10)

For the density of states, instead of Eq. (6.18}, we now
have with p, 4, and Qk as written in Eqs. (7.4), (7.5a), and

(7.51), and 'Xz as in Eqs. (7.8a) and (7.81}. After carry-
ing out the complete matrix operations one self-energy
equation is found for ir —=o„similar to Eq. (7.10), but
where the 'Eo function involves an s-dependent locator.
The diagonal self-energy 'Xz depends also on oB which
is finite and is given in terms of 0 . Because in the
split-band limit the above equations are much simpler,
we looked at the moments in this limit and found that
the above approximation actually conserves one more
moment than the previous EMA of Sec. III. However,
we also studied the analytic properties of the above ap-
proximation in the split-band limit to find that the Fo
functions that appear in the only resulting self-energy of
this approximation have a pole in the s =0 term (for the
eA ~~ case), which is responsible for nonanaliticities.
These problems persist in the numerical calculation for
the full two-component system. To remedy this situa-
tion we add back small terms involving "F, of Eq. (7.7).
That is, we make the replacement

which results in "Xd ~Xd —— cr from Eq. (7.—8). We see
that the functions 'F„~"Lc",with 'L ={co—e„—Xz}
For the CPA Green"s function we get

(7.14)
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AF y A sAis

'F =y. 'x"i' 1+—'
C

(7.15)

be satisfied. %e 5nd that because

(c ysx'

and since the imaginary part of ( F, )
' is given by

(8.4)

("Fi+ F, )( Vk+o )

1 —("Fi+ Fi )( Vi, +o')
(7.17)

and the diagonal self-energy in the locator of Eq. (7.13)
is given by

'Xd Xd ———0 1+
Fi /c —"Fi /( 1 —c )

Ay +By
(7.18)

since the s =0 (or s =z in the case of as~00 ) pole is
not a problem for "F, in Eqs. (7.12) and (7.13). This
completes the simplified EMA (SEMA). The CPA re-
sults when we neglect the parameter y, completely.
Summarizing the SEMA equations, the total Green's
function is

(
"F, + F, ) ( Vi, + ir )

6 Ap +BF (7.16)
1 —("Fi+ Fi)(Vk+u)

where we have only one self-energy

Im[( F ) ']=
o"g x'~ p, /(oi op—, )

i

'
(8.5)

IX. IMPURITY EQUATION, FULL ALLOY

A. CPA and KMA

The impurity equations for the full two-component al-
loy are an obvious extension of Eqs. (5.3) and (5.4) for
the CPA and the EMA, respectively. For the EMA we
see that we can obtain the environment levels for each
possible configuration s of the impurity nearest neigh-
bors. Each level is weighted according to the probability
of the configuration. To determine these energy levels
in SEMA we only need one self-energy from Eq. (7.18).

B. Virtual-crystal approximation (VCA)

where o" is the imaginary part of cr, then the inequality
Eq. (8.3) is always satisfied in the SEMA for this limit.

Finally, the total density of states is given by

n(oi)= ——Im( Fo+ Fo) .a
m'

VIII. SKMA MOMENTS AND ANALYTIC
PROPERTIES, SPLIT-SAND LIMIT

(7.19)

1n(co)= ——Im(e —ec —Fo ') (9.1)

To reduce our result to the VCA limit we replace the
CPA expression for Xd of Eq. (5.3) by the expressions in

Eq. (6.20) to obtain the local density of states for the im-

purity c&,

with s and Fo defined in Eq. (6.20}. Again the energy at
which the pole occurs corresponds to the impurity ener-

gy level. i2' 's An extension of Eq. (9.1) to more realistic
systems such as semiconductor alloys results in a condi-
tion for finding impurity energy levels which is of the
same form as the Hjalmarson et a/. impurity equation.
In the crystal limit s„=esEq. (9.1) gives the Koster-
Slater condition for an impurity in a crystal host.

X. PERTURBATION APPROACH
TO ENVIRONMENT LEVELS

As mentioned in the Introduction there are several
methods available to obtain environment levels as in the
work of Myles and Dow, Ford and Myles, as well as
the method of Mariette, and the. method of the present
work. %e would like to investigate the possibility of an
alternate simple method.

%e assume we have a VCA host alloy medium with
the Hamiltonian

(8.2)

Ho=2 I p &s&~ I + X I p & V„&eI
(10.1)

The split-band limit for SEMA is obtained from Eqs.
(3.12)—(3.16) by making the replacement F2~Fi = F, . —
The moments in the split-band limit for SEMA can be
studied by the procedure explained in Sec. IV. These are
given in Table I. The SEMA improves upon the mo-
ments of the previous EMA of Sec. III by conserving
one more moment. The error in the EMA moments in-
volves a term similar to the y, term in Eq. (7.2), which is
apparently neglected in the SEMA, suggesting that the
SEMA treats the 1/z terms more consistently.

SEMA is also analytic in the limit cz ~ 00, sz —=0. To
show this the self-energy n of Eq. (7.17) can be rear-
ranged to give

1—X =0 (8.1)& „1'F, (V„+~}—
This equation can be further rearranged to obtain a self-
consistent expression similar to Eq. (4.1) given by

1 1F &, ('F, )-' —~ —V„
The condition which determines analyticity here, given a
6rst guess for o with a positive imaginary part, is that in
Eq. (8.2) the inequahty

Im[( F, )-' —o]~0, sF, =+8'~L'p, p

(8.3} Hi =2lo
i
0&&0 i, go=Bc —s (10.2)

where e is the VCA diagonal energy. %'e consider the
perturbation 0

„



37 LOCAL-ENVIRONMENT EFFECTS ON THE DENSITY OF. . . 2837

&o=[Goo«b}l ' (10.3)

This last equation when satisfied gives the position of the
bound state EI, due to the defect potential. %'e consid-
er next a perturbation H&

H, = g (e, —s)Ii)(i I,
i(&0)

(10.4)

that is we have a defect at the zeroth site. Following the
standard procedure from the review of Pantelides, the
equation for the bound state due to the impurity is given

by

The short-range-order parameter cannot be chosen arbi-
trarily, its range depends on the concentration of species
through the condition that the P„„.remain positive.
The concentration of 8 and A sites with s 8 neighbors is
now given by

x '= (Ps„)' '(Pss )'c,
(11.3)

z"x'= (P„s)'(P„„}''(1 —c),

which is designed to take into account the local environ-
ment fluctuations about the VCA medium. The energy
shift of the impurity level obtained in Eq. (10.3) due to
the dN'erent impurity neighbor possibilities is then to
lowest order

AAg ss' I"'g" =P,a, h~s,
"g"'=a,P, .hii„, g

' =P,P, hss,

where

and the pair distribution functions become

(11.4a)

(10.5)

(10.6}

where
I f, ) is the impurity wave function. Evaluating

this expression with the use of Hz of Eq. (10.4) and re-

stricting the sum to nearest neighbors, we 6nd

I

G io(Eb) I

b,E, = [ss„+(z—s)es],

1 —C C 1 —C c
~AA & ~ AB & ABA & hBB

PAA PAB PBA PBB

(11.4b)

and where a, and P, are given in Eq. (2.4). We also
have the identities

which are the split levels of the impurity due to the local
environment, one for each possible neighbor
configuration, arising from the perturbation Hz above.
Equation (10.6) assumes that we know the impurity
bound state from Eq. (10.3).

XI. SHORT-RANGE ORDER

In this section we deal with the inclusion of short-
range order in the sense of nonrandom correlations. We
follow an aproach similar to that of Jacobs, z and Zin
and Stern, who study this property through a short-
range-order parameter. The technique of Zin and Stern
is correct in the clustering limit; however, their work
does not yield the correct result in the perfect ordering
limit. %e include the short-range-order property in the
EMA by modifying not only the concentration of sites
from Eq. (2.2), but also the pair distribution functions of
Eq. (2.3). The EMA which we discuss below gives the
exact results in the clustering as well as perfect order
limits.

%e define P„.as the probability of 6nding an r' atom
as a nearest neighbor to an r atom. It is given by

—g "x'=1, g""g" "x' =1 .
C s s p'

(11.5)

A. EMA, short-range order

In order to incorporate short-range order into the
EMA, we simply replace the nearest-neighbor pair distri-
bution function of Eqs. (6.2) and (2.3) by the correlated
version of Eq. (11.4). We still make the approximation
""A"(k —k')= —1 in Eq. (6.3). The term which we
neglect could play an important role when we consider
the efFects of short-range order and not the local envi-

ronment, since the nearest-neighbor part of 8 no longer
vanishes in the limit of averaging out the environment
when nonrandom correlations are included, in contrast
to the case of random correlations when ""g ~1 in the
CPA limit.

The EMA which results when we consider short-range
order is very similar to the EMA of Sec. VI, Eqs.
(6.13)-(6.16), but with the matrices of Eq. (6.8} now
given by

T

0 ~AB

o o ~2= o oP„„=1 c(1+y ) P~—a =c(1+y),
Psg =(1—c)(1+y), Pss =1—(1—c)(1+y)

0 0 0 0
~3= I„0~4= o I

„

(1 1.6)

clustering

y = 0 randomness

1, c =0.5 perfect order .
(11.2)

in terms of the short-range-order parameter y which
takes on the range of values

We use a modi6ed ansatz of the form

cr;(new) =h;o;(old), Gk;(new) =h, Gk;(old)

involving the h's from Eq. (11.4), and old refers to the
previous ansatz of Sec. VI. The diagonal self-energies of
Eq. (6.16) are now given by
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A s AA
Xd [0s(PAA 0 l+PBA 02+PAB 0I+PBB 02}+~s(PAA 03+PBA 04+PAB 03+PBB 04}l ~

AA AB AB AA BA AB BB

(11.8a}

XA ———[Cs(PAA O'I +PBA 0'2+PAB 0 I+PBB 02 }+Ps(PAA 03+PBA 04+ AB 03+
(11.8b)

(1 c)L„— cLB
+

1 —~kL A 1 ~kI.B
(11.9a)

For the case of y =1, c =0.5 the EMA Green's function
reduces to the exact perfect-ordering result

co —(cA+CB)/2+ Vt,
Gk=

(Io —CB )(co—
CA ) —Vk

The density of states is given by

!11.9b)

The above expressions are very helpful because they
make it possible to see which o's vanish when certain
limits are considered. We find that for the case of
y = —1 the EMA Green's function reduces to the exact
clustering result

I

and the self-energies are given by

g y y g
rr"

G r"r'(L r'Xr'
}
—1

k (11.15)

and the diagonal self-energies needed for the locators Eq.
(11.14) are given by

Xd= —QCT x (11.16)

This completes the correlated CPA equations. We note
that in the limit g'" ~1 we obtain the CPA of Sec. VI.
We also note that the above formulation reduces to the
exact clustering and perfect ordering limits Eqs. (11.9a)
and (11.9b), respectively. Our results bear some resem-
blance to the work of Jacobs.

n (I0)= ——Im —g Gk
1 1

N k

(11.10) XII. MOMENTS OF CORRELATED CPA
SPLIT-SAND LIMIT

S. CPA with short-range order

B ~—g x s =BPBB, x s =zP„Bc, ' (1—c),
to obtain

(1 1.1 1)

~AA AB ~AB
g g

1 —c c
BA AB BB

g =
s g

1 —c c

(11.12}

These pair distribution functions are used to obtain the
23(2 correlated CPA. The EMA equations are simply
Eqs. (6.1)—(6.5) wlt11 tllc cIlvlrollIIlcIlt llldlccs s, s OIIllt-

ted. The solution for the correlated Green's function is

GAA 6 AB

Gk = BA BB

dAB BL B

dAAxBL8

(11.13)

d rr'
g rL r( Jr rr' + rr'

)

d AAd BB g ABd BA

L"=(co—c,„—X&)

(11.14)

Using the EMA formalism, it is possible to obtain a
CPA which incorporates short-range order. In Sec. VI
we obtained the CPA by taking '"g" ~1, i.e., no corre-
lation since the CPA sees an average random environ-
ment. We make a similar step here by averaging out the
efFects of the environment in the pair distribution func-
tion with short-range order of Eq. (11.4). We make use
of the expressions

We have investigated the moments of the above ap-
proximation in the split-band limit. These are given in
Table I. We see that the second moment deviates from
the exact result explained in Sec. IV. We attribute this
early deviation of the moments to the approximation
made in Eq. (6.3} of neglecting the second term in

(k —k'). Further investigation in this matter needs
to be carried out.

XIII. RESULTS

Our calculations in this work have been performed for
the simple-cubic system with nearest-neighbor interac-
tions. Integrals which appear, for example, in Eqs.
(3.14), (6.15), (7.17), and (11.10) have been carried out
with the use of the density of states for the simple-cubic

. tight-binding model of Jelitto, for which

V„= 2t [cos(k,a —)+cos(k~a)+cos(k, a)],
and we take t =0.5,a =1.0.

A. Syht-band lilmit (a„~~, g~ =O.Q)

In Fig. 1 we compare the CPA and EMA results in
the split-band limit. Figure 1(a) shows the density of
states for concentration c =0.5 and impurity level with
impurity cc ——3.2 m the CPA. We usc Eq. (3.20) to find
the density of states, while to And the impurity level we
use Eq. (5.3), i.e., the zero of co —cc —XA. Figure 1(b)
shows the density of states and the environment impuri-
ty levels for each con6guration s of the nearest neighbors
using the EMA and the parameters as in Fig. 1(a). We
use Eq. (3.17) for the density of states, and Eq. (5.4) for
the impurity levels, i.e., the zeros of m —e, &

—Xd. We
note that the EMA band is wider than the CPA band
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FIG. 2. Partial density of states for each con6guration s of
the 8 neighbors with c =0.5 for the EMA using Eqs. (3.11) and
(3.17).
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FIG. 1. Split-band-linut density of states and impurity level

for concentration c =0.5, and impurity orbital energy c& ——3.2.
(a) The CPA using Eq. {3.20) for the density of states, and Eq.
(5.3) for the impurity. {b) The EMA using Eq. (3.17) for the

density of states and Eq. (5.4) for the impurity.

0,05-
(8&5)

due to the possibility of having a 8 atom surrounded by
six 8 atoms. The center peak in the EMA corresponds
to the possibility of a 8 atom surrounded by six
atoms. %e have broadened the center peak indepen-

dently of the rest of the band. Seven impurity levels are
obtained in the EMA because the impurity samples
seven possible nearest-neighbor configurations. Each
possibility gives rise to a level. The height of the line for
each level has been weighted according to its probability
of occurrence ' ' with the use of the binomial distri-
bution given in Eq. (5.4}. The CPA band, on the other
hand, gives an average band since this approximation
averages the environment. There is only one impurity
level in the CPA which occurs at the most probable

configuration, s =3. Figure 2 shows the partial density
of states obtained in the EMA using a decomposition of
Eq. (3.17) according to Eq. (3.11}for the host band of
Fig. 1(b), corresponding to environment configurations
of s =0 to s =6 8 neighbors.

8. Full hro-component alloy

Figure 3(a) shows the density of states using the two-

component alloy approximations for the CPA using Eq.
(3.20) with Eq. (6.19}, and for the SEMA using Eq.

N(~j
Par t iol

-1 5 -1 0 -05 00 05
Energy (Ry)

10
I

15

0.15-
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Ea ~e

tt)

S = 0 LoreiItiian
BroodeIIed = 0.08

0.05-

l0 150.0 0.5

EIIergy (Ry)

FIG. 3. (a) Comparison of the density of states from the
work of Alben et a/. with the CPA of Eqs. (3.20) and (6.19),
and the SEMA from Eq. (7.19) for c =0.1, and s„—sz ——1.5.
(b) Partial density of states for the SEMA of (a) using Eqs.
(7.15) and (7.19).
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SEMA

c= 05
F.A= -1.0 = - Ea

-20 0.0
Energy {Ry j

4.0

FIG. 4. Comparison between the CPA and the SEMA and

the EMA for c =0.5, s& ———cq ———1.

(7.19). We compare with the exact results of Alben
et a/. for the concentration c =0.1 and scattering
strength c~ —c& ——1.5, the parameters used in that work.
%e see that the EMA results are very good compared to
the exact results in that there are wings on the density of
states; however, the sateHite structure (side peaks) associ-
ated with pairs is not resolved. The CPA as mentioned
above gives an average structure. The reason for the
good agreement of the EMA with the exact results is
seen in Fig. 3(b), where the partial density of states is
shown by means of Eqs. (7.15) and (7.19). We see that
the center peak corresponds to the one-site contribution
to the total density of states. %e also observe that our
SEMA gives a smooth curve for the s = 1 8 neighbor
partial density of states, and a ~ider curve for s =2 8
neighbor, etc. This shows how tails in the density of
states arise from local effects. Figure 4 shows a density
of states comparison for the CPA, the EMA, and the
SEMA for concentration c =0.5, c~ = —ez ———1. In
Fig. 4 we show the well-known CPA results; in our
work we use Eqs. (3.20) and (6.19). We know from the
work of Alben et al. that the CPA does not quite ac-
count for the correct gap or the correct bandwidth of
the alloy for parameters in this range. Figure 4 shows
the full self-consistent EMA [Eq. (6.18)] which involves
ten self-consistent equations [Eq. (6.15)]. We note that
the EMA has improved on the onset of gap opening over
the CPA as well as being broader and having more
structure. The two small peaks occur at the positions of
the orbital energies of the two alloy components. Figure
4 shows the SEMA using Eq. (7.19), and it is as easy to
evaluate as is the CPA. %e see that there is good agree-

ment with the full EMA concerning the breadth of the
band as well as the gap. However, there is disagreement
with the position of the two peaks, and SEMA actually
seems closer to the exact results of Alben et a/. These
results are similar to those of Browers et a/. " in their
Bethe-Peierls approximation.

Concerning the impurity results in the two-component
a11oy system, Table II shows the SEMA impurity envi-
ronment levels calculated using Eq. (5.4) and the formu-
lation of Sec. VII C compared with those obtained using
the perturbation approach to the impurity environment
levels of Eq. (10.6) and Eq. (10.3) in the VCA host. The
impurity levels are for an impurity orbital energy placed
near the host band edge shown in the table. %e see that
for the parameters chosen the perturbational approach is
in very good agreement with the more-sophisticated re-
sults of SEMA. On the other hand, the VCA cannot be
used for the strong scattering regime ' and it is
necessary to use the more-sophisticated EMA approach
for example when the bands are split. Figure 5 shows
the results of SEMA using Eq. (5.4) with the formulation
of Sec. VII C for a concentration of c =0.5. Three cal-
culations are shown for impurity orbital energies to the
far left, a& ———6.5, to the far right, e.~ =6.5, and the al-
loy gap c.c ——0.0. The host orbital energies are
c.~ = —3.5= —ca. In a11 cases we notice that the impur-
ity levels due to six 8 neighbors are furthest away from
the 8 host band, and similarly for the case of the A host
band. This is probably due to the quantum-mechanical
repulsion of levels. We further note that the splitting of
the impurity levels in the gap is greater than that of the
band edges. The results for this case are qualitatively
similar to those of Myles and Dow for a one-
dimensional alloy, though the latter includes further
small splittings due to farther neighbors.

For the case of short-range order with nonrandom
correlation we have seen that the EMA and the correlat-
ed CPA both reduce to the exact results of Eqs. (11.9).
It is helpful to get some idea of the effects of varying the
parameter y in the work of Sec. XI for the EMA. %e
do this for the split-band limit for concentration c =0.5;
the randomness correlation case y =0 is shown in Fig. 6;
the clustering regime y= —0.9 is shown in Fig. 6; and
the near-perfect-ordering regime y =0.9 is shown in Fig.
6. The random case is the same as in Fig. 1(b), but this
time we do not insert broadening so that we can com-
pare with the other two cases. The sharp peak corre-
sponds to the s =0 8 neighbors, and in the case of clus-
tering the short-range order does away with the sharp
peak and the band is totally broadened to its maximum,
showing that a nearly pure 8 environment is present,
since the 8 species segregates. In the case of close to

TABLE II. Comparison of the results for the SEMA impurity levels Eq. (5.4) using the formulation of Sec. VII C with those us-
ing the perturbational result Eqs. (10.3) aud (10.6) in VGA. The impurity orbital energies are near the band edge as shown.
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4.23

4.26
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SEMA, IMPURITIES at Ee= 0.0, -6.5, 6.5
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FIG. 5. Impurity levels using the SEMA Eqs. (7.19) and (5.4), with the formulation of Sec. VII C for c =0.5, c~ ———3.& = —&q,

and c =0.0, —6.5, 6.5.

perfect order the short-range order shrinks the band and
the sharp peak is more emphasized. We recall that in
this case we have one 8 atom surrounded by six A

atoms so that the shape of the band indicates a depletion
of 8 neighbors to the 8 site. Finally, in Fig. 7 we show
the results of evaluating Eqs. (11.9) and (11.10) for clus-
tering and perfect order for a concentration c =0.5. In
Fig. 7(a) we use e„=—ss ———3.5, and in Fig. 7(b) we

use c.„=—c& ———1.0. In both of these cases we see

clearly the e8'ects of segregation; the band shape is a
simple addition of the density of states of two shifted
crystal bands weighted by their concentrations. Figure
7(c) is the exact perfect ordering result for
e„=—c& ———1.0. %e see that there is always a band

gap in this system, and the gap persists until the orbital
energies of the two species match.

XIV. CONCLUSION

S.B.L. - EMA c =0.5
y=0.0 Random

Split Band Limit

S.C. — y= -0.9 c=05
Strong Clustering

y=0.9 c =0.5
Strong Qrdering

FIG. 6. The EMA density of states using the formulation of
Sec. XI for short-range order in the spht-band hrnit c& ~oc,
c =0.5, and cz ——0.0 for the limits y =0.0, —0.9, and 0.9.

%e have made a study of the local environment e6'ects

using the single-site elective medium approximation
(EMA), which is a natural extension of the single-
site coherent-potential approximation' (CPA) to in-

clude short-range order. %e have developed a self-
consistent consistent EMA formalism which treats the
two-component random alloy including environment
efFects. A simplified version of the EMA (SEMA) has
been obtained, which is as easy to work with as is the
CPA. The agreement with the exact results of Alben
et al. is improved over the CPA concerning the width
of the band and the onset of the gap.

%hen an impurity is introduced in the host alloy sys-
tern, it experiences the environmental fiuctuations of the
random alloy. This gives rise to a set of impurity levels
characteristic of the nearest-neighbor alloy con6gura-
tions in contrast to the one level obtained using the
CPA. By making a perturbation about the virtual-
crystal approximation (VCA) a simple scheme which
models the splitting of impurity levels due to the envi-
ronment eft'ects is obtained. This simple scheme gives
very good results when compared with the above SEMA
in the VCA limit.
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We have also considered the efFects of short-range or-
der with nonrandom correlations using the EMA, and
find that it gives the exact results of clustering and
perfect-ordering limits. An extension of the CPA which
includes short-range order has been developed which
reduces to the exact-clustering and perfect-ordering lim-

its as well. However, this approach needs further inves-
tigation, since it is possible to improve the moments of
Sec. XII above by taking the k-dependent part of
A(k —k') into account.

Comparing this theory with other work the most-
relevant method to discuss is the embedded-cluster
method. Our theory gives a self-consistently deter-
mined eFective medium which models the local environ-
ment by including the concentration of species in the
neighbor shell. The embedded-cluster method includes
more detail such as the configuration of the neighbor
shell and in simple cases, higher neighbors, but is more
dill. cult to apply and does not have a self-consistent
translationally invariant medium. The results appear to
be quite comparable however. It is reasonable to expect
that the neighbor shell gives the greatest efFect, ' al-
though it would be worthwhile to study under what con-
ditions the levels are further broadened by higher neigh-
bor elects. 3

The above theory has been extended to semiconductor
alloy systems in the zinc-blende structure using param-
eters of Harrison. Estimates of the local environment
efFects on impurity levels have been carried out using the
above perturbational approach and with the Harrison
parameters for the GaAs„Sb& alloy system, to be re-
ported on shortly, and the level splitting due to the local
environment for the case of x =0.5 is found to be of the
order of 30 to 40 meV for an impurity on the Ga site
(four neighbors), and 5-20 meV for the case of an im-

purity on the As-Sb site (12 second neighbors). This
figure falls in the range of experimental findings for these
efects. ' Finally, the more-sophisticated EMA calcula-
tions still need to be carried out. Further extensions to
include off-'diagonal disorder for an impurity need to be
carried out in order to consider eFects such as the bimo-
dal distribution of nearest-neighbor bond lengths.

FIG. 7. Exact-clustering and perfect-ordering results of Eqs.
(11.9) and (11.10) for c =0.5. (a) y= —1.0, a„=—pz ——3.5
(clustering). (b) y = —1.0, a~ ———c~ ———1.0 (clustering). (c)
y =1.0, 6~ = —E~ = —1.0 (perfect ordering).
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