PHYSICAL REVIEW B

VOLUME 37, NUMBER 4

1 FEBRUARY 1988

Comparison between the correlated-basis-functions method
and the density-functional theory for inhomogeneous systems

Zhao-qing Zhang,* Rui-bao Tao," and Chia-Wei Woo
Department of Physics, San Francisco State University, San Francisco, California 94132
(Received 30 April 1987)

As a hypothetical inhomogeneous quantum many-body model, we take a weakly interacting
Bose gas made inhomogeneous by the presence of a weak external field. The interaction is as-
sumed to be Fourier transformable and characterized by a strength parameter A; this is also true
for the external field, characterized by a strength parameter €. The ground-state energy is calcu-
lated to order e*A? using three methods: diagrammatic perturbation theory, correlated basis func-
tions (CBF), and density-functional theory (DFT). The diagrammatic perturbation theoretical cal-
culation is new. It differs from our earlier approach for homogeneous Bose systems which evolved
from the Hugenholtz-Pines theory. We are able to reproduce the same results in an efficient
manner. For the inhomogeneous system, the results are used to measure CBF against DFT. It is
found that in their simplest forms CBF yields results which are better than the renormalized DFT
by Ebner and Saam. In particular, CBF is superior to DFT in the local-density approximation,
even though the latter was designed to take care of systems with slow and small density variations

such as the model considered here.

I. INTRODUCTION

The method of correlated basis functions (CBF) has
been applied to treating a wide variety of homogeneous
many-body systems,' ~* including liquid and solid heli-
um, nuclear matter, and Coulomb systems. That the
method could be successful for Bose and Fermi systems
alike has to do with its apparent ability to sum both ring
and ladder diagrams, as demonstrated in an analysis by
one of the authors and his collaborators in 1970.° In
that work, the pair correlation function and ground-state
energy for a weakly interacting Bose gas were first calcu-
lated exactly in the perturbation theory using the for-
malism of Hugenholtz and Pines. The same quantities
were then obtained using the CBF approach. Results
from the two methods were compared order by order in
powers of the density and the interaction strength. This
helped determine what perturbative diagrams were
summed by the CBF. Indeed, from this analysis a sys-
tematic scheme was identified that enabled the authors
to use the Hugenholtz-Pines theory to suggest optimum
three-particle and higher-order factors for correlated
wave functions.®’ Thus, diagrammatic perturbation
theory and CBF became intermingled.

We now have another opportunity to bring together
two distinct many-body formalisms—this time for inho-
mogeneous systems. On the one hand, we have the con-
ventional density-functional theory (DFT), invented and
popularized by Kohn and co-workers. On the other, we
have again the CBF-a late contender in the field of met-
al surfaces,® but an early leader for inhomogeneous heli-
um systems.” An interesting development is that
density-functional practitioners are now turning toward
employing the CBF for treating metal surfaces.!’

Once again we return to a weakly interacting Bose
gas. The reason is that it is one of the few systems
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which offer us exact solutions in the perturbation theory
against which approximate theories can be compared.
We recognize that the conclusions drawn from consider-
ing the weakly interacting Bose gas cannot be general-
ized to liquid-helium or metal surfaces. However, it
constitutes a first step and provides us with useful indi-
cations and directions for future analyses.

The system under consideration, being weakly in-
teracting, cannot be inhomogeneous in the ground state.
The inhomogeneity must be generated and maintained
by an external field. We introduce such a weak external
field, with a strength parameter €, to cause a weak inho-
mogeneity in the system of bosons whose interactions
are characterized by a Fourier-transformable potential
with a strength A. As in Ref. 5, we now carry out calcu-
lations in powers of € and A. The external field is, of
course, an added complication. The density is now a
function and can no longer serve as an expansion param-
eter.

The calculation is carried out with three methods, per-
turbation, CBF, and DFT, rather than two. In the per-
turbation theory, we use a method somewhat different
from that used in Ref. 5. In the CBF, we followed
essentially the patterns of Refs. 8 and 9. In the DFT, we
use first the local-density function (LDF), which is sup-
posed to work well in the region of mild inhomo-
geneities; we then take into account the second-order
nonlocal density correction using the renormalized DFT
by Ebner and Saam.

The results of the three calculations are finally com-
pared.

II. PERTURBATION THEORY

Our system consists of N bosons interacting via a pair-
wise potential Av(|r; —r; [ ), and placed under an exter-
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nal field e U, (r;) which has no effect on the normalizing
volume (). The Hamiltonian of the system is given by

N N
H=3 —3Vi+i 3 ho(
i=1 i=

(i%))

r—r;|)

N
+ 3 eUg(r;), (1)

i=1

where #/m has been set to unity. In the second quan-
tized form, Eq. (1) becomes

A=—1 [ ¥'()VW(r)dr

A oot , , ,
+5 [ [ o'Wl ew (| r—r | )W()wr)drdr

+e [ WIDU (0)¥(r)dr )

where ¥'(r) and W(r) are, respectively, the creation and
annihilation operators of a boson at point r. Equation
(2) can be expressed in the momentum space representa-
tion by using the relation

tkr
a0+ 2 )1/2 . (3)

The prime on the summation indicates that k=0 is ex-
cluded.

Since the noninteracting ground state of N bosons is a
state of total condensation, i.e., a state in which all N
particles are at zero momentum, Wick’s theorem, usual-
ly used to find the ground state or Green’s functions via
the perturbation method, does not apply.!! One way
to overcome this difficult ]y is to replace the zero-momen-
tum operators a, and a, by a c-number (ny)'”2, where
nyg=Ny,/Q, and N, is the true ground-state zero-
momentum condensate.'! The replacement of a, and a;‘;
by (n4)!/? in Eq. (3) gives a particle number nonconserv-
ing Hamiltonian in Eq. (2). Using the Legendre trans-
formation, the system can be described by the Hermitian
operator!?

R=A-uN , 4)

where u, the Lagrange multiplier, is the chemical poten-
tial and N the particle number operator

N=N0+ z,akak . (5)
k

Explicitly, Eq. (4) has the form

R=—uNy+1Qn2A6(0)+ 3 (1k*—plaja, +AV +eU ,
k

(6)
with
V=V +V,+V3+V,+Vs+Vs,
U=U,+U,+Us,

and
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1 , ~ ~ + f
VI::“)" 2 [U(kl——k3)+v(k1—k4)]aklak2akzak4
Ky, Ky ks kg
x8(k,+k,—k;—ky),
(N2 ~ .
V,= 3 [0(k;))+9(k,)]
20 5k,
X0Z10;20k35(k1+k2_k3) )
(N2 o
Vi=—g— 3 [8(k)+0(ky)]

k. ky ks

Xailakzakzs(kl'-kz—k:;) ’
No iy bt
V4=2—sz v(k)aka_k ,

N, .
V5=—2'(—l 2 v(klaga_y ,

=———2 [9(k)+5(0)]aja, ;

(NO)I/Z

U= 3 Oeu(—Klay
k

—_

NQ)]/Z

U2_ 2, Uext(k)ak ’

k

Q
vt )
3“'0 § extqak+qak ’

where

d(k)= [ ey (|r—r'|)d(r—r1)
and

O®)= [ e U, (r)dr .

We have assumed Oex,(0)=0 without losing generality.
Since U,,,(r) is real, we have

Oext(k)=0:xt(—k) .

The quantities {¥;} and {U;} can be represented by dia-
grams as shown in Fig. 1.

The normalized ground state of K in Eq. (6),
| ¥o(t,Ng)), can be obtained by using the Gell-Mann
and Low theorem. The condensate N, is determined at
the value which minimizes the thermodynamic potential
at zero temperature,

Ko={(o(1:No) | K | (s, No)) .
This condition gives

3K ,o(T =0, Q, p, Np)
3N,

=0. (7)
O,p

For any given mean particle density 7 =N/Q, the
ground state of the original system, Eq. (2), can be ob-
tained by the following procedure.

(i) K, is obtained, using Goldstone’s theorem, from
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. V? . — V2 V3 -
S o =<
Ks
K, K. ks ks
(kK. 2 1V(k)+V(K)] [V (K,)+V(Ks)]
+ V(ki-ky)]
A2 Vs o Ve
K k - ~
K K
K K
(k) TV(K) V(K) + 9(0)
U, U, U,
Oexl(-k‘)i ‘E L,\Jext(g) ; Uexi(a)
k K k+g K
FIG. 1. Diagrams for vertices ¥ and U.
Eq. (6):
Ko= —uNo+%n%Mi(0)+AK0(u,NO) , (8)
with

AKo=[O|(AV +eU) 3 1

2' 7"# ayay
k

I
0

Ms

m€™ 9)

m

I

where |0) denotes the noninteracting ground state
(A=0,e=0). Only connected diagrams are taken on the
right-hand side of Eq. (9). We expand AK| in order of
the external-field strength €.
(ii) Equations (7) and (8) give
aAKo([L,NO )

yznokv(0)+"——a'1‘v-;—‘— . (10

(iii) From Eq. (5) we have
N = (o, No) | N | (s, Ny))
=No+ 3" (ol No) | ayay | Yol No)) . (11)
k

(iv) Using Eqs. (4) and (8) the ground-state energy E is
obtained:
(12)

From Egs. (10) and (11), we are able to express p and N,

functions only of N, i.e., u(7), no(7). Substituting these
functions into Eq. (12) we finally obtain the energy densi-
ty E /€ as a function only of the mean density 7.

The method used here to calculate E /Q and p differs
from the method used by Sim et al.’ The latter called
upon the following relations for E/Q and p in the
homogeneous interacting case (e =0),

E .
_Q£=%rzyo+5;—)4 [ ax fcdeoé(eo—y%kz)G(k,eo),
(13)
and
/.L0=2“(0,0)—202(0,0) s (14)

where G (k,e€;) is the time Fourier transform of the
time-ordered Green’s function

G (k;t,t')
= — il No) | TLa (D)at ()] | ¥olisNg)) 5 (15)

and the operator a,(¢) is shown in the Heisenberg repre-
sentation. The contour C in Eq. (13) closes in the upper
half-plane. Z,,(0,0) and Z(,(0,0) are the self-energies at
zero energy and momentum arguments.> 112

In the presence of an external field (e5£0), it can be
shown that an additional term

(/2)to(its No) | U | tholpts No))

has to appear on the right-hand side of Eq. (13). Equa-
tion (14) remains valid, except that 2,, and £y, now in-
clude additional diagrams which contain U vertices.
The method used here, Egs. (8)-(12), is much simpler. It
recovers the results of Sim et al.® to O (A*) when applied
to the homogeneous case, as will be seen below.

A. Homogeneous case

Consider e=0. The nonvanishing connected diagrams
which contribute to I; in Eq. (9) are given in Fig. 2 for
m =0, 1, 2, and 3. These diagrams are evaluated using
the {V,U} defined in Eq. (6) and Fig. 1. The following
results are obtained:

m=1

2b
m=3
OO <SSO
2d 2e
S > <>
2f 2g 2h
D > L
2i 2j 2k

FIG. 2. Nonvanishing connected diagrams for the homo-
geneous system.
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I,
Q 2(21r)3 f

2(k) Ang L L [B(R)+3(0) o k)
(2#)3 (k2—2p)?

(2a) (2b)

Ang S(k)D(pAk+p)  A'nd (k)5 (qQ)D(k+p)d(q+p)
dx [ d P P) _ dk [dp [d qQuix+phig+p
2027)° f f (k2=2u)p*—2u) 2027)° f f pf q(kz—-Zu)(pz-—2u)(q2-—2,u,)

(2¢) (2d)

2A*n3 (p)H(p)+(0)p(p+k)d(k)
- dp [ axRAVP P
(2m)® f pf (k*—2u)(p?—2u)?

(2e),(2f)

_ 2M*ng [ ax B+ Pok) Ang [ ax-2tw
(2m)} (k2=2p)} 2(27) (k*—2u)

(2g),(2h) (2i)

_ 2M%ng [ dx [ dp—5 2+ PRID(R)+DUN[D(p) +D(p+k)]
(2m)° k2—2u)( | p+k|2=2u)[k?+p*+ |k+p|2—6u]

(2j)

A.4 3 A2 ~ ~ 2
no fdkfdp v 4k)[D(p)+V(k+p)]

T Q) (k2—2u)[k*+p2+ | k+p|2—6u]
(2k)
+0(A%). (16)
Using Egs. (10) and (16), we have
~ 2(k) 3?»no [v(k)+v(0)]"2(k) A D(k)D(p)o(k+p)
=ngA (0)—
Ho=mof? )3 i J o T zy,)2 + e f e[ ap P 2up2—20)
(k)u(q)v(k+p)v(q+y) 6A%n D(p)[D(p)+0(0)p(p+k)D(k)
dk [dp [ dq— dp [ dk
T2 >9f f f (k2—2,u)(p2 wNgi-2u) (2m)° f f (k2=2u)(p?—2p)?
8Ang ) $(0)1% 2 204 p4
_ ;)fdk[v(k)+2v(0)]!3) (k) ¢ f z; (k) .
(2m) (k2—2p) (27) (k2—2p)

_ 6A*ng [ dk [ dp— 2EARRIID(P)+DR[D(p)+D(p+k)]
(2m)® k*—2u) |p+k|*—2u)[k*+p®+ |k+p|?—6u]

3A*ng D AR[D(P)+D(k+p)]?
dk [ d P +0(AY). (17)
(27)° Jax ] P 2Pk +p7+ | k+p | — 6]

Now, using the Green’s function expression Eq. (15), Eq. (11) can be written as

_ i
F=no+ 5 [ ax fc dey G (k,€;) . (18)

To third order in A, from Ref. 5 for e=0 we find

Ang [ ak pAK)  4Ang fdkvz(k)[v(k)+v(0u_27~ "5 [ gy [ ap-RRUDUED)
Qry (k*=2u)? (27) (k*—2u)} (2mr) (k*—2u)p*—2u)
(19)

Ang=f—ng=

Now we expand po=u(e=0),
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Ro= 2, I‘Bm)km ’
m =0
and write
no= ﬁ o=H 2 f(m am .

Substituting Eqgs. (20) and (21) into Egs. (17) and (18), comparing order by order, we find

) _
8 =

’

F=
—7 7 2(k)
= J e

=2 ~3 = ~ A A
f£>”=(‘;';)3 fdkv (lc)_*_(22n)6 fdkfdpv(k)v(p)v(k+P) ’
T

k6 k2p4
po'=0,
pd'=a(0) ,
~2
(2) n v (k)
= k N
0 (2 )3 k2
3 3?2 p3(k) i D(k)D(pd(k+p)
Ko ="amy J a5 2 Jax [ dp kp? ’
4)_ 3\ D 2(k)D X (k)0 (q)0(k+pli(q+p)
0_(27T)6fkfd k24 "277, fdkfdpfd k2p2q?
p(k)d(p+k) 107° 7 4k)
dp dx 2R dk
(2 )° f / k’p* IR ! k®
67 2 Bk +pId(K)[D(p)+B(k)][D(p)+(p+Kk)]
- dk [ d
o J k) dr k2[p+k]2(k2+p2+ [k+p[?)
p)+( k+p)]2
k’+p + |k+p|?

Equations (22) and (23) are identical to Eqgs. (16) and (17) of Ref. 5. Substituting Egs. (21), (22), and (23) into Eq.

using Eq. (16), we find for

E, = Eg
—_— AT

o~ 2 a

E10)

0 -0,

Q

E(l)

5 =17 %(0),

Eé)z’: —i? fdkﬁz(k)
Q  2027) kK

E{ 73 p3k) Al H(K)D(p)H(k+p)
- dk dk [ d P R’
f * 2(21m)® f f P

k4 k2p2

and

(22)

(23)

(12),
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EQY g3 Mk)ﬁ Ap) P(k)D(q) v(k+p)v q+p)
= dk | d dk | dp | dq
p)v(k)v p+k) 5n f
4 (2_”.)3
f f dp k+p v(k o (p)+0(K)][D(p)+0(p+k)]
m)° k*|p+k|? k +p2+!k+plz>
AZ 2
: f fd v4 [v(p +v(k+p)] (24)
21r) k*k*+p’+ |k+p|?)
By using the identities
D(k+p(K)[D(p)+D(K)][D(p)+D(p+k)]
fd fd 2 2 2
k? | p+k|X k +p + | k+pl|*)
~2n v(p+k b Hk) 273 D 4(k)D Ap+k)
= dp dk | d
) Jax [ p?|k+p|®  (2m)° Jfax ] pk2|p+k|2(k2+p2+lk+plz)
and

i’ 5 2(k)[D(p)+d(k+p) ]
- dk [ d .
(27)® faxf pk“(k2+1z>2+lk+p|
~2n D Ak)wip+k) (k)0 (pd(p+k)
dk [ dp
(2m)° f f kY k*+p*+ |k+p|?) (21r6 f f 4(k2+p + | k+p|?)
we find Eq. (24) identical to Eq. (19) of Ref. 5.

B. Inhomogeneous case

Now we are ready to consider the inhomogeneous case—es+0. We will consider only the diagrams in Eq. (9) with
interactions up to order e?A%. Using conservation of momentum, it is easy to see that I, =0 to all orders of A. The
nonvanishing diagrams which contribute to I, are shown in Fig. 3 to order A2,

These diagrams are now evaluated using ¥ and U as defined in Eq. (6). We find the following results:

—2n, | 0. (k) |2 4nda | 0. (k) | [D(k)+D(0)]
I,= 3 2 + 7 J dk 2 2
(21) k*—2u (27) (k*—2u)
(3a) (3b)
|Uext | U 3)"2 }Uext IU )
3 ) 3 f )3
(3 ),(3d) ( ),(3f),(3q),(3r),(3t)

“2n5x2 [ ax [ dq | Uee(@) | % (k)
(2m)® (k2—2u)*(k*+ |k+q|2—4u)

(3g)
2n0/\ * k[ a I|0m<qz | %D(k)D(k+q) :
(1k+q|2—2u)k?+ |k+q|>—4p)
(3h)
16n A [ |ﬁext(k)}”ﬁ(k)[ﬁ(kwﬁ(m]_4n0A2 kfd }Uex. k)[?ﬁ(k+q)v(q)
(27)? (k2—2u)? | k+q|2—2u)
(3i),(3/),(3m),(3n) (3k), 31)
fdkfd | U.(k) | B(q)[D(q)+D(k+q)]
2r )6 k*—2u)(q>—2u)g?+ | k+q|*—4p)
(30),(3p)
8n A2 | U (k) | 2[D(k)+D(0)]?
T Q) / (k2—2u)}
(3s)
4n6?»2 Uenl k>|2[v )+0(k+q)]

dk [ dq +0(AY) .
c Jax ] 2+ q+k|P—4p)
(3u) (25)
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m=1 (62N m=2 (e2N)

< |
3a 3c 3d
m=3 (€2\?) . ;
< = _
3e 3f
3g ‘3h 3i
3j 3k 3l

¢

y

3m 3n 30

|
L

3p 3q 3r
1 i @ H : i
3s 3t 3u

FIG. 3. Nonvanishing connected diagrams for the inhomo-
geneous system.

From Eq. (10), up to the second order in g, we have
n=nyAv(0)

3 |1 g’
an, _510(#”10)—’.612(#’”0)

(26)

where I, and I, are given by Egs. (16) and (25). We can
also write pu as

P=po e+t
with

pi= 3 pmAm
m =0
Ho has already been obtained for the homogeneous case
in Eq. (23) to O(A*). Here we proceed to determine
and g, to O (e?A?).

To find the relation between n, and n, we again use
Eq. (18). Expanding Arn in orders of the number of
external-field vertices in G (k,€), we write
]

1695

An = —ng=Any+An e+ Anye? 4+ - -+ . (28)

Ang has already been given by Eq. (19). From the con-
servation of momentum it is easily see that An, =0 to all
orders in A. The lowest-order diagrams in A which have
nonvanishing contributions to An, are of order A%

We now write n in the “true” expansions of € and A,

nozﬁfzh_(f0+f1€+f2€2+ e,

fi=' 3 fimam
m =0

(29)

The expression for f, has been given in Eq. (22). We
will next determine f, and f, up to O (¢’A).

To find the first-order terms p, and f,, we substitute
Egs. (27) and (29) into Eq. (26). To first order in € we

have

A5(0) dA (u,ny) ; ~
p=nAv(0)f + an, 1n0:,~,f0,nf1
‘li:l‘o
34 (p,n) 1
+T ]ﬂzﬂo, Ky (30)
ny=nf
where
_ 3 |k
T on, | Q

Similarly, substituting Egs. (27) and (29) into Eq. (28) us-
ing the fact that An; =0, we find to first order in ¢,

_ 3Ang(u,ng) -
Afy = | g A

dn,
H=Hq

dAny(p,ny)
+——.

M (31)

p=py Hi -

ny="nf,

From Egs. (30) and (31), expanding in A order by order,
one can prove that the only solution is the trivial solu-
tion f{™ =0 and u{™ =0 for all m. This is because An,
and A have different structures in the integrand to all
orders of A.

In order to find E/Q up to O (e?A?), we still need to
know uy, uil, £, and f. Since the lowest-order
terms in A for both An, and An, are of O(A?), we find
from Egs. (28) and (29) £ =i =0.

To find 5, u5", and ut?’, we substitute Egs. (27) and
(29) into both sides of Eq. (26) and make order-by-order
comparisons. In the limit Q— o,

2 | Ue(k) |2
o= J =
VI . | Uea®) | ?0 (k) 47 5(0) | Ueu®)|?
2 (2m)? k* 2r) k* ’

and
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— 327 %(0) U (k)| 2(k) 45 | U (k) | % Xq)
(2) __
QZ—— 2)3 fdk k6 (2 )Gfdkqu k24
x 0m m<k> | %0 (k)
dk [ dq
(2 )6 f f 2 27T 3 f
;ﬁm )| %2 iUex,(q)lzﬁ(k)ﬁ(k+q)
" [ ax [ da "5 [ ax [ dq
z >6 k2 +|k+qt <2wf’ Tk k+q %K™+ [k+q (D)
U, (k) | %(k+q)d( U (k)| %(q)[D(q)+D(k+q)
6fdfd! [4 2qv 16nfdkfd| tzlzzq[vq v2 q)]
(2m) k*| k+q] Q) k’q¥q*+ | k+q|?)
Uex v(q)+0(k+q)
,,,fdfd‘ ( l[q q)] (32)
“q*+ |q+k|?)
Finally, from Eq. (12), the ground-state energy can be written as
n?_
E :Q««zﬂm(omuv(l—f>+10(y,n0>+5212(y,n0)+o<s3> , (33)

where f, I, and I, are given by Egs. (29), (16), and (25) respectively. Expand E as

E=Ey+Ee+E,e*+ -,
with
Ei= 2 E[(M)Km
m =0

E,/Q is given by Eq (24) Usmg the known results /| =

=p,;=0, we find from Eq. (33) that E|
¥, and f5! into the right-hand side of Eq. (33), we find

327 3 Uex
CQa) fdk k®

sults obtained for i, uld', us?, u, it £,
E(o): —2’7 ltjex!(k)l2 ,
SNPYIR k>
2
ext k)| v (k)
oo fd —~———,
and N
(Um(k) % 2q)
- k4q2
7 Uere(@) | % %K)
2n - fdkfd |4 e;t q l
(2m) k+ | k+q|?)

-2 [ ax [ dq

=0. Substituting the re-

(k)| % *(k

0..(q) | (k)b (k+q)
k25k+qf (k*+ |k+q|?)

Q7 )6 k* k+q]?

[ dk [ dq | U,,.(k) | %(k+q)d(q) _ g,,

IUext k>lzlv<q +9 l<+q)]2

fdkqu U (k) | B(qQ[D(q)+D(k+q)]
m)° k’q*g*+ |k+q|?)

)6fdkfd

III. CBF THEORY

k*g*+ |q+k|?)

For a system of N bosons governed by the Hamiltoni-
an of Eq. (1), a simple choice of the CBF variational
ground-state wave function is

N N

Wegr= [[@tr) [T 7™, (35)

i=1 Jj<k

where @(r;) is to account for the presence of the external
field U,,(r), and only two-body correlating factors
u(r;,r;) are included. [We neglect higher-order corre-
latmg factors such as u;(r;, 1,1, ), uylr,r;,1.,1), ... .]
Note that u(r;,r;) need not be a function only of
|r;—r, | as in the homogeneous case. Our task now is

(34)

{o determine the ¢(r;) and u (r},r, ) which minimize the
ground-state energy.

The [-particle distribution function n(r,r,, ...,1;)
and correlation function g(r,r,, ..., r;) for the chosen

variational wave function are defined by

NI fwéBFdrl+ldrl+2”'drN

n(r,ry, ...,0)=
b ! (N-—-l)! f WéBFdrldrz st dr;rv
(36)
=n(r)n(ry) - - n(r)glr,r,...,5),
(37)
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where n (r) is the single-particle density distribution. Vg (r,r)=g(r,r)Vyu(r,r;)
Take the gradients of both sides of Eq. (36): For [ =1 ,
and 2, we obtain the generalized Bogoliubov-Born- + f dryn(r3)[g(r,r,13)
Green-Kirkwood-Yvon (BBGKY) equations —g(r,1,)g(r,,13)]
V,n(r,)=2n (r,)V, Ing(r,) XVyulr,r). (39)
Equation (38) has been used to obtain Eq. (39). Using
+ f dryn(r)n(r)g(r,n)Vu(r,rn), Eq. (38), the variational ground-state energy
(38) _ (Wepr | H | Yepr?
o (Wepr | Wepr)
and can be expressed as

J

ECBF—-fdr[V‘/n +tfdr Ueulrn (r)+% fdr, fdrzn(rl)n(rz)g(r,,rz)v( T, —ry])
L[ dry [ dryn(rn(n,)g(r,n)[Viu ()]
2
_%fdr,n(rl) [f drzn(rz)[Vlu(rl,rz)]g(r,,rz)J
+§fdrlfdrzfdr3n(r1)n(rz)n(r3)[V1u(rl,r2)~V1u(r,,r;)]g(rl,rz,n). (40)
Using Egs. (39), Eq. (40) can be written as
ECBF——fdr[V\/n ]Z—H:fdr Ueolrn(r)+— fdr,fdrzn ryn(ry)g(r,rul|r,—ry|)
++ [dr, [dryn(e)n(e)V,g (1,5 Vyu(r,r,) . 41)

Now we expand n (r), g (r,,1,), and u (r,,r,) in orders of € and A:

n(r)= 3 ng(res, =3 n (AT 42)
a=0 =0
glr,r)= 3 g.(r,rye% g,(r,r)= 2 "(r, A", (43)
a=0 =0
ulr,n)= 3 u,lr,n)e% u,lr,rn)= 3 u"(r,n)A". (44)
a=0 m =0

The following properties are known for n,, g,, and u,.
(1) In the homogeneous case we have

no(r)=A=N/Q ,

and
golrpr)=gol |1y—1y|), uplr,r)=uol|r—ry]). 45)
(ii) Since
N=nQ= fn(r)dr: > s“fna(r)dr=ﬁ0+ i e“fna(r)dr,
a=0 a=1
we have
A,(0)= [ na(n)dr=0, a=12,...,cx . (46)

(i) For a > 1, we still have the following symmetry properties:
ga(rl,r2)=ga(l’2,r]) N
and

U r,r)=u,lr,r) . (47)
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(iv) When there is no interaction between the particles, i.e., A=0, we should have
glr,r)=1,
and
u(r,ry)=0.

Since g’ (ry,r,)=1, Egs. (43) and (44) then lead to

g9(r,r,)=0, a=1,2,...,
and
u®(r,,1,)=0, a=0,1,2,..., 0 . (48)
Using the expansion formulas (42)—(44) and the properties given above in Egs. (45)-(47), Eq. (41) can be rewritten as
Ecgr=Eq+eE\+e’E;+ -+ -, (49)
with
E,= %‘ kfgo(r r)dr—f———nzf Vgo(r)-Vuy(ridr , (50)
72
E,: }” f fgl rl,rz)u(lrl—rzi)dr,drz-f——f fV,gl r,1,)-Vyuy(r,r,)dr,dr,
+‘n—8_ f f Vlgo(rl,rz)'vlul(rl,rz)drldrz N (51)

and

By=y J TmoPdrs [ Ugtom et 3 [ f"l(rl)”l(fz)go(rhrz)v(lrx—rz})dr,drz
-+—n)Lf fn1 r)g (r,u(|r—r,| dr,dr2+ f fgz(r],rz v(|t;—r, | dr, dr,
+%f f”1(1'1)"1(f2)ngo(l',,rz)-V,uO(r,,rz)dr,dr2
+% f fn;(rl)Vlgo(n,rz).Vlu,(rl,rz)drldr2+% f f"1(f2)V1go(l’pl’z)'V1u1(r,,r2)dr1drz
+‘Z‘f f”1("1)Vlgl‘rl’rz)'vluo(fhfz)dﬁdl‘z+%f [ ni(x)V g, (r,,1)-V ug(r,1p)dr di,
+11——8—2—f fV‘go(r"rz)'Vlul(rl’rz)drldr2+%2f fVlgl(rl:rz)‘vnux(l'prz)drldrz

=2
n
+ [ [ Viga(r,0)Vyug(r,1y)dr, dr,y (52)

where we have once again assumed U xt(k=0)=0in Eq. (51) without loss of generality.

The homogeneous case, € =0, has been discussed thoroughly in Ref. 5. In the Appendix, we shall derive some of its
variational properties.

We now consider the first-order terms in €. Expand E, of Eq. (51) in orders of A, and write it in the momentum
representation, we have

E,= 3 E/™am, (53)
m =0
with

E{ =0, (54)
E\" =0, (55)

i k2 it ~
Ep=-"L g V(k,k) |D(k)+—1a YV(k) |dk kg ko ik k)dk (56)

t= sy J & T gy d KES RS
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and

(3)

2
/\(2)
(k, k)5 (k)dk
e Y 30

1,)3 [ k% Px0u Vikidk+—

fk g (k)i ' (k)dk
2(2 >

[ k% Mk Ml kodk+ 3f kg 3k)a {V(k,k)dk . (57)

+8(2 3

The properties (i) and (iv), Egs. (45) and (48), have been used in obtaining Egs. (56) and (57). The Fourier transform of
any function F (r,,r,) is defined by

F(k,,ky)= fF r,T,)e ”k"rrkz'rz’drldrz. (58)

In order to determine the relationship between g™’ and u ™, as for the homogeneous case shown in the Appendix,
we call on the use of the BBGKY equation (39) in conjunction with the Kirkwood superposition approximation,

g(r,,1,5,13)=g(r,,1,)g (1,,13)g (r3,1)) .

To first order in €, expanding both sides of Eq. (39) in powers of A, we find with the assistance of the properties (i)—(iv)
in Egs. (45)-(48)

g1 (kpky) =1 {V(ky, k) (59)
and

§‘12’(k1,k2)=ﬁ‘12’(k1,k2)+ﬁﬁ‘1"(k1,k2)ﬁ Wk )+ 0 kg, ky)E Pk )+ A Dk —ky)E Lk a g k)
ros [ @k, —q,k,—q)i y"'(q)dq . (60)

Equation (59), together with the relations given for the homogeneous case in Egs. (A6) and (A 10), immediately gives
rise to

E(IZ) =0. (61)
Using Egs. (60), (59), (A6), and (A 10), and noting that A \*/(0)=0, Eq. (57) for E{*’ can be rewritten in the form

2
E(13):8n ; fdkaA(l)(k’k) 2§(02)(k) A(Z)(k)__zn[ 1)(1()]2_*__2_717-_.)E f_/‘(q_ié\é)“(q)g\z)“(Jq_k' )dq , (62)

where Ag (?'(k) is as defined in Eq. (A8). It has been shown in Eq. (A16) of the Appendix that the expression in large
parentheses in Eq. (62) vanishes identically. Consequently,

EP¥=0. (63)

While these results could have been obtained as a consequence of directly minimizing the energy expression with
respect to ¢(r;) and u (r;,r; ), we have carried out term-by-term evaluation to illustrate how higher-order terms will
be treated.

Next we consider €’ terms. Expanding E, of Eq. (52) in orders of A using expansion formulas (42)—(44) and proper-
ties (45)—(48), we find to order g%\’

E,= 3 EyA™, (64)

E‘z"):if{w (0 Pdr+ [ Uy (on'O(r)dr

87
:.gﬁ f k2 (,0)(k)ﬁ (]0)( dk+ . J‘ Uex! (0) —k)dk , 5)
E(ZUZZ% f Vn 2 (e)-Vni(rd e+ f Uew(p)n ' (r)dT+ 5 f f n ' rpn (e (|1, =1, | )dr,dr,
:ﬁ J e omy i~ (KR (U —K)dk
+ 2(217”3 J afwon ‘{”(—k)ﬁ(k)dk, o

and
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E‘22)=-§1;l_- [ 292 2(0)-9n P (0)+ V(D (1)-Vn () (1) Jdr
+ f f Uen(1)n i ()d 1+ 5 f ni?(e)n P (r)gg" (| 1y =1 | W (| 1,—1; | )1, dr,
+ [ [ nPCn o[-, )dl'ldl‘z'f'%z‘ fg‘z”(r,,rz)v( |r,—r1,|)dr,dr,
+n f f n'O(ry)g !V (r, v (| r—1, | )dr,dr,
+3 [ [ n0anS )V g ([r—r, )Vl (| 1= 1, | Mdr, dr,
+% f f n (Vg (| ry—1y | )- ViV (ry,1,)dr, dr,
‘*“;Z [ [ n@mvield (i r—r )V uV (e, n)dr, dr,
+3 f f”(m IV, V(| ry—r,| )dr,dr,
+“Z‘ [ [ n0)vie ) 9w ry—1, | )dr, dr,
+E8—2 [ vedtin—1,)-vuix,1,)dr, dr,

—2 —
+£§ IJ Vlg(ln("hrz)'vxu(1”(11,&)‘“1dl'z+£§— [ [ vigsr,r)-Vul( | 1,1, | Mdr, dr,

=——)3 [ 12k O008 3k + k2 (V(k0)f (P(—k)Jdk+ J 008 P—k)dk

8n(2m (27)?

+ 2(2,,)3 I [ 00—k Pk, —k g (K, Bk dk, dk,

+(2:T)3 f fﬁ‘,°’(k)ﬁ‘,"(——k)ﬁ(k)dk+ g fA(l(k K)5(k)dk
(21,)3 J [ 200k —k)8 " (— k), —ky ok Mk, dk,

+ 8(217.)3 f fﬁ(lO)(kl-kZ)ﬁ (10)(k2~k,)(k1-k2)§f)”(k2)ﬁ é)“(kl)dkldkz

3(2 8(2m) J [ 70k —k )k, ky)E k) {Piky, ky)dk, dk,

+ 8(2"”)3 f fﬁ<‘0)(k,—-k2)k%§§)l)(k )u(”klykz)dkldkz

+ 8(:;)3 f fﬁﬁo)(kz”kl)(kl'kz)g”l”(kl,kz)ﬁ (Dk,)dk, dk,

+ 8(2 3 I [ 200k Ok k)it (ke dk, dk,

[ [ k% MmOk, k)dk+

i’ 72 R R
i 2 ? sy J LR kk)E P~k —ky)dk, K,

8(2 )3 [ k% k08 Mkodk 67)

Before we consider the variation of EY’, E{, and E$*, we should point out some useful relations that exist for
nim gim U . and «!™. Since n{™(r), g!’ ’(rl,rz) U, (1), and 4™ (r,,r,) are real, we have
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ﬁizn.)(k):[ﬁix’")(_k)]" é\i,m)(khkz [A(m) kp“kz)]‘ ,
ﬁ x  Alm) A~ (m) * (68)
O () =[O e —K)]*, 3" (K, k) =[8 (K}, —k;)]
Also, the symmetry property of g'™(r,,r,) and u ™ (r,,r,), Eq. (47), gives
£k, ky)) =8 M=k, —ky), @7k, ky) =1 UM(—ky, —k) . (69)

As in the derivation of Eq. (59), the BBGKY Eq. (39) in conjunction with the Kirkwood superposition approxima-

tion yields

&0k, ky) =% (k) .

(70)

By Egs. (70), (A6), and (A10), % 5 and £'%" disappear from E (2’. We are finally ready to apply the variational princi-

ple by minimizing EY®, E", and E(ZZ’ with respect to A (¥, # {!
From Egs. (65) and (66), we find that both 8E " /8# ©(k)=0 and SE“’ /8% {P(k)

(k)

',and gV (or 7 ).

=0 yield

With Eq. (71), the dependence of E}?’ on fi {?’ also disappears. From 8E}?’ /8# {!/(k)=0, then, we obtain

7 (k)= —aad(k)n (k) /k? .

(72)

From 8E? /88 {V(k,,k,) =0, using Egs. (59), (A6), and (A 10), we find

kl'kzﬁ(kz) ﬁ(kl)

kik3 ki
Substituting Egs. (71), (72), and (73) into Egs. (65
rive at the optimized energy expressions,

£k, ky) =2 Ok, —k,)
n

(73)

), (66), and (67), after some mathematical manipulations we finally ar-

E(m:(*;—;% J ax Iﬁexliik”z ’ (74)
£ = (ir;; f“’“w ’ (75)
and
EQ = —(23;,)733 [ dx Iﬁm(l;)slpﬁuk) B (2,1—:; [ ax qu—lﬁg‘;l—%)(q)
S g s
e

IV. DENSITY-FUNCTIONAL THEORY

Ebner and Saam'’ generalized the local-density-
functional method (LDF) to treating Bose liquids. The
ground-state energy functional

E[nl=~ [ eyln(n)ldr
+e [ n(DU(ndr+4 [ [VWa(©Pdr, (7

contains an energy density ey of a homogeneous system
at the local density n (r). Apart from a constant,

=1 __202 B (k)
PRI [ ax i 78

Using the expansion formula (42) and the property (ii)

ey()=—1n’4

I

[

of Eq. (46), casting E[n] in momentum representation,
and varying E with respect to ,(k), we find order by
order in the expansion

n(=nog+ 3 eny(r), A k)= 3 & (kA™

a=1 m =0
(79)
—4a0, (k)
fi ‘,°’(k)=~——-;2————— , (80)
7 {Mk)=0, (81)
41 7 O(k) 9 2q)
7 P(k) > dq— (82)
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Also, E{™ =0, for all m =0,1,2, . . ., w;
2 | Oe®)]?
EQ = = f 2 dk , (83)
E{V =0, (84)

J

sE[nl~—1 [ [ [[n(r)—n(rpe™ " ™2 xg ) -

—-8'1 ext k)l U

= 2ny fdkfd PR . (89

Going beyond local-density approximation, one adds a
nonlocal correction term to the energy functional,
8E[n]:

2

X)) ~\7))dkdr, dr, ,

or (86)
8E[n, (k)]z—ezfdkii (R (—K)[X () -~ Y7)] ,
where
kZ
X () — )N =—[S52(k)—1]
47
2 2
—A g P+ (2g 3 1 3alg ) HO ) 87)

So(k) denotes the liquid structure factor of the homogeneous Bose system, and g™ (k) represents the mth term in the
expansion of 1/7[Sy(k)—1] in powers of A. [g™ (k)] are taken then from the exact expressions given in Ref. 5.

Variation of E +8E with respect to ,(k) and separating into various powers of A as before give us a new set of
{f {™(k)} and new energy expressions. While E® is unchanged, we find

2
EV = 87 2 fdkw
2 = (2,”_)3 k4 ,

and

o ka, kH

(88)

ext
k

E{ =—8n3 f

D Xq)
quq(q 3f

fq4

; ﬁext(k) | %(g)0( | k+q])

87 ? | Uexe(K) | (DB | k+q1
- )6 [ dx [ dq p

1 0..(k) 1 % k)

217)3 f

V. COMPARISON AND CONCLUSIONS

In this work we have studied the ground-state proper-
ties of a weakly interacting Bose gas made inhomogene-
ous by the presence of a weak external field. Three
different theories have been used to obtain the ground-
state energy: the perturbation theory, CBF, and DFT.
In each case the energy is calculated to order A2

For the perturbation theory, a new and simpler
method than that of Ref. 5 is used to obtain both the
chemical potential and the ground-state energy. We
have shown that for the homogeneous system (g=0) this
method gives identical results to those of Ref. 5 using a
more conventional approach.

For our CBF calculation, only one- and two-particle
factors are included in the trial wave function, and the
Kirkwood superposition approximation has been used.

Comparing results from the CBF theory to perturba-
tion theory, we find that in the first order of ¢, Egs. (54),
(55), (61), and (63) agree with the results of the perturba-
tion theory. In the CBF, however, we have not proved
generally that E{™ =0 for all m. To second order in ¢,

877 2
s

k*q?|k+q|?

(89)

[

EL and E}", as given in Egs. (74) and (75), are identical
to those of Eq. (34) from the perturbation theory. But
for EY, Eq. (76) is able to pick up only parts of the
terms in Eq. (34). The last two terms in Eq. (76) cannot
be expressed in terms of perturbation diagrams. There
are two reasons. First, the choice of the trial wave func-
tion has been limited. It is not so much the omission of
high-order correlating factors, but the artificial separa-
tion of the single-particle factors (which account for sta-
tistical correlations) from the two-particle factors (which
account for dynamical correlations) that introduces in-
herent errors. For the ground state of a homogeneous
Bose system, the single-particle factors reduce to unity,
thus preserving the generality of the wave function. The
inclusion of higher-order correlating factors would im-
prove the description of the ground state, leading asymp-
totically toward an exact expression while continuing to
preserve the generality of the wave function. It does not
work in the same way for its excited states, or for an in-
homogeneous system, or for the ground state of a Fermi
system. (For example, for the excited states of a homo-
geneous Bose system, factorization leads to the Feynman
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theory, which is exact only in the long-wavelength limit.
It fails to describe phonon dispersion. See the detailed
discussions in Ref. 2.) The second reason is the use of
the Kirkwood superposition approximation. At such
low orders, this approximation scheme would have been
acceptable (as seen in Ref. 5), were it not for the above-
mentioned problem created by using such a trial wave
function for an inhomogeneous system.

For the DFT calculation, we find E{™ =0 for all m, in
agreement with the perturbation theory. However, in
the LDF, other than O (£21°) there is no similarity at all
between results from the DFT and from the perturbation
theory. A nonlocal correction term to the energy func-
tional has to be included in order to get the correct re-

1703

sponding expression in the perturbation theory.

We conclude that in their simplest workable forms
(meaning the renormalized theory by Ebner and Saam in
the case of DFT) the CBF theory yields results which
are better than DFT. In particular, it is superior to
DFT in the local density approximation, even though
the latter was designed to take care of systems with slow
and small density variations such as the one considered
here.

APPENDIX

We expand E, of Eq. (50) in powers of A using Egs.
(43) and (44). Writing E; as Eq= 32 _oE{™A™, we

sult for ESV. E% remains far apart from the corre-  have, using property (iv), or Eq. (48),
J
EY =0, (A1)
E(l) —2
((; :nTﬁ(o), (A2)
E(Z) ) =2
é :”7 fg{)"(r)u(r)dr+~'—18—fVg},”(r)-Vu})”(r)dr
(2 )3 [ & wnk k+ o [ k% Pwoa kdk (A3)
E(3) _
o :”7 [ @ )dr+—f[Vg‘2) Vu i (1) + Vg (1) Vu P (r)ldr
=2
n 5(2) n Q)G (n & (D7 (2) 2
= (kw(k)dk (k)u y'(k) (k) (k)]k“dk , A4
a2v3 J& T 2m) J & &0 gkl (Aad
E(4) _2
fg“”) (riv(r dr+— f (Ve (r)-Vul (r)+ Vg (r)-Vu 2 (r)+ Vg (r)-Vu ' (r)ldr
g fg ndk+ -2 )3 [ 1 & ha k) +g Poi Pk)+g ki k) 1k dk (AS5)
We now wish to determine the optlmal {ug™(r)} which minimize {EJ™ }. The relation between g™ and u{™ can

be obtained from the BBGKY Eq.
=g (r,r,
ty (iv), or Eq. (48), we find the following. To order A:

Vg (n=Vui(r), org{Mk)=a k).
To order A%

(39).

(2)

Vigo o

(|ry—ry[ )=V ug

(Jr—r | )48t (| r—1, | )V

We use the Kirkwood superposition approximation g(r,r,,r;)
)g (15,13)g (13,1;) in Eq. (39) and expand both sides of this equation in powers of A. Once again using proper-

+7 [ g (= Vi =13y

or

£(2) ~(2) — A (s (1) 1 kg
(k)=u y'(k)+n (k)u o (k)+
8o 0 8o 0 (27) f K2

Using the relation

[ 2 et k—ql g gdq= [ XKDy

and Eq. (A6), Eq. (A7) can be written as

f £0'(qg

(A6)
1“0 (|ry—ry|)
1)
(Ik—a] g5 (g)dq . (A7)
985" (|k—q])dq,
0'(|k—ql)d (A8)
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To order A*:
Vlgé)”( |1—1, | )=Vyug(| 1 —15] )+867 (|1, —15] Wiug ([ 1—1])
+80'(|1—1, )V lui,z)(|r,—r2()+ﬁfg(”(|r2-r3])Vluf)z’(|r1—r3])dr3
+7 f[gm ]r,—rzl)gé,“(|r2—r3])+g§)”(|r1—r3|)gé)”(]r2—r3l)

(2)

+8¢ (| ry—r13] NViug (| ry—ry| Mdry,

or

gXk)=a P k) +agPon Nk +a g Pkona Pik)

N k q) ~ %
+ 2) k— )(l) yd ( 2) k— d
(217)3f g P(|k—q|)g Mg a+ )3f £ P k—q|)dq
..__(1/\ 1) (1 A~ (1 /\(1 A A
2 5 [ 3 k—a 8@ o) a+ (2#)3 fﬁgo’ |k—q| )8 (=K (V(g)dq . (A9
Substituting Eq. (A6) into Eq. (A4), and using 8E ' /88 \’(k)=0, we find
£ W(k)= ~2kv2(k) (A10)
Using Eqgs. (A6), (A8), and (A10), it can be shown that
8E(3) ’Tz
D(k)+18 ) (k)k?]=0 . All
88 &'(k) =20 gakEd (ALD
Now we consider the condition 8E " /8g{* (k)=0. From Eqgs. (A5) and (A10) we have
8E(4) ’_1_2 SAg (3)(q)
2k2’\(2)(k) ZAA(Z) A(l) , Al2
A(2 k) 8(277')3 go g fg A(Z (k) ( )
where Ag ‘?(k) is as defined in Eq. (A8) and Ag3(q) is as defined by
A8 (g =8 g —1i §q) . (A13)
From Eq. (A9), we have
8Ag ) 1 .
P = 2ng£,”(q)8(q—k)+(2Tr)3g§,”(2q-—kl). (A14)
Substituting Eq. (A14) into Eq. (A12), we have
2
£ k) =188 PU)+A[E VP + —— [ L gVgig i |a—k|)dg . (A15)
2(2m) k
Using Eq. (A8), Eq. (A15) becomes
3n 1 2
A(Z)(k):____ A(l)(k)2 A(l A(l) k— d + i_ ( ) (l) k— )d . (A16)
£ 2 [P+ )3f (|k—q])dq 2(27)3fk 98| k—q|)dq
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