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Electronic excitation of condensed-gas solids by MeV light ions results both in luminescence and

in kinetic ejection of atoms and molecules from the surface of the solid. This work reveals that
ejection of Ar atoms from electronically excited solid argon films arises from two nonradiative

repulsive dissociation steps in the deexcitation decay sequence which contains the major radiative
transition. A hale-difFusion model with nonradiative quenching at the metal substate on which the
61ms are grown accounts for the dependence of the sputtering and luminescence on film thickness

0
and gives an estimate of 230 A for the hole-difusion length. The hole-diffusion model also ex-

plains the nearly linear dependence of the sputtering and luminescence yields on electronic stop-

ping cross section for high-velocity incident ions. Intentionally added 02 and N2 impurities reduce
the hole-diffusion length. These reductions provide values for effective reaction volumes, k+ r, of
7/10 "" cm for 0z and 3X10 ' cm' for N2, where k+ is the interaction rate constant of the
holes with the impurity and r+ is the lifetime of holes in pure films. The 02 and N2 impurities

0 0
also quench nonmobile luminescent excimers, Ar2, over large distances: 21 A for 02 and 11 A for
N2. The magnitude of the sputtering yield characterizes the vacuum interface as primarily hole

reflecting, but with a surface-hole-trapping rate about 6 times that of the bulk. Surface 02 impuri-

ty greatly enhances surface trapping of free holes. Sputtering of Ar2 dimers is evident from the
observation of 11.3-eV luminescence in the region in front of the argon films. The dimers are
emitted with -0.8 eV of kinetic energy. This is consistent with the repulsive decay forming an

energetic Ar*„which forms Ar2 upon exiting or, possibly, the ejection of an Ar2 during trapping
at the surface.

I. INTRODUCTION

In this paper, MeV light-ion-induced sputtering (ero-
sion) and luminescence of solid argon films is studied in
order to determine the mechanisms of atomic ejection
due to the electronic exeitations and ionizations are pro-
duced. Electronic "potential" energy must be converted
into kinetic energy of sputtered particles, and mecha-
nisms for accomplishing this are not well understood.
Because the initiating events are electronic excitations
these mechanisms will also be related to those for
electron- and photon-stimulated desorption.

Electronically induced sputtering is distinct from
sputtering by elastic collisions, which is described by a
collision cascade model. ' In this model, a sequence of
wide-angle momentum-transferring collisions starting
with a collision between the incident ion and a target
atom eventually results in atomic ejection. This model
adequately explains the size of the sputtering yields of
keV heavy ions incident on amorphous metal targets. '
Bombardment of certain insulating films by swift light
ions leads to erosion rates that are much higher than
predicted based on the collision cascade theory. This

was first noticed for keV light ions incident on KCI (Ref.
4) and for MeV light ions incident on low-temperature
H20 films. The importance of electronically deposited
energy in causing erosion was subsequently demonstrat-
ed for a variety of insulating 61ms.

The general nature of those processes leading to the
electronic sputtering of insulators has been discussed. '

However, in many cases that have been studied„ the
cornplieated chemistry of ion-induced fragments inhibits
the interpretation of the results in terms of specific exci-
tation and ejection mechanisms. For example, bombard-
ment of 020 films with 1.5-MeV He+ ions gives rise to
an Oz yield which rises slowly with fluence, but a 020
yield which is prompt on the fluence scale. This sug-
gests the di8'usion and interaction of fragments to form
02 which is later sputtered. Also, bombardment of CO
films with 30 keV Kr results in a variety of ejecta: CO,
CO2, Oz, 0, Cz, and (CO)2, as well as in the subsequent
creation of a carbon-rich residue. ' In both of these ex-
amples, the varied composition and the rich transient be-
havior of the ejecta indicate the importance of fragment
chemistry, but scant light is shed on ejection mecha-
nisrns. For the present study, solid argon was chosen be-
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cause of its monatomic van der %aals lattice. The be-
havior of ion-induced fragments is not a problem as it is
with frozen 61ms of molecular gases, and the results of
excitation and ionization in the argon lattice are expect-
ed to be relatively simple compared to the case of con-
densed molecular gas solids.

It is well known that a consequence of electronic exci-
tation of liquid and solid argon is the production of in-
tense ultraviolet luminescence. " The luminescence spec-
trum is surprisingly rich and has been attributed to radi-
ative decay of several types of excited centers. ' The
large Stokes shifts between optical-absorption and emis-
sion spectra are indicative of the large lattice relaxation
in these excited centers. For example, the dominant
9.8-eV luminescence is produced as a result of a
minimum electronic excitation of 12 eV to form Ar', an
exciton. The Ar' relaxes with a ground-state Ar atom
to form an excimer Arf in which the internuclear sepa-
ration is considerably smaller than the normal lattice
spacing. Furthermore, this dimer is contained within a
distorted cavity, ' with the atoms nearest the dimer dis-
placed outwards from their normal lattice positions by a
distance of the order of 1 A. Since the relaxation of
electronic energy to form the luminescent center in-
volves physical rearrangement of the lattice, consider-
able potential energy is stored in the center until it
luminesces, at which time some portion of the lattice dis-
tortion energy can become available as kinetic energy of
atoms. In previous works simple repulsive dimer decay
models have been proposed to account for particle ejec-
tion. ' ' In one of these, ' conversion of electronic ex-
citation to kinetic energy of atomic motion is attributed
to two separate repulsive steps involving Ar2+ and Arz
dimers, one of which occurs before and the other after
radiative decay yielding 9.8-eV photons. Another mod-
el' attributes ejection to the distortion produced around
a dimer near the surface as dimer formation and relaxa-
tion take place (cavity ejection). These models imply a
correlation between sputtering and luminescence in elec-
tronically excited argon films. The present work exam-
ines this correlation in detail, considerably elaborat-
ing on our previously published work. '

This paper presents the experimental observations of
sputtering and luminescence from argon alms bombard-
ed by MeV light ions. A simple relationship is found be-
tween the dependencies of the sputtering yield of argon
atoms and the 9.8-eV luminescence yield on the thick-
ness of the argon film. This relationship is modeled
from diffusion and decay of electronically excited states
and provides the value of the diffusion length of Ar+
ions (holes). The dependence of sputtering and lumines-
cence on the excitation density along the track of indivi-
dual exciting H and He ions is examined by changing
the ion energy over a wide range. The yields are nearly
linear in the excitation density and reveal the low proba-
bility of interaction of holes with each other as they
diffuse in the lattice. The sputtering and 9.8-eV lumines-
cence correlation leads to evaluation of the boundary
conditions for holes at the metallic substrate on which
the film is grown. The data are consistent with this in-
terface being a perfect sink. The absolute magnitude of

the sputtering yield is additionally accounted for by the
model and provides an estimate of the boundary condi-
tions for holes at the vacuum interface of the film. In an
uncontaminated 61m this interface is found to be highly
rejecting for diffusing holes. The influence of intention-
ally added impurities on both luminescence and sputter-
ing yields is also examined. These dependencies lead to
values for reaction-rate constants or cross sections be-
tween the excited states of argon atoms and impurity
centers. Luminescence at 11.3 eV is found to be directly
correlated with sputtering, both having the same film

thickness dependence. The luminescence is present in a
plume of sputtered particles in front of the bombarded
target.

II. EXPERIMENT

Figure 1 shows a schematic diagram of the experimen-
tal setup for measuring sputtering and luminescence
from ion-bombarded argon 61ms. The experiments were
done in a stain1ess-steel ultrahigh vacuum (UHV)
chamber with a base pressure of 1 to 3)&10 Torr,
maintained with a cryopump. The quadrupole mass
spectrometer is in a separate UHV chamber closely cou-
pled to the first but separately pumped with a second
cryopump. The uv spectrometer is in a third chamber
which is vacuum isolated by a 0.58)&8-mm s11t, which
also serves to define the region at the target from which

CHANNELT RON

DRUPOLE

lONI ZER

PARTlCLE
DETECTOR

CQLLIMATQR —
)I

P~vH e' ~ I2K Be
SUBSTRATE

VACUUM MONOCHROMATOR

FIG. 1. Experimental apparatus for measuring sputtering
and luminescence from ion-bombarded solid argon films. The
inset shows the grazing angle target geometry used in studying
uv emission from a plume in front of the target. See Fig. 7 and
discussion in Sec. III B.
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light is observed by the spectrometer. In some experi-
ments in which only photons with energy ~ 11 eV were
being studied, the slit was replaced by a MgFz window.

Films of frozen argon were created by directing
room-temperature argon gas towards a beryllium foil
onto which a 50-A gold overlayer had been evaporated.
The beryllium was mounted on a copper cold finger
cooled by a liquid-helium transfer system. The tempera-
ture of the cold 6nger was —12 K as measured by a
Chromel-Au-Fe thermocouple referenced to an ice bath.
The inlet gas came from a stainless-steel manifold which
had bottles of pure gas attached to it. Commercially
available argon gas with a stated purity of 99.9995% was
used. The gas pressure in the manifold was measured
with a capacitance manometer. %ith suitable calibra-
tion (discussed below), a change in pressure in the mani-
fold, which had a 6xed volume of —100 cm, could be
converted into an absolute film thickness on the cold
finger. All 61ms were grown at the same continuous rate
by adjusting a leak valve to a maintain an argon partial
pressure reading of -3X10 Torr on the ice chamber
ionization gauge as the manifold pressure decreased.
The argon partial pressure near the target during 61m
growth is considerably higher than the chamber pres-
sure, since in the usual film growth geometry, most of
the admitted argon directly encounters and sticks to the
target, Under these conditions, it took about 200 s to
grow a film 2000 A thick. This growth procedure in-
sured that, in a series of runs, the co-deposition of resid-
ual impurity gases from the UHV system was small and
constant at less than 0.1%.

Some of the argon films were deliberately "doped"
with small amounts of 02 or N2, up to concentrations of
1%. These films were created by admitting a mixture of
argon and the impurity towards the cold target. The
sticking probability for all species on the cold finger is
su5ciently high that the as-grown 61m impurity was ex-
pected to be the same as the impurity concentration in
the manifold, which is accurately known based on the
partial pressures in the manifold. A variety of checks
verified this expectation. Surface impurity experiments
were done by exposing an argon 61m to several lang-
muirs (L) of 02. (In these experiments, the impurity was
admitted diffusely rather than directly at the target, so
that 1 L= 1 monolayer. ) To remove a film, the cold
finger was heated to -40 K using a built-in resistive
heater.

The frozen 6lms were bombarded by MeV light ions
obtained from a 3.75-MeV van der Graaft' accelerator.
The measurement of ion beam current is crucial to cal-
culating sputtering and luminescence yields, but doing
this reliably is dif6cult2 due to large yields of secondary
electrons from the target and uv photons from the target
which produce photoelectrons at other metal surfaces in
the chamber. The suppression scheme used in the
present work consisted of two (mostly) solid cans con-
centrically surrounding the target. The outer can was
held at —644 V, the inner can at + 74 V with respect to
the target. The ion beam current was read as the sum of
the current to the target and those two surrounding
cans. The accuracy of this current integration scheme
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FIG. 2. RBS spectra measured during the erosion of an ar-
gon 61m by 1.5-MeV He+. As-grown (H); fluence -4.5)&10'
He+/cm 4,'); Auence -9.3&10' He+/cm (0); bare target
(0).

was -4% or better.
Absolute sputtering yields and argon 61m thickness

calibrations were obtained by Rutherford backscattering
spectrometry (RBS). ' For the RHS measurements,
1.5-MeV He+ ions were brought onto the films through
a 1-mm-diam limiting aperture and the central hole of
an annular solid-state particle detector. The backscat-
tered ions were energy analyzed by the solid-state detec-
tor, and a computer system collected the resulting ener-

gy spectrum.
Figure 2 shows typical RBS spectra for bare Au-Be, a

freshly grown Ar 61m, and for the Ar 61m bombarded by
1.5-MeV He+. The 50-A gold layer of the target gives
rise to a narrow peak at high backscattering energy. Be-
cause ions which backscatter from the gold pass through
any overlying materials, they lose energy in accordance
with the stopping cross section S, of helium ions in
whatever 61m lies on top of the gold. Therefore, a shift
in energy position of the gold peak is quantitatively re-
lated to a change in the thickness of the 61m. If a shift
in the gold peak is produced by application of a known
ion Quence, an absolute sputtering yield (sputtered atoms
per incident ion) may be calculated. If the shift is pro-
duced by growing a new 61m, the thickness of the 61m
may be calculated and the gas inlet system thus calibrat-
ed. Under some conditions the gold centroid did not
shift uniformly as the ion Auence increased, which indi-
cated a fiuence dependence of the sputtering yield. Part
of this was related to the thickness dependence of
sputtering to be discussed below, but part represented a
change in the properties of the film. Also, the width of
the gold peak was frequently an increasing function of
ion fluence, indicating that the 61m was becoming
nonuniform as it was eroded, a phenomenon noted in
sputtering of other condensed gas films. '

Relative sputtering yields of neutral species were mea-
sured with a quadrupole mass spectrometer (QMS).
QMS data were taken with CAMAC pulse-counting
electronics run by a DEC POP 11-23 minicomputer, a
combination which acted as a versatile programmable
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electronic strip chart recorder. The ion beam was
switched on and o6 electronically by a computer-
controlled pulser. The computer automatically switched
the @MS between selected mass settings, and at each set-
ting, it turned the beam on and then o6. During both
the on and off periods, the computer counted QMS
pulses (signal on, signal off), giving a temporally local
measure of both the ion-induced mass signal and the
background at that mass setting. The ion beam dose (q)
added to the film during each beam-on period was also
recorded. (The dose is measured in "counts, " where
each count is 10 " C of charge collected on the target. )

Then the relative sputtering (or luminescence) yield was
[(signal on) —(signal off)]/q.

Typical raw data were taken using a measurement
time per channel of 0.3 s, and a 1.5-MeV He+ current in
the range 2 to 10 nA through the I-mm-diam defining
aperture. If the pulsed beam was prevented from hitting
the target for several seconds by closing a mechanical
beam line shutter, the background observed was the
same as that measured after the beam had been oft' for
the 0.3-s data acquisition time. The signal-to-
background ratio was typically —1 at the largest
current. In Fig. 3, the relative sputtering yield, (signal
on —signal off)/q, is plotted as a function of Auence.
Even though the measurements recorded in a group of
channels near the center of the run were made at re-
duced beam current„ the relative sputtering yield is the
same as that of the rest of the run (although the larger
scatter rejects the smaller signal-to-background ratio).
This eliminates the possibility of collective elects such
as "sputtering" by macroscopic beam heating, which
would give rise to sputtering signals nonlinear in ion
beam. current.

Figure 3 shows that the sputtering yield had an initial
spike (transient) which lasted for a fluence of -5)&10'
ions/cm . We ascribe this initial spike to surface con-
tamination built up in the time between film deposition
and the sputtering measurements. To assign a yield to

the data, the subsequent Auence dependence of the yield
was extrapolated to zero Auence, ignoring the initial
spike. The extra sputtering due to the initial spike re-
moved only about a quarter of a monolayer of film. In
many cases, there is a gradually decreasing sputtering
yield as the ion dose increases as noted above in connec-
tion with the RBS measurements.

Ion-induced luminescence from argon films was mea-
sured with a 0.2-m vacuum ultraviolet spectrometer.
The dispersive element is an aberration-corrected con-
cave holographic grating. The grating is coated with Al
and has a MgF2 overlayer. Output pulses from either a
phototube assembly with a uv-to-visible converter or
from a channeltron were processed by the same software
as QMS pulses. The dominant 9.8-eV luminescence
band in pure argon films is -0.5 eV wide, and to look at
the whole band at once, the monochromator slits were
set to a width of 1.5 mm. To look at the spectral shape
of the emission with higher resolution the monochroma-
tor slits were typically set to 0.5 mm.

Figure 3 shows the relative 9.8-eV luminescence yield
plotted versus Auence. There is no evidence for an ini-
tial spike such as that observed in sputtering, and a yield
is assigned to the data by extrapolating the yield versus
Auence to zero Auence. For other luminescence bands,
the Auence dependence was very di6'erent than that
shown in Fig. 3 and will be discussed later.

To determine whether particles were sputtered in elec-
tronically excited states with resultant luminescence
emitted from a plume of sputtered particles in the vacu-
um outside the solid„ the target was viewed at at near-
grazing angle (see inset of Fig. 1 and Fig. 7). With the
entrance slit of the monochromator set at 0.5 mm and
the 0.58-mm diferential pumping slit, the monochroma-
tor views a region 1.1 mm wide at the position of the
target. The target could be translated perpendicular to
the spectrometer axis which is defined by the two slits.
The luminescence spectrum was obtained at di8'erent po-
sitions of the target; for example, with the monochroma-
tor looking at the region just outside the beam spot or
directly at the beam spot.

III. EXPERIMENTAL RESULTS
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FIG. 3. Fluence dependencies of relative yields. @MS
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A. Dependence of sputtering on ion stopping cross section

Solid argon films sputter very efiiciency under elec-
tronic excitation by incident MeV light ions. For exam-
ple, the sputtering yield F& of 1.5-MeV He+ ions is -42
atoms/ion. The dependence of Fz on the electronic
stopping cross section 5, is shown in Fig. 4. The present
work has provided absolute F~ obtained by RBS for
1.5-MeV He+ and 1.5-MeV H+, and relative Y& ob-
tained with the QMS for He+ in the energy range 1.0 to
3.0 MeV and H+ in the energy range 0.2 to 2.5 MeV.
Relative Fz values were also obtained for 1.0-MeV H2+
and 1.5-MeV H3+ and selected energies of He+. Rela-
tive Y'& were normalized to an absolute scale based on
the absolute yield measured for 1.5-MeV He+. Also
shown in Fig. 4 is a series of absolute Fz obtained from
Ref. 20 for He+ in the energy range 1.3 to 3.0 MeV.
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ized to the absolute sputtering yield for 1.5-MeV He+. The
9.8-eV luminescence: H+ (0); ~He+ (o ); 'He+ (6); H2+ (0);
H (0}.

Data for He+ and H+ are plotted at the appropriate
tabulated S,. Data for H„+ are plotted at n times
the S, for H+ moving at the same velocity as the H„+.
Data for He+ are plotted at S, for He+ at the same
velocity. For ions in the above energy ranges, Fz is
nearly proportional to S,. This dependence is in con-
trast to the nearly quadratic dependence observed for a
number of condensed molecular gas targets, HzO and
CO, for example.

S. Ion-inducecl luminescence

Solid argon Slms, in addition to sputtering eSciently,
also luminesce in the far ultraviolet when electronically
excited by fast iona and other ionizing radiation. Figure
5 shows a 1.5-MeV He+-induced spectrum in the
(9-12)-eV photon energy range. Prominent features are
noted at 9.8, 11.2, and 11.7 eV. The inset shows a pub-
lished emission spectrum' ' in this same energy region,
taken with higher spectral resolution for solid argon ex-
cited by 5-keV electrons. The resolution in the present
work did not permit separation of the three spectral
features between 11.5 and 12 eV. The feature labeled 8'
at —11.3 eV in the inset was consistently measured in
the present work to be at a slightly lower energy. It is
not clear whether the discrepancy is significant. It will
be assumed that the feature observed at -11.2 eV in
Fig. 5 is the 8'band of Refs. 16 and 27.

Broad luminescence bands at 6.2 and 7.6 eV were also
found. These bands were enhanced by deliberate addi-
tion of 02 and N2, respectively, to the Nms. These re-
sults are consistent with results published in the litera-
ture. ' %'e believe the appearance of these bands in

I

IO II

PHOTON ENERGY (eV)

FIG. 5. Ion-induced luminescence spectrum of pure argon
between photon energies of 9 and 12 eV. The line is to guide
the eye. The horizontal bar shows the resolution. The inset
shows a high-resolution spectrum in the same energy range,
from Ref. 16.

our purest films was due to incorporation of background
gas impurities at less than O. lgo concentration as noted
above.

The S, dependence of the 9.8-eV luminescence yield
( YL 9 s,„)was measured for He+ in the energy range 1.0
to 3.0 MeV, and for H+ in the energy range 0.2 to 2.5
MeV. The results, as shown in Fig. 4, are even more
nearly proportional to S, than the sputtering yields. For
fission fragments with S, about an order of magnitude
higher than the highest values covered in this work, the
published ratio of YL 9 s,v to S, eventually dropped rela-
tive to its nearly constant value at lower S,. The spec-
tral features between 11 and 12 eV are also approximate-
ly linear in S,.

The 8'-band luminescence at 11.2 eV seemed to come
at least partly from a plume of sputtered particles in
front of the ion beam spot, rather than completely from
the beam spot. To observe this, the target was oriented
to be nearly on edge with respect to the spectrometer en-
trance axis (see inset in Fig. 1). Then the target was
translated very nearly perpendicularly to the axis of the
uv spectrometer, and the S' and 9.8-eV features were
measured. The results are summarized in Fig. 6. The
smaller the values of target translation y, the farther in
front of the target the spectrometer looks. The 8'band
is visible for a wide range of translation than the 9.8-eV
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monochromator viewing axis. Normalized 9.8-eV lumines-

cence (o); Normalized 11.2-eV luminescence (G). The wider
spatial dependence of 11.2-eV luminescence than of 9.8-eV
luminescence suggests that the 11.2-eV luminescence in part
comes from a plume of sputtered particles.

band. If it can be assumed that 9.8-eV luminescence
comes only from the beam spot then there is a plume of
glowing sputtered particles that give rise to the lumines-
cent feature W. The shapes of the translation depen-
dences of the two spectral features are a consequence of
the geometry, as summarized in Fig. 7. They have not
been modeled quantitatively but we can conclude that
the plume extends in front of the solid argon target be-
tween 0.1 to 1 mm. The peak of the W band was also
observed to shift -0.6 eV lower in energy when the tip
of the plume was observed. Therefore, our observation
of the 8' band to be -0. 1 eV lower than observed for
the electron bombardment could be a result of a higher
weighting of the plume contribution in our viewing
geometry.

C. Sputtering and luminescence film thickness deyendences

b=Q

-a& b&0
I +y
I

y = 0.600

FIG. 7. Detailed schematic of the plume experiment
geometry. Depending on the angles a and b, the y dependen-
cies of the bulk and plume luminescence can have difFerent
shapes with respect to one another, as shown. Part (i) of the
figure illustrates the case of y =0.600 in. (The precise details
of these shapes depend on the beam spot size and the alumi-
num hold-down ring diameter. )

geometry studied using 24-eV electrons. ' These elec-
trons deposit all of their energy within a few monolayers
of the surface, yet F& saturates at the very large 51m
thickness of —1000 monolayers. '

Figure 8 also shows the FL 9 S,v thickness dependence
measured using the spectrometer tuned to 9.8 eV. The

A dominant feature of the sputtering of solid argon is
the film thickness dependence of Fs. An example of this
for 1.5-MeV He+ excitation is shown in Fig. 8. The
solid line is the result of a fit to a model to be discussed
below in Sec. IV. Practically identical sputtering thick-
ness dependence shapes were obtained for 1.5-MeV
He+, ' 1.5-MeV H+, ' and 0.75-MeV He+ ions. No
difference was observed in the shapes of the thickness
dependencies between QMS and RBS results. Fs is
smaller for thin films, and increases to a saturated value
for film thicknesses of -200 monolayers. Qualitatively
similar sputtering thickness dependencies were reported
for 1.0-MeV He+ ions incident on solid Xe films ' and
for ions and electrons incident on neon films.

The Slm thickness dependence of Yz is not due to
nonuniform excitation along the paths of the bombard-
ing ions. The swift light ions used in the present work
leave an essentially constant path of excitation and ion-
ization throughout the depth of the Nm. However,
saturating dependences of Fz on film thickness have also
been reported for the other extreme of excitation
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I

~ 0.6
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$00 200 500 400 500
FILM THICKNESS (&0'5 Ar/Cm~)
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FIG. 8. Film thickness dependence of the QMS sputtering
yield and the 9.8-eV luminescence yield. The solid curves are
6ts to a model discussed in Sec. IV.
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solid line is again a fit to the model to be discussed in

Sec. IV. The yield eventuaBy increases linearly with in-
crease in film thickness, but for 51ms thinner than about
60 monolayers, the luminescence is strongly quenched.
As reported earher, ' the precise shape of the FL 9 s,v
thickness dependence was unchanged within the experi-
mental uncertainties as S, was varied by a factor of -9.
The FL 9 8 ev Nm thlcknCss dCpCIldCnc1CS observCd for
argon films grown on polished Si and Ta substrates were
similarly offset from true proportionality, with essential-
ly the same asymptotic thickness intercept as displayed
for films grown on the gold-beryllium substrate.

The 6.2-eV luminescence band had a similar thickness
dependence to that of the 9.8-eV luminescence. The
projected asymptotic thickness intercept was approxi-
mately equal to that of the 9.8-eV luminescence.

The thickness dependence of the 8' band is shown in
Fig. 9. There is a strong similarity to the sputtering
thickness dependence which was simultaneously mea-
sured and is also shown. This corroborates the results
given in Ref. 16 even though the saturation thickness ob-
served in that work was much larger than that observed
in the present work.

D. Bulk aud surface impurity elFsjcts

A variety of bulk impurity experiments were pei-
formed. Both Fz and FL 98,v were reduced with in-
creasing impurity concentration. FL 9 s,v was very
strongly quenched by 02. The 6.2-eV luminescence
feature was strongly enhanced for 02 concentrations of
up to -0.2%, and the 7.6-eV luminescence was strongly
enhanced for N2 concentration of up to -0.8%. The
two bands are eventually reduced upon incorporation of
still higher concentrations of the respective impurities.
The residual 6.2- and 7.6-eV luminescence present with
no deliberately added impurities probably reflects the. in-
corporation of small impurity concentrations from the

residual gases in the vacuum system as the argon films
are grown. The slower a 61m was gro~n, the higher the
6.2-eV luminescence was observed to be in an otherwise
pure film. The impurity CSects on luminescence ob-
served in this work are qualitatively consistent with re-
sults in the literature.

The 6.2- and 7.6-CV luminescence bands displayed
fluence dependencies that rose from zero or a small
value to some maximum. Examples are shown in Fig.
10. On the same scale as this figure, the 9.8-eV lumines-
cence fiuence dependence (Fig. 3) rises at essentially zero
fiuence. The rising part of the fiuence dependence for
6.2- and 7.6-eV luminescence bands does not recur if a
film is left unbombarded for —10 min. This indicates
that a permanent change was produced by the incident
1ons.

As impurities were incorporated into the 6lms, there
was a change in the shape of the thickness dependence
of the sputtering yield. As shown in Fig. 11, the thick-
ness at which sputtering saturates is reduced as Oz is
added to the films. The solid lines are fits to the model
discussed in Sec. V. A similar but smaller shift occurred
for N2 impurity.

Surface impurity experiments were done by exposing
argon films to a few I. of 02. This resulted in the
quenching of the 11.3-eV feature by about a factor of 5,
and the quenching of the 8'band by about a factor of 10
(the remaining 10% may have been background from
scattering of the very high intensity 9.8-eV photon fiux
inside the monochromator). Overcoating argon films of
various thicknesses with -3 L Oi resulted in an approx-
imately thickness independent reduction of 9.8-eV
luminescence, as shown in Fig. 12. The effect is to shift
the asymptotic thickness intercept by about a factor of 2
to larger values, as shown by the solid lines which are
fits to the model discussed in Sec. V.
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FIG. 9. Film thickness dependence of the 11.2-eV lumines-
cence yield, open circles, and the sputtering yield, solid circles.
The solid curve is a 6t to a model discussed in Sec. IV.
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FIG. 10. Ion fluence dependence of the 6.2- and 7.6-eV
luminescence yields. On this scale the 9.8-eV luminescence
rises at essentiaBy zero fluence. The inset shows the ion-
induced spectrum in the (5-10}-eVphoton energy range.
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saturated level after an ion dose which was roughly pro-
portional to the amount of Oz originally deposited.
Similar e8ects were observed by letting the film sit un-
boI11baI'ded. Lollg waits of 10 to 30 Illlll, dllr111g whlcll
—1 monolayer of impurity may be deposited, resulted in
large initial sputtering spikes and an initially quenched
8' band. Because of the waiting time dependence of the
initial transient behavior, it is tempting to ascribe these
transient efFects to surface impurities, although the pre-
cise character of the observed transients is not quite the
same as when Oz overlayers are deliberately added.

IV. EXCITON MODEL OF SPUTTERING

A. Conversion of electronic energy
into atomic motion by dimer decay

0
Q

I I

I 00 200 500 400
FILM THICKNESS (IO' Ar/Crn2)

FIG. 11. Film thickness dependencies of the sputtering yield
for different bulk impurity concentrations of 02. The solid
curves are 6ts to a model disussed in Sec. V.

A number of transient efFects were observed due both
to depositing overlayers of Oz, and to simply letting the
film sit unbombarded to collect surface impurities from
the residual gases in the vacuum system. With thick
deliberately added Oz overlayers, the initial argon
sputtering yieM was reduced, perhaps because the argon
surface was buried. Eventually, however, the sputtering
yield was considerably enhanced before decreasing to its
normal value as all the Oz is sputtered off the surface.
The fV band was initially quenched, but returned to a
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1. Gus phase

The internuclear potential-energy diagram for Ar pair
interactions is an important key to understanding the
conversion of electronic potential energy into the kinetic
energy of nuclear motion. The fate of ions and excited
atoms in the gas phase is intimately connected with the
rich overlap between attractive and repulsive internu-
clear potential surfaces. ' ' Figure 13, adapted from

FILM THICKNEM (4)

OOOO 5000
t l

4000
I

3p5(2pO)4p

0=2

) Ar f' at

EXCITONIC
ENERGY LEVELS
(SOLID STATE)

hp
11.4 eV}

3p (2p )48
J= 3/2 J=1/2

/
I

j
ENERGY LEVELS

(GAS f HASE

600 800

THICKNESS (10'5 Ar/cm~)

1000 1200

Ar+Ar
» wwzzave

2.0 3.0 4.0 5.0 6.0 5.8A

INTERNUCLEAR SEPARATION (4)

FIG. 12. Film thickness dependencies of the 9.8-eV lumines-
cence yield for argon 6lms with clean surfaces and for argon
6lms with -3 monolayers of 02 on the surface. The solid
curves are 6ts to a model discussed in Sec. IV.

FIG. 13. Gas-phase argon internuclear potential-energy dia-

gram, adapted from Ref. 33. On the right-hand side of the
6gure the solid-state excitonic energy levels are shown for com-
parison with the gas phase atomic energy levels. VB denotes
valence band.
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Ref. 33, shows how ground state and various excited and
ionized states of argon interact with neighboring
ground-state argon atoms. An Ar+ ion could undergo
the following sequence of decay processes:

Ar+ +Ar+ Ar~Ar2+ +Ar+ Ek;„,
Ar2+ +e ~Ar+ Ar * +Ek;„,
Ar +Ar+ Ar~Ar2 +Ar+E&;„,

Ar2 ' —+Ar+ Ar* +Ek;„,
Ar' +Ar+ Ar —+Ar2 +Ar+Ek;„,

Ar2 ~Ar+Ar+h v+Ek;„.

I

zg+
U

f ~ o
a a

l ~
le

Z„

Ar+ Ar"
I

h~ (e,sev)

Ar('S)+ Ar+{~p)%eo~o~ ~ AaO~

Ar" I (BZZ)
~ ~ ~ ~ ~ ~ ~ ~ I

~ ~ .0-

The last reaction is a radiative decay, since there is no
eScient nonradiative pathway from Arz to the ground
state. The photon emitted is Stokes shifted by -2 eV
from the lowest excited state and therefore is not reab-
sorbed. In each dimer decay step, two atoms are re-
pelled from one another with about 0.5 eV of kinetic en-

ergy. In the creation and eventual vibrational relaxation
of dimers via three body collisions, a net kinetic energy
of the order of 1 eV is also released. However, the
release takes place in small increments equivalent to a
few vibrational energy-level spacings.

2. Solid phase

The transition from the gas to the solid-state changes
the energy levels and dynamic behavior of excited (exci-
ton) and ionized (hole) states. Figure 13 shows how the
gas phase atomic energy levels coordinate to the exciton-
ic solid-state energy levels. The excited states are can-
tained in the 2-eV range in the solid instead of the 3-eV
range in the gas phase. Separate groups of atomic lines
coalesce into two sets of excitonic levels (n =1,2, . . . )

separated by spin-orbit coupling (X= —,', —,'). The exciton-
ic levels at the equilibrium lattice spacing of 3.8 A are
experimentally known from absorption and reflectance
spectroscopy.

A qualitative solid-state internuclear potential-energy
diagram can be drawn by combining well depths and
equilibrium internuclear separations from the gas phase
internuclear potential-energy diagram, with solid-state
excitonic energy levels. The decay process of excitons in
the solid state is expected to be similar to the decay of
ion or excited atom energy in the gas phase. The foHow-
ing decay scheme for holes is suggested as typical:

Ar+ +ArArz+(vib. hot)+ phonons,

Arz+(vib. hot)+e ~Ar+ Ar" +E„;„,
Ar' (moving)+Ar+Ar~Ar~z+Ar+phonons,

Ar2 ~Ar+Ar+Ek;„+h v .

Figure 14 shows the relevant solid-state potential-energy
diagram. In constructing this diagram, care has been
taken to account for any distortion of the lattice sur-
rounding an excimer. There is reported to be no distor-
tion about the Ar2+ ionic excimer, so that the interac-

I I ~
Ar ('S)+Ar('S)

2 3 4 5

INTERNUCLEAR SEPARATION (A)

FIG. 14. Solid-state internuclear potential-energy diagrams
of Ar+Ar, Ar+Ar*, and Ar+Ar+. The means of con-
structing this diagram is discussed in the text. Solid line, Ref.
35'„dashed line, Ref. 36; dash-dot line, Ref. 37; lower set, Ref.
38 (8); upper set, Ref. 39 {8};Ref. 40 (0 ); Ref. 41 ( &( ); Ref.
42 (+ ), The dotted line is the suggested potential-energy dia-

gram of Ar+ Ar as discussed in the text. Only the solid line,
( X ), and (+) represent actual data; the rest of the curves are
the results of ab initio calculations. The long arrows indicate
the suggested decay sequence of an ionic exciton Ar+. The

0

equilibrium lattice spacing is 3.8 A.

tion Ar+ Ar+ is shown at the band gap, 14.2 eV (the
electron-hole pair energy of solid argon). The vertical
compression of the energy levels in going to the solid
state makes possible the repulsive recombination of Ar2+
with an electron to form Ar and the n =1 exciton Ar'.
Since these separate energetically into an undistorted lat-
tice, the repulsive interaction Ar + Ar' is shown at the
first exciton level, 12.2 eV. The correct picture for the
attractive interaction Ar+ Ar' is estimated as follows.
9.8-eV luminescence arises from vibrationally relaxed
Arz (Ref. 12) which has an equilibrium internuclear sep-

0
aration of 2.42 A. A vertical radiative decay at this
separation to the known ground-state repulsive van der
Waals potential leads to the release of 1.1 eV of kinetic
energy. Thus, of 12.2 eV energy of an n =1 exciton
from which Ar2 arises, a total 9.8+1.1=10.9 eV is ac-
counted for by radiative and repulsive energy release.
The remainder, 1.3 eV, reflects lattice relaxation associ-
ated with the excimer Arz. Part of this is due to the
binding energy of Ar2 which in the gas phase is 0.68
eV; this leaves approximately 0.6 eV which is thought
to be stored in the elastic potential energy of a distorted



C. T. REIMANN, %. I.. BROWN, AND R. E. JOHNSON

cavity of Ar atoms surrounding the Ar2. This bubble
arises due to the negative electron aSnity of solid ar-
gon, by which the Rydberg electron orbiting the dimer
ion core slightly repels the surrounding lattice. In e8'ect,
the distorted cavity causes the solid-state attractive well
of Ar2 to be slightly deeper than it is in the gas phase, as
shown by the dotted line in Fig. 14.

The above suggested decay scheme for Ar+ is shown

by the arrows in Fig. 14. (Intermediate states such as
Ar" are ignored in this scheme. ) This decay scheme
reAects the fact that in the solid atoms do not initially
have directed kinetic energy. In the solid, the Arz di-
mers form, "cool" (relaxing toward the Arz+ minimum)
via multiphoton emission, and recombine with an elec-
tron. The Ar' created in the repulsive recombination of
an Arz+ with an electron is physically moving with a ki-
netic energy of -0.5 eV and therefore it can undergo an
immediate three-body collision 1eaving a self-trapped,
immobile Ar& excimer which relaxes via multiphoton
emission to the bottom of its well. Thus the two repul-
sive decays, labeled in the above scheme as Ek;„, are ex-

pected to occur at nearly the same place in the lattice
(but delayed in time by the 9.8-eV radiative lifetime).
The repulsive recombination of Arz+ with an electron
and the repulsive decay of Arz following 9.8-eV lumines-
cence each release about 1.0 eV of kinetic energy as
shown in Fig. 14. These kinetic energies are much
larger than the surface binding energy of solid argon,
0.06 eV, and therefore if these decays occur near enough
to the film surface (the vacuum interface) they can be re-
sponsible for the sputtering process.

The quantum eSciency of Ar+ to produce 9.8-eV
luminescence is thought to be high. When (10—30}-keV
electrons are incident upon solid argon, 30-50% of the
energy lost in the solid is converted into 9.8-eV lumines-
cence. About 80% of all incident electron-induced ex-
citations of any type are ionization events. Using
8"=23.6 eV as the average energy required to make a
hole-electron pair, it would be expected that -50% of
the deposited electron energy would be converted into
9 8 eVlum'nescence 'f the quantum efFiciency of Ar2
formation from any initial state is one. Therefore in the
models to be discussed we assume the quantum eSciency
of Ar+ is unity.

8. Kxciton dynamics

hole self-trapping and direct recombination of holes with
electrons might be expected to compete. The failure to
observe recombination luminescence at 14.2 eV, howev-
er, suggests that the dominant fate of Ar+ holes is self-
trapping rather than direct recombination.

2. Interface behavior

The dynamics of neutral excitons at a metal substrate
is fairly well understood. %hen a neutral exciton ap-
proaches a metal surface, an Auger-type process can
occur in which the excitonic energy is used to eject an
electron from the metal. This two-step photoemission
process has been studied in solid xenon and krypton.
En both cases, the data were best described by a perfectly
quenching substrate boundary condition. In the case of
krypton, the e%ciency of electron ejection was -0.3
electron per exciton. This qualitatively matched the re-
sults of a gas phase experiment in which rnetastable I'o
Kr atoms were scattered from metal surfaces with resul-
tant electron ejection.

The behavior of holes near a metal substrate has not
been studied. However, it is known from gas phase
scattering of low-energy (-100 eV) rare-gas ions from
metal surfaces that ions are very e%ciency neutralized by
an Auger or resonance process. %'ithin one monolayer
of the surface, transfer rates can be as high as 10' to
10' s ' (Ref. 52) comparable to or faster than an es-
timated charge exchange hopping rate for diffusion of
10' s ' and much faster than the 10" s ' hole self-
trapping rate discussed above.

The properties of excitons at the vacuum interface are
not well understood. The photoemission data from xe-
non were best described by assuming that the outer
surface is a perfect exciton trap. However, the photo-
emission data from krypton were best described by as-
suming that the surface is a perfect exciton reflector.
Also, details of the photoluminescence spectra of rare-
gas solids were best described by assuming perfect exci-
ton reAectivity of the vacuum interface for clean sur-
faces, and perfect exciton trapping for dirty surfaces, '
Recently the 11.3-eV ( W) luminescence band of Ar was
reported to be directly related to the outer surface. ' '

This suggests the possibility that the outer surface is at
least partially exciton and hole trapping and that the ra-
diative deexcitation of surface trapped species differs
from the deexcitation in the bulk.

Bulk behavior

Diffusion of Ar+ holes is a means of propagating large
"quanta" of energy over relatively large distances in the
lattice, so that energy initially deposited deep within the
film can migrate to the vacuum interface where a subse-
quent decay process could give rise to atomic ejection.
Photon excited excitons diffuse 50 to 100 A over —10
s (Ref. 47} before they are self-trapped as dtmels A12.
Ar+ can also difFuse by charge exchange before it is
self-trapped as Arz+. Later we estimate the lifetime of a
free hole to be 10 " to 10 ' s. Since the thermaliza-
tion time of a hot electron in the conduction band of
solid argon is also of the order of 10 " to 10 ' s,

C. Hole dift'usion model of I'&, Y'L, thickness dependencies

Diffusion etIuation and boundary conditions

The diffusion and self-trapping of holes excited by an
ion beam can be modeled based on the above ideas by a
diffusion equation. " ' '

Pl + +Ioo.+ =0,

n+ (x) is the hole density radially and temporally aver-
aged over many incident ion tracks, D+ is the diffusion
coeScient of holes, and ~+ is the trapping lifetime of a
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hole. The source function of holes, Ioa+, is a constant
since the swift light ions used in these experiments
penetrate completely through the 61m with only a small
change in their energy, thus leaving an essentially uni-
form path of ionization. Io is the Aux of incident ions,
and a+ is the linear density of ionization events along an
ion track. The hole diffusion length is given by
I+ ——8+v+. This one-dimensional diffusion equation is
derived from the three-dimensional tine-dependent
diffusion equation for a single-ion track by integrating
over time and over spatial coordinates perpendicular to
the ion track. Deviations from this form are discussed
later.

owing to the uncertainty in how holes behave at the
interfaces, general substrate and vacuum interface
boundary conditions are used for the above diffusion
equation:

dn+ (0) l+
D+ =bI n+ (0),

8x T'+

1 + (& ) x/I —x/I
=m~e ++m2e ++1,

Ioa
(4.1)

where d is the thickness of the film. The generality of
these conditions is reflected in the parameters 6I and
AI„which can each range from 0 to m. 6=0 corre-
sponds to an interface being a perfect hole reflector, and
6= ao corresponds to an interface being a perfect trap.
The quantities b, (1+ /r+) are the surface recombination
velocities at the front and back surfaces.

Since we assume a hole decays at the place ~here it is
self-trapped, n+(x)/v + is the average rate of decay of
holes in the bulk. The normalized solution to the
diffusion equation is

—8lI
bI( —1+6 b )e + —b b(1+6/)

0 for d )~l
(1+bb)(1+3/)e ++(1—5/)( —1+6 )be

d/IbI(1+ lLt, )e —+ —(1—bI )hb
&ll+ -dll+

(1+At, )(l+EI)e '+(1—5/)( —1+by) e ' +

and where the quantity d is the thickness of the film.
Figure 15 is a plot of expression (4.1) showing how the
values of 6 at the interfaces affect the hole density in the
bulk near the interfaces and hence rate of hole decay in
those regions. For thick 61ms, i.e., with front and back
interfaces separated by a distance of at least several
diffusion lengths, the bulk hole decay rate near an inter-
face characterized by 6 is fractionally lower by an
amount b, /(1+6 ) with respect to the decay rate deep
within the film, the de6cit being due to surface trapped
species.

If there is any tendency for holes to be trapped or
quenched at the interfaces, then at the vacuum and met-
al interfaces, respectively, the net fluxes of holes are

dn+ (0) dn+ (d)
4(0)=D+, 4(d) = D+-

lgX GX

n+(x& 5) =op

LLJ
C3

CL
td

X

2. Dependence of F~, Fs on jfltn thickness

There are three types of luminescence yields (Ft )

which could be caused by hole decay. Assuming unit
eSciency for producing a 9.8-eV photon and no absorp-
tion losses, luminescence that originates from hole decay
in the bulk of the 61m is given by

At an interface characterized by 6, the ratio of the inter-
face hole trapping rate to the hole decay rate far from
the interfaces is

1 /+surface l +
1/~+ 10 I +6 (4.2)

where Io is the lattice spacing and r,„&„,is an effective
lifetime of a hole at the interface, taking into account
the preferential trapping or quenching there.

FIG. 15. Solutions to the exciton diffusion equation (4.1)
with a variety of interface diffusion boundary conditions
characterized by different values of 5& and 5b. Results for
two different Nm thicknesses are shown.
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(x )
YL (bulk) =

Io

where X is the number of monolayers in the 61m and x;
is thc depth of thc 1th ITlonolaycl . For luminescence
from holes which are prefcrentially trapped at the vacu-
um interface

I'L (surface) = 4&(0) .
1

Io

%e assume that Auger processes deexcite holes near
x =d without luminescence. The corresponding sputter-
ing yield (1's) is calculated based on two repulsive de-
cays of dimers for each Ar+ created. (We will ignore
the contribution to both luminescence and sputtering
arising from excitation to states below the ionization
limit. ) Sputtering due to holes that decay in the bulk
and at the surface is calculated as

i ivn =(x )
Ys(bulk) = g [A+(x;)+A, (x; )],Io,.

Ys(surface) = 4(0)[A+(0)+A, (0)] .1

Io

In these expressions, A+ (x, ) is the average number of
atoms sputtered from the surface per repulsive recom-
bination event of Arz+ at depth x; and A, (x;) is the
same for repulsive events following radiative decay of
Arz. The functions A+ and A, reficct that the deeper in
the film a dimer decay occurs, the less effective it is at
causing ejection of particles, as shown by the classical
dynamics simulation of Garrison and Johnson. Be-
cause of the Stokes shift such functions are not needed
for modeling the 9.8-CV luminescence.

Using (4.1), for films with d »1+ these yields become

I'L(bulk) increases linearly with increases in film thick-
ness for thick films and has an asymptotic thickness in-
tercept equal to I+. Y's(bulk), although arising from
bulk decays, is negligible except for decays within a few
monolayers of the surface, because of A+(x, ) and A„(x, )

(Ref. 55) and therefore it saturates for thick films to the
result in Eq. (4.3c). Fs(bulk) is reduced to below 90%
of its saturated value for Sm thicknesses less than about
3l+ because of the inhuence of the substrate interface on
hole quenching. This is summarized in Fig. 15. Figure
16 shows model sputtering and bulk 9.8-eV luminescence
thickness dependencies for the case 5b ——oo, 6f 0
based on this model.

If there is any tendency for preferential hole trapping
at the vacuum interface, so that 5f g 0, the shape of the
I's(bulk} thickness dependence is not dramatically al-
tered. Also, the shapes of Fs(bulk) and I's(surface) are
essentially indistinguishable if 5f & 10. If species prefer-
entially trapped at the surface give rise to luminescence,
then there is a surface luminescence term YL (surface) in
addition to the bulk luminescence term. YL(surface) has
a thickness dependence almost exactly like that of
Ys(bulk) and Fs(surface). If trapped species at the sur-
face give rise to the same luminescence as do bulk
trapped species, then the asymptotic thickness intercept
of the total luminescence thickness dependence is unal-
tered, but the slope is nonzero for small thicknesses.
However, if YL (surface) occurs at a different photon en-

ergy or if the surface exciton decay is nonradiative, the
9.8-eV luminescence thickness intercept increases, to a

Y'I (bulk) =a+ d —I+ —l+
bb

+ f + (4.3a) ULK)

++

YL (surface) =a+I+ + f
I's(bulk) =a+ Ax

1

+ f

(4.3b)

(4.3c)

Ys (surface) =a+ I+ [A+ (0)+A, (0)];+ f
in (4.3c), dec is the weighted "sputter depth, "

i=%
bx = g [A+(x; }+A, (x; )]10 .

(4.3d)

(4.4)

(BULK)

(BULK) MAX

From the numerical simulations only terms with i &5
contribute signi6cantly for energy impulses of the order
of 1 CV.

Assuming that the metal substrate is an CScient non-
radiative [FL (substrate) =0] hole quenching site,
Ab = ~, and that the vacuum interface is a perfect hole
reflector, b&

—0, then Y'L (surface) =0 and
Y's(surface)=0. as well. The only nonzero yields in this
case are 1'L (bulk) and Ys(bulk }. From Eq. (4.3a)

THlcK NE ss (d /l+)

FIG. 16. Normalized model bulk luminescence and bulk
sputtering yield 61m thickness dependencies assuming a perfect
exciton quenching boundary condition at the substrate and a
perfect exciton reAecting boundary condition at the surface.
The dashed line indicates the asymptotic thickness intercept of
the luminescence.
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maximum of 21+, as 6& increases. These model thick-
ness dependences are summarized in Fig. 17.

The ratio r9ii of the 90% sputtering saturation thick-
ness to the 9.8-eV luminescence asymptotic thickness in-
tercept is sensitive to the parameters b, b and 5&, as sum-
marized In Ftg. 18. If 6& ——0 and hb ——00, the ratio is
—3.1. For hb & 2, and 5I——0 the ratio becomes
significantly greater than three. If only bulk lumines-
cence is observed, and if 5& &10, then the ratio varies
from -3.1 to -1.5 as 6& varies from zero to inSnity.

D. Comparison of data with theory

+
+

0
&- 2

4) =a)

YL(BULK j

4 5
TH IQKNESS (d/J+)

FIG. 17. Normalized model luminescence yield 51m thick-
ness dependencies for dilerent difFusion boundary conditions.
The details are discussed in the text.

With the above models the shapes of the thickness
dependences of F& and Fz 9 S,v, shown in Fig. 8, can be
fitted. First it is assumed that the metal substrate is a
perfect nonradiative hole sink, and that the vacuum in-
terface is a perfect hole reflector: b&

——0, hb ——oo. The
simplified models of Fz(bulk) and I'z(bulk), shown in

Fig. 16, St the observed 61m thickness dependencies of
Fs and I'L 9 s,v quite well, as shown by the solid curves
in Fig. 8. The deduced value of I+ is large, -60 mono-

O

layers or -230 A. Luminescence and sputtering data
yield essentially the same difFusion length.

The recently observed correlation between the sputter-
ing and the 11.3-eV (8") luminesence band' is corro-
borated by the present work. As shown by the solid
curves in Fig. 9, the thickness dependence of the %band
is well fitted by the model Fr (surface) shown in Fig. 17,
but b,I &0 must be assumed. About the same value of
I+ is extracted, 74 monolayers, which should be com-
pared to l+ ——67 monolayers deduced from the sputter-

CA

4J I-

& cr)
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4Q

hC

(fl
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Ab- g)
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FIG. 18. Model predictions for the quantity (90% Yz satu-
ration thickness)/{9. 8-eV YL thickness intercept). For both
curves, only the bulk luminescence was included. If db ——00

and d& ——0, the ratio approaches the value of -3.1, indicated
by the extra elongated tic mark.

ing thickness dependence simultaneously measured and
also shown in Fig. 9.

The two-step dimer decay model can be used to pre-
dict the magnitude of the sputtering yield for thick films

using Eqs. (4.3c), (44), and (4.3d). In each step of the
decay, the repulsive recombination of Arz+ and the
repulsive radiative decay of Ar2, -1.0 eV of kinetic en-

ergy is released, or -0.5 eV per atom. The simulation
of Garrison and Johnson allows an estimation of the
sputtering yields A+(x, ) and A, (x; ). Their classical dy-
namics simulation gives the average erosion yield of a
single atom impulsively energized at depth x;, with a
speci5ed initial kinetic energy and a random initial
direction. Then the sputter yields for each step of the
diner decay are estimated at twice the simulated value
for a single moving atom, calculated for half the kinetic
energy input, -0.5 eV. Table I shows the estimated
sputter yields A(x; ).

An important correction is made concerning the
sputter yield of dimer decay in the first monolayer. In
the decay of Ar2+ at the surface, there is a chance that
the Ar' produced is ejected so that Ar2 is never formed,
and therefore no second step repulsive radiative decay
occurs. This happens in at most 50% of all decays of
Ar2+ in the 6rst monolayer. Therefore the conservative
correction applied to A, in the 6rst monolayer is to
divide it by two. (According to the simulation results,
no such correction is necessary for decay events occur-
ring in the second or deeper monolayers since it is never
the initially energized atom in these deeper layers which
is ejected from the surface. ) The sputter depth [Eq.
(4.4)] is hx =4.310 with the first layer efficiency
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0

A+(0)+ A, (0)=0.9.
For 1.5-MeV He+, I'z was observed to be 42. The

linear density of initially created holes along an ion track
1s o'+ SAr~e l ~ whe e +Ar 1s the number density of
argon atoms. For 1.5-MeV He+, NA, S, =68
eV/monolayer and NA, S, / W =2.9 excitons/monolayer.
%'ith 6& ——0, 7z is predicted to be only 12. To account
for a yield of 42, 5& ——0.27 is required. Adding the con-
tribution to sputtering due to the small number of ion-
induced neutral excitons which have been ignored as
noted in Sec. IVC2 above does not change 4& appreci-
ably. For 1.5-MeV H+, Fz was observed to be 2.5. For
this ion, N~, S, / %=0.3 excitons/monolayer, and a
value of 5I ——0.07 is required to explain the observed
yield. The difFerence between b& obtained from the two
difFerent yields arises from the fact that I's is not quite
linear in S,. However, from these calculations it is clear
that 5& gg1, and this corresponds to the surface being
dominantly exciton rejecting. With 5& =0. 1 and

I+ ——60 monolayers, Eq. (4.2) implies that the surface
trapping rate is about 6 times the bulk trapping rate.

Further examination of the shapes of the Fz and

L,9.8 ev thickness dependencies provides additional indi-
cations that 6I is small and 6& is large. The measured
ratio r90 (discussed earlier) is about three, and if 6& ——~,
the data are best fitted by assuming 5& &0.1, as seen
from Fig. 18. What is more, a small amount of surface
02 causes r90 to drop by a factor of 2, which is the larg-
est possible reduction assuming hb ——ao, Fig. 18. Thus,
not only is the clean argon vacuum interface character-
1zed by 5y ~ 0. 1, but also oxygen ovel layers cause
5& ——00 with holes trapped or quenched at the surface
not luminescing at 9.8 eV. This result is consistent with
published results, and con6rms the signi6cance of the
asymptotic intercept in the FL...v 61m thickness
dependence. r90 does not strongly depend on hb if
6& ~ 10, implying the substrate hole-quenching rate is at

TABLE I. Sputtering eSciency of a dimer repulsively de-

caying in the ith monolayer releasing AE = 1 eV of kinetic en-

ergy. These eSciencies are obtained from the classical dynam-
ics simulation in Ref. 55. The results for —1 eV of kinetic en-

ergy were obtained by interpolating between the results for
-0.6 and —1.4 eV of total kinetic energy. A correction to the
results of the simulation was made because in the simulation
the value used for the surface binding energy U was too small.
Using the entries in the table, the sputter depth is
=0.146{LE —U}/U.

Sputtering e%ciency
{ejected atoms/decay}

Layer x; A(x; }

least 60 times the bulk hole self-trapping rate using Eq.
(4.2).

In order to describe the lifetime, r+, of a free hole, we
first consider hole hopping from site to site by charge ex-
change. After X jumps, the average distance traveled is
I+ lo——(N/6)'~. If I+ is the observed hole dilffusion

length, then r+ Xr——o=6ro(l /Io) with ro the exchange
time, about 10 ' —10 ' s. For I + /I o =60,
r+=10 ' -10 " s. Alternatively, if the transport is
described by phonon interrupted coherent hole move-
ment, the theory for neutral exciton motion in Ref. 57
can be adopted. In this model, hole trapping is an in-
trinsic property of a perfect argon lattice, and self-
trapping eventually occurs after a particularly "violent"
collision with a phonon. Before self-trapping, the hole
scattering time by phonons is r„„=(A/2n )(8 /F ),
where 8 is the hole bandwidth and F=(EL„E h )

' ~ .
E~„ is a typical phonon energy, 0.006 to 0.009 eV, and

ELR is the amount of energy dissipated by lattice relaxa-
tion to form Ar2+. ELa=1.3 eV from Fig. 14. Thus
F=0. 1 eV. With 8 =0.5 eV, r„„=5&10 ' s, not
very different from ro. Now, the "coherent" velocity
(group velocity) is Us=810/A'=3X10 cm/s. Thus the
mean free path before randomization by hole-phonon
scattering is 1 =r „U = 15 A. Since l «1+ the use of a
din'usion model is clearly appropriate. Replacing
above by rgggt we obtain r+ ——7&10 ' s. A plausible
range of values for r+ is then —10 "-10 ' s, i.e.,
comparable to the electron cooling time and also com-
parable to the measured lifetime of neutral excitons.

We wish to point out that hole and exciton self-
trapping may dominantly depend on 61m quality rather
than on interaction with phonons that would be present
even in a perfect lattice. This is seen from the fact that
the measured difFusion length is not always the same,
both within this work and considering the work of oth-
ers. The dil'usion lengths obtained in this work were
sometimes as high as 350 A, but were more commonly
-230 A when the films were created in a consistent
manner as described earlier. Also, Coletti et ah. ' re-
cently obtained a difFusion length of the order of 1000 A,
even though they mainly excited lower-energy neutral
excitons which typically have measured diffusion lengths
of 50 to 100 A, There is a high density of vacancies,
dislocations, stacking faults and residual impurities in
films grown from the vapor phase at low temperatures.
The average distance between dislocations in argon films
deposited under conditions similar to those of the
present work is 30 to 70 A, and it is easy to believe
that this distance could Auctuate from run to run and
group to group. Also, the results of Coletti et al. ' were
obtained from films deposited at a temperature of -27
K at which annealing may have taken place, and their
substrate was made of graphite on which epitaxial
growth of the 61ms is possible. Thus the fact that they
observed such a large difFusion length may be related to
the use of less defective Nms. Finally„ the incident ions
used here penetrate the films fully whereas the low-
energy electrons of Coletti ei al. ' do not. Therefore ion
bombardment may serve to determine the film quality
(by, for instance, inducing defects) with the resultant
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values of I+ found here. Because of the large contribu-
tion to sputtering from surface trapping, it is likely that
the gradual decrease in yield, described earlier, is related
to enhanced bulk trapping, i.e., decreasing I+ with in-

creasing defect, density.
The exciton model discussed above is linear; all

sputtering and luminescence features of it are expected
to be proportional to the number of holes produced by a
single ion. The experimental observations of Fig. 4 near-
ly bear this out assuming that the number of holes pro-
duced by an ion is proportional to 5, . Even if S, fails to
represent the hole production accurately, the sputtering
and luininescence should retain a constant ratio. Again,
this is nearly, but not exactly, the case. Detailed con-
sideration has been given to a number of possible sources
of the remaining discrepancy: hole-hole interactions,
excimer-excimer interactions, charge state equilibrium in
the incident ions, and the creation of species other than
Ar' and Ar+, such as Ar +. None of these provides a
convincing explanation for the small experimental non-
linearity and it will not be considered further in this pa-
per.

K. Energy conversion at the surface

Overcoating argon films with Ne layers completely
quenched the 8' band but not the bulk 9.8-eV light, 54

showing that the 8' band is associated with the surface
of the films. Here we observed that low levels of 02 on
the surfaces also quenched the 8 band. The 8'band at
11.3 eV is similar to luminescence from vibrationally hot
Ar2 luminescence seen in the gas phase at 11.4 eV (see
Fig. 14), ' and therefore it was suggested that the 8'
band is due to vibrationally "hot" Ari centers whose vi-
brational relaxation is orders of magnitude slower than it
is for Arz in the bulk. The Ne overlayer was suggested
to quench the 8' band by enhancing vibrational relaxa-
tion of these "hot" Ar2 dimers.

Coletti et al. ' gave a diferent interpretation of the 8'
band. They suggested that since the electron orbiting
the Ar2+ core of an Ar2 center actually repels the sur-
rounding lattice slightly, the Ar& center may not be able
to remain on the surface. During the dimer's attempt to
form a cavity on the surface, it is ejected before
significant vibrational relaxation has occurred. The
maximum potential energy available for cavity ejection is
-0.6 eV, the amount by which the solid phase Ar2 well
is deeper than the gas phase Arz well assuming that the
equilibrium internuclear separation is the same in both
cases.

Our model, described above, can also account for the
sputtering of dimers Ar2. The recombination of Arz+
with an electron at the surface results in the production
of a fast Ar', and we noted that this species might exit
the filrn with a probability of about one half. It is also
possible on exiting for this Ar' to carry with it another
Ar atom, giving an Ar2 moving away from the surface.
In the present work, the observation of a plume of sput-
tered particles glowing at 11.2 eV confirms that this
luminescence at least in part comes from sputtered di-
mers. The lifetime of the rnetastable X+ vibrationally

hot dirner most likely to be responsib1e for the plume
component of the 8'band is 275 ns. %ith an observed
plume decay length of -0.04 crn, the ejection kinetic en-

ergy of the dimers would be 0.8 eV, comparable to what
is available either from the cavity mode of ejection or
from repulsive ejection. Further decay of these dimers
could lead to the energetic argon atoms observed in time
of fight. ' The observed quenching of the 8'band by Ne
overlayers is therefore due at least in part to the
prevention of escape of material from the underlying ar-
gon, rather than to the alteration of the vibrational re-
laxation of surface-trapped species. '

Luminescence corresponding to gas-phase atomic lev-
els (not resolved in the present work) has also been ob-
served, and this was interpreted as being due to sput-
tered Ar', within the cavity ejection mechanism, ' al-

though the direct repulsive ejection associated with Arz+
as described above is much more likely. The cavity ejec-
tion mechanism can be incorporated within the dimer
decay model of the present work. Ar2+ could exist and
recombine in the outer monolayer of the film as assumed
in our decay scheme, since the orbiting electron respon-
sible for the distortion of the lattice is absent. However,
those surface Ar' that are not ejected from the film

could trap to form Ar2 and be sputtered as whole dimers

by the cavity ejection mechanism. ' This change is tak-
en into account by setting A, (0)=2 instead of 0.6 from
Table I. Further division of A, (0) by two approximate-
ly corrects for the loss of Ar' in the repulsive recom-
bination of Ar2 . Taking this change into account, a
slightly smaller value of 6I ——0. 12 accounts for the ob-
served sputtering yield due to 1.5-MeV He+ ions.

U. IMPURITY EFFECTS

A. General model of impurity e8ects

Since the film thickness dependencies of sputtering
and luminescence are predicted to be related to the exci-
ton diffusion length I+, the 02 and N2 doping experi-
ments discussed in Sec. III D test the possibility that im-
purities may serve as traps or quenching sites for free ex-
citons. The observed reduction in the sputtering satura-
tion film thickness due to impurities indicates a reduc-
tion of I+ according to the exciton sputtering model.
Fits [using Fz(bulk) in Sec. IV] were made to the thick-
ness dependences of Y'z in order to obtain I+ as a func-
tion of impurity concentration. The model fits are
shown as solid lines through the data in Fig. 11. Figure
19 shows these data expressed in the quantity
[I+ /l+(pure)] where 1+(pure) is the difFusion length
with the lowest impurity concentration achievable by us
and I+ is the value for films with various added 02 im-

purity concentrations. Similar results are obtained using
Nz impurity. Because the changes in I+ were small they
were more dificult to extract from fits to the 9.8-eV
luminescence film thickness dependence.

The reduction of I+ when impurities are added to the
films confirms that there are ion-induced species which
di8'use in the lattice. A general scheme to explain the
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[X] is the impurity concentration and k+ is the
exciton-impurity volume density. Since D+ depends
only on the interaction of an exciton with its ground-
state neighbors, it is independent of impurity concentra-
tion, and the e8'ective diffusion length is altered by the
additional loss term as follows:

1+ D+——~'+ where = (1+~+k+ [X]) .2 1 1

r'+ ~+

Since 1+ (pure) =D+ ~+,

2
1+

1+(pure)
1

1+k+~+[X]

0
0 0,005

[o.]~[A ]
FIG. 19. Oz impurity concentration dependence of the

diffusion length squared and the 9.8-eV luminescence yield.
Both quantities are normalized by dividing by the pure Nm
values. The solid curves are fits to a model discussed in Sec. V.

—k+ n+ [X]+Ioa+——0 .

impurity eS'ects is shown in Fig. 20. Impurities afFect
the hole decay chain in two places: the free hol-e (Ar+)
stage and the immobile excimer (Ar&) stage. The free
hole diffuses in the lattice and "encounters" impurity
molecules at which trapping or quenching may occur.
This interaction is modeled using a rate constant for the
loss term in the difFusion equation for free excitons:

The solid line in Fig. 19 shows that this functional form
adequately describes the concentration dependence ob-
served for [1+/1+ (pure)] .

The results in Fig. 19 indicate that impurities quench
Arz excimers as well as trapping or quenching free exci-
tons. That is, the number of excimers created in an im-

pure film, normalized to the pure film value, is
[1+/1+(pure)] . Therefore, if all these excimers gave
rise to 9.8-eV luminescence, I'r /I'I (pure) =[1+ /
1+(pure)]z would be expected. In Fig. 19, it is seen that
FL /I'I (pure) & [1+ /1+ (0)], indicating impurities must
also quench some of the excimers. Since excimers are
immobile, the quenching mechanism must involve long-
range dipole-dipole energy transfer to the impurity. ~

Assuming there is a critical distance R, beyond which
long-range energy transfer is unlikely, and belo~ which
it is very likely, the fraction of Ar2 surviving to
luminesce at 9.8 eV is related to the probability of hav-
ing no impurities within a distance R, . Thus,

&L

I/'T+

~
'., k X

Ar Ar
FIG. 20. Schematic diagram of the suggested scheme for ex-

plaining impurity eHects on sputtering and 9.8-eV lumines-
cence. The solid bnes show the normal exciton decay chain in-
cluding the emission of a 9.8-CV photon. TlM dashed lines in-
dicate impurity-related alternate exciton decay pathways.
Trapping or quenching of free excitons with rate constant k+
results in a decrease of the observed diSmon length. Long-
range energy transfer from Ar2 to impurities results in strong
quenching of the 9.8-eV luminescence yield.

FL

I'L (pure)

I+ (4m/3)(R /I )

1+ (pure)
(1—[X]/[Ar] )

where 10 is the argon lattice spacing and [A.R] is the
volume density of Ar atoms. Exciton-impurity interac-
tion rate constants and excimer-impurity critical energy
transfer radii were deduced from fits to the data in Fig.
19 and for similar data taken with N2 impurities. For
02 impurity, R, =21 A and k+v+ ——7)&10 ' cm . For
N2 impurity, R, =ll A and k+v =3X10 ' cm . Us-
ing the r+ estimated earher 10 ' —10 " s the Oi reac-
tion rate is consistent with a reaction probability near
unity when Ar+ and 02 are neighbors.

In a study of electron-induced sputtering of neon, a
reduction in the sputtering yield was observed upon dop-
ing the neon Qms with argon. ' The present work
shows the same e8'ect for doped argon Nms. The depen-
dence of the sputtering yield on impurity concentration
is more di%cult to model, since the fate of excitonic en-
ergy transferred to the impurity system is not well
known. However, a general decrease is predicted by the
model since the surface trapping term, which is propor-
tional to I+, gives a large contribution to F~ in both
these experiments and those for Ne.
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8. Energy transfer routes

Some ideas of the specific events that occur upon ener-

gy transfer to the impurity system can be obtained by
examining the vacuum ultraviolet luminescence spec-
trum as s function of impurity type and concentration.
An important result is that addition of Oz to the films

causes a strong enhancement of a broad band of light at
6.2 eV, and addition of N2 causes a strong enhancement
of a broad band of light at 7.6 eV. This is consistent
with previously published results. ' These broad
luminescence bands are reminiscent of 9.8-eV lumines-
cence in that the broadness suggests the radiative decay
of an excimer to a repulsive van der %'sais ground-state
potential. The 6.2-eV light may be due to an ArO" ('X)
excimer composed of Ar ('S) and 0* ( S') at -9 eV
above the ground state of 0, and 7.6-eV light may be
due to an ArN' ( X) excimer composed of Ar ('S) and
N' ( P) at -10 eV above the ground state of N. i The
extent of the relaxation of these excimers to their energy
minima is likely to be —1 eV as in the Ar + Ar case.
In both cases, radiative decay occurs to a repulsive van
der Waals potential, so that energy transferred to the
impurity system would contribute to sputtering.
Luminescence from more highly excited excimers than
these, which includes cases such as Ar*O and Ar'N,
would probably not occur owing to a dense collection of
repulsive potential states which overlap attractive ones,
encouraging nonradiative decay. The Ar-0 interaction
potentials constructed by Rinehart for matrix isolated
oxygen indicate radiative decay of the species Ar+O to
the repulsive ground-state ArO could also give rise to
photons with energies near 6.2 eV.

The above species suggested to give rise to observed
vacuum ultraviolet luminescence bands require the pres-
ence of impurity atoms in excited states in order to be
created. In a newly grown argon film, however, only im-
purity molecules are present. The slow rise in the 6.2-
and 7.6-eV luminescence with ion Auence (Fig. 10) com-
pared to the promptness of the 9.8-eV Auence depen-
dence suggests that dissociation of the molecules and ex-
citation of the fragment atoms to the states needed to
form luminescent excimers take place in two separate
steps.

The direct creation of 0' ('S') and N' ( P) during dis-
sociation of Oz and N2 by a hole seems difficult from sn
energetics standpoint. Two ways for dissociation to
occur are charge exchange followed by dissociation of
the impurity molecule upon electron recombination, and
formation of trimer complexes Ar+02 snd Ar+ N2 which
could also result in molecular fragmentation upon elec-
tron recombination. However, in the case of N2, the en-

ergy of N* ( P) with respect to the ground molecular
state N2 (X'X+), -20 eV, considerably exceeds the
available electronic energy of Ar+, 14.2 eV, before
charge transfer or trimer formation. In the case of 02
the energy of 0' ( S') with respect to the ground molec-
ular state Oz (X X ), —14 eV, is only comparable to the
initial energy of Ar+. Thus, even if charge transfer and
trimerization are possible, there are unlikely to be any
repulsive potential surface crossings leading to such en-

ergetic states as 0' ( S') and N* ( P) upon electron
recombination. Ar2 also lacks suScient energy to disso-
ciate Oz to give 0* ( S') + 0 ( P), or to dissociate N2 at
all. Therefore, for a Nm initially containing only N2 or
02 molecular impurities, there msy be no difficulty in
fragmenting the molecules, but the atoms created all
have insuf5cient remaining electronic energy to be able
to form the observed vacuum ultraviolet luminescent
photons at 6.2 and 7.6 eV.

Once impurity atoms are created, exciting them to the
appropriate states may occur efhciently, since Ar2 is
near in energy to both the atomic energy levels 0' (5S')

and N' ( P). Also„Ar+ could trap as dimers such as
Ar+N and Ar+0, which upon electron recombination
could directly form the uv luminescent excimers. A
more likely possibility is that 0 atoms serve as electron
trapping sites, so that Ar+0 could be directly formed
combining the trapping snd electron recombination
steps.

The fact that the 7.6-eV ftuence dependence is slower
than the 6.2-eV fluence dependence is expected from the
values of k+ and R+ obtained for Oz and N2, since k+
and R+ are smaller for N2 than for 02. These indicate
the energy transfer to the N2 system is less ef6cient than
to the 02 system. For instance, we note that Ar2 can
dissociate 02 but probably not N2, as the Ar2 energy
does not reach any repulsive potential surface of N2.
Thus dissociation of 02 should occur more rapidly than
dissociation of N2.

VI. CONCI, UMNG REMARKS

The present work describes the electronically induced
sputtering of solid argon films. The dominant theme has
been that the ejection of particles from the solid is a
direct consequence of the nuclear motion that occurs as
electronic energy deposited in the lattice relaxes, %e
calculated the erosional e8ect of an electronic transition
occurring between bound and repulsive potential sur-
faces, which releases repulsive kinetic ener-
gy.

' ' ' ' ' ' ' ' In the case of argon, we showed
that particle ejection is a consequence of nonradiative
transitions in the same decay sequence which gives rise
to luminescence. %e also discussed the possible ejection
due to the lattice distortion energy available upon self-
trapping of excitons.

Electronic excitation of alkali halides gives rise to
halide ejection based on a process very similar to the
model we propose for electronically excited argon. In
the case of an alkali halide, particle ejection is caused by
the recombination of an F center (an electron trapped at
a vacant halogen site) and an H center (Clz located in
what would normally be a single-halogen site). Elec-
tronically this is identical to the recombination of Ar2+,
except that I'-H center recombination is directly to the
ground state. Also, because the alkali lattice is more
strongly bound and has two constituents, the subsequent
details of ejection differ from the case of argon.
Nonetheless the similarities between particle ejection
from argon and from alkali halides are striking.
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To summarize the results, a dominant feature of the
sputtering and 9.8-eV luminescence yields is the strong
film thickness dependencies they display. These depen-
dencies can be explained by a hole diffusion model in
which the Inetal substrate acts as a perfect hole sink, the
vacuum interface is primarily rejecting, hole decay near
the surface causes sputtering, and hole decay in the bulk
gives rise to 9.8-eV photons which escape from any
depth. Both thickness dependencies gave rise to the
same value of hole-diffusion length, supporting the idea
that a free hole is the precursor to a sequence of events
leading both to sputtering and to 9.8-eV luminescence.
The derived difrusion length was -230 A, which is large
compared to what is observed for n =1 neutral excitons,
50 to 100 A.

The ejection process was modeled after gas-phase dis-
sociative recombination and repulsive radiative decay.
Included were two stages of repulsive dimer decay,
Ar, ++e~Ar'+Ar+Ek;„, and Ar2 ~Ar+Ar+Ek;„
+hv. Realistic estimates were made of the amount of
kinetic energy released in these decays by constructing a
simple solid-state internuclear potential-energy diagram.
The sputtering eSciency of dimer decay was estimated
based on published results of a classica1 dynamics simu-
lation. The magnitude of the observed sputtering yield
is accounted for by assuming that the hole source func-
tion is a+ =MA„S, /W, and that the trapping probability
at the vacuum interface is larger than the bulk trapping.
The decay of holes preferentially trapping at the surface
accounted for -75% of the observed sputtering yield
because the eSciency of ejection of atoms from impul-
sive energy releases is a maximum at the surface. %'e

find that although the vacuum interface is highly
reflecting, surface trapping occurs at a rate 6 times that
of bulk hole trapping.

In this work, sputtering and 8-band luminescence
were observed to have similar thickness dependencies,
con6rming that both are related to hole decay at or near
the surface. The W-band luminescence was observed to
be present in a plume of sputtered particles extending to
-1 mm in front of the target. Based on this and on the
fact that vibrationally hot Ar2 in the gas phase gives rise
to a luminescence band very similar to the 8 band, this

luminescence is probably due to sputtered dimers Arz
(Ref. 16) rather than luminescent centers in the very first
monolayer of the film. It seems likely that these gas-
phase dimers form as Ar' from the repulsive recombina-
tion of Arz+ leaves the surface and dimerizes with a
neighbor, but we cannot rule out the possibility that they
are expelled during vibrational relaxation near the sur-
face, as they push neighboring atoms away to form a
cavity.

Several qualitative impurity experiments produced re-
sults which are easily explained in terms of a hole-
diffusion model. Bulk impurities provide trapping or
quenching sites for free holes. An alteration in the Y&

thickness dependencies was expected and found,
confirming the correctness of the model. For Oz impuri-

ty, the Ar+-02 interaction is characterized by
k+w+-7X10 ' cm and the long-range Ar2-O2 in-

teraction is characterized by a critical separation radius
of R, -21 A. For N2 impurity, k+~+-3&(10 ' cm
and R, —11 A. Surface impurities strongly alter the vac-
uum interface boundary condition for diffusing holes.
Monolayer coverages of 02 on the surface of an argon
film have the e6'ect of causing the surface to become an
extremely ef6cient hole trapping or quenching site. This
shifts the 9.8-eV luminescence yield dependence on film
thickness in the manner expected in the hole-diffusion
model.

Sputtering and 9.8-eV luminescence yields are expect-
ed to be proportional to the electronic stopping power,
S„since the hole-generation function is expected to be
proportional to S, and hole diffusion, trapping, recom-
bination, and electronic decay are all thought to be pro-
cesses involving individual holes. Near linearity was ob-
served over a factor of 13 change in S, . The small
departures from linearity have not been explained quan-
titatively.

ACKNGWLKDGMKNTS

Partial support of the work of C.T.R. and R.E.J. un-
der the National Science Foundation, Grant No. DMR
86-00469 is gratefully acknowledged.

'P. Sigmund, Phys. Rev. 184, 383 (1969).
2P. Sigmund, Phys. Rev. 187„768(1969).
3H. H. Andersen and H. L. Bay, in Sputtering by Particle 8om-

bardment I, edited by R. Berisch {Springer, Berlin, 1981), p.
145.

4J. P. Biersack and E. Santner, Nucl. Instrum. Methods 132,
229 {1976).

~W. L. Brown, L. J. Lanzerotti, J. M. Poate, and %'. M. Au-

gustyniak, Phys. Rev. Lett. 40, 1027 (1978).
6%'. L. Brown et al. , Nucl. Instrum. Methods 198, 1 (1982).
7R. E. Johnson and %. L. Brown, Nucl. Instrum. Methods 198,

103 (1982).
8R. E. Johnson and %. L. Brown, Nucl. Instrum. Methods

209j210, 469 (1983).
9C. T. Reimann et al. , Surf. Sci. 147, 227 (1984).
'OD. B. Chrisey, J. %. Boring, J. A. Phipps, and R. E. Johnson„

Nucl. Instrum. Methods 813, 360 (1986).

"J.Jortner, L. Meyer, S. A. Rice, and E. G. %'ilson, J. Chem.
Phys. 42, 4250 (1965).

i2I. Ya. Fugo1, Adv. Phys. 27, 1 (1978).
i3R. E. Johnson and M. Inokuti, Nucl. Instrum. Methods 206,

289 (1983).
'~C. Claussen, Ph.D. thesis, Odense Universitet, 1982 (unpub-

lished).
' P. Borgesen, J. Schou, H. Sorensen, and C. Claussen, Appl.

Phys. A 29, 57 (1982).
i6F. Coletti, J. M. Debever, and G. Zimmerer, J. Phys. (Paris)

Lett. 45, L467 (1984).
i7C. T. Reimann, R. E. Johnson, and %'. L. Brown, Phys. Rev.

Lett. 53, 600 (1984).
%'. L. Brown, C. T. Reimann, and R. E. Johnson, in Desorp-
tion Induced by Electronic Transitions, DIET II, edited by
%'. Brenig and D. Menzel (Springer-Verlag, Berlin, 1985), p.
199.



ELECTRONICALLY STIMULATED SPUTTERING AND. . .

'9C. T. Reimann, R. E. Johnson, and %. L. Brown, in Photon
Emission from Irradiated Solids, proceedings of the %erner
Brandt %'orkshop on Penetration Phenomena, Oak Ridge,
Tennessee, edited by R. H. Ritchie (Oak Ridge Report
CONF-850484, 1986), p. 109.

~DF. Besenbacher et a/. , Nucl. Instrum. Methods 191, 221
(1981).

~'W. -K. Chu, J. %'. Mayer, and M.-A. Nicolet, Backscattering
Spectrometry (Academic„New York, 1978}.

~~J. Bottiger et a/. , Radiat. E8. 49, 119 (1980}.
~3J. F. Ziegler, Helium Stopping Powers and Ranges in A// Ele-

menta/ Matter (Pergamon, New York, 1977).
~~H. H. Andersen and J. F. Ziegler, Hydrogen Stopping Powers

and Ranges in A// E/ernenta/ Matter (Pergamon, New York,
1977).

~5W. L. Brown et a/. , Nucl. Instrum. Methods 170, 321 (1980).
%. L. Brown and R. E. Johnson, Nucl. Instrum. Methods
813, 295 (1986).

~7F. Coletti and A. M. Bonnot, Chem. Phys. Lett. 55, 92
(1978).

~8E. E. Huber, D. A, Emmons, and R. M. Lerner, Opt. Com-
mun. 11, 155 (1974).

~ Yu. B. Poltoratskii and I. Ya. Fugol, Fiz. Nizk. Temp. 4, 783
(1978) [Sov. J. Low Temp. Phys. 4, 373 (1978)].

oA. Hitachi et al. , Nucl. Instrum. Methods 1M, 97 (1982).
3~R. W. Ollerhead et a/. , Radiat. E8'. 49, 203 (1980).
3~J. Schou, P. Borgesen, O. Ellegaard, H. Sgfrensen, and C.

Claussen, Phys. Rev. B 34, 93 (1986); O. Ellegaard, J. Schou,
and H. Sgfrensen, Nucl. Instrum. Methods 813, 567 (1986).

33D. C. Lorents, Physics 82(C, 19 {1976).
34R. Haensel et a/. , Phys, Rev. Lett. 23, 1160 {1969}.
35R. A. Aziz and H. H. Chen, J. Chem. Phys. 67, 5719 (1977).
~H.-J. Bohm and R. Ahlichs, J. Chem. Phys. 77, 2028 (1982).

37W. R. Wadt, J. Chem. Phys. 68, 402 (1978),
38R. P. Saxon and B. Liu, J. Chem. Phys. 64, 3291 (1976).
39T. L. Gilbert and A. C. Wahl, J. Chem. Phys. 55, 5247

(1971).
~F. Spiegelmann and J.-P. Malrieu, Chem. Phys. Lett. 57, 214

(1978).
~'D. C. Lorents, R. E. Olsen, and G. M. Conklin, Chem. Phys.

Lett. 20, 589 (1973).

~~K. T. Gillen et al. , J. Chem. Phys. 64, 1925 {1976).
~3S. D. Druger and R. S. Knox, J. Chem. Phys. 50, 3143 (1969).
~Z. Ophir et al. , J. Chem. Phys. 69, 650 (1975).
~5T. Doke et a/. , Nucl. Instrum. Methods 134, 353 (1976).

M. Miyajima et al. , Phys. Rev. A 9, 1438 (1974).
47N. Schwentner, E.-E. Koch, and J. Jortner, in Rare Gas

Solids, edited by M. L. Klein and J. A. Venables (Academic,
New York„ in press), Vol. III.

~ U. Sowada, J. M. %arman, and M. P. De Haas, Phys. Rev. B
25, 3434 (1982).

4~Z. Ophir et a/. , J. Chem. Phys. 63, 1072 {1975).
N. Schwentner, G. Martens, and H, %. Rudolf, Phys. Status
Solidi B 106, 183 (1981).

'F. B. Dunning, R. B. Rundel, and R. E Stebbing, Rev. Sci.
Instrum. 46, 697 (1975}.

5~H. Hagstrum, Phys. Rev. 96, 336 (1954).
53Ch. Ackerman et al. , J. Lumin. 12/13, 315 (1976).
5~E. Roick et a/. , J. Phys. C 1'7, 945 (1984).
558. J. Garrison and R. E. Johnson, Surf. Sci. 148, 388 (1984).
5~R. E. Johnson, J. Phys. 8 3, 539 (1970).

Y. Toyozawa, VUV Radiation Physics, edited by E. E. Koch,
R. Haensel, and C. Kunz (Pergamon, New York, 1974), p.
317.

5 Rare Gas Solids, edited by M. L. Klein and J. A, Venables
(Academic, New York, 1977), Vols. I and II.
S. I. Kovalenko and N. N. Bagrov, Fiz. Tverd. Tela {Len-
ingrad) 11, 2724 (1969) [Sov. Phys. —Solid State 11, 2207
(1970)].
C. T. Reimann, Ph. D. thesis, University of Virginia, Char-
lottesville, 1986 (unpublished).
R. Pedrys, D. J. Oostra, and A. E. de Vries, in Desorption In-
duced by Electronic Transitions, DIET II, edited by W.
Brenig and D. Menzel (Springer, Berlin, 1985), p. 190.
Th. Forester, Ann. Phys. (N.Y.) 2, 55 (1948); D. L. Dexter, J.
Chem. Phys. 21, 836 (1953).
T. A. Rinehart, Ph.D. thesis, University of Rochester, 1981
(unpublished).

~P. D. Townsend and F. Lama, in Desorption Induced by E/ec-
tronic Transitions, DIET I, edited by N. H. Talk, M. M.
Traum, J. C. Tully, and T. E. Madey {Springer, Berlin, 1983),
p. 220.


