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%'e report on investigations of one-dimensional thermal transport in compositionally modulated
metal films produced with a systematic variation in atomic lattice mismatch. In the case of Ni-Cu„
Ni-Mo, Ni-Ti, and Ni-Zr, we observe the relative e8'ects of interfacial disorder on thermal
diffusion. Our observations demonstrate the thermal impedance of a single metal-metal interface
and indicate that thermal difFusion in a bilayer Alm is strongly influenced by the interface between

contacting metal pairs. This study is made possible by picosecond time-resolved thermoreAectance
measurements which probe thermal transport perpendicular to the Nm plane. This technique can
impact on our understanding of electron scattering and transport across metallic boundaries, and
it provides a means of inferring electrical transport properties.

I. INTRODUCTION

New material growth processes such as molecular-
beam epiiaxy and ion sputter deposition have resulted in
the production of material structures with compositional
modulations on the atomic scale. The intense effort to
characterize these materials is driven in anticipation of
new and potentially useful elastic, electrical, and thermal
properties. In the case of compositionally modulated
semiconductors, the modification of the electrical and
optical properties is well documented. ' However, the
study of modulated metal films has only recently gained
widespread attention.

It is known that in metallic multilayer 6lms, the elec-
trical transport properties are perturbed by electron
scattering off of the altered periodic potential of an inter-
face. The deviation in crystal structure parallel and per-
pendicular to an interface results from different binding
forces on either side of the interface. As a result, the de-
tails of the electron scattering are influenced by both the
interfacial structure and the direction of transport.
Unfortunately, electrical transport perpendicular to a
thin-61m plane is diIcult to measure directly. It is usu-
ally inferred from conventional four-point probe tech-
niques which measure the effective transport parallel to
the film plane. '

Previously we reported on a transient thermore6ec-
tance (TTR) technique which is capable of measuring
thermal diffusion in metal 61ms. " The measurement is
optical and noncontacting, and does not require thermal
isolation of the substrate from the supported film. An
important feature of our technique is the ability to rnea-
sure transport perpendicular to the film plane, with
suScient sensitivity to probe the thermal impedance of a
metallic interface. As a result, such studies can impact
on our understanding of electron scattering and trans-
port across metallic boundaries. In the event that trans-
port in multilayer structures obeys the Weidemann-
Franz relationship, then the electrical transport proper-
ties can be inferred from thermal transport measure-
ments.

Our purpose in this study is to investigate the effect of
interfacial structure on thermal transport. This study is
motivated by measurements of thermal transport in mul-

tilayer metal 61ms which exhibit a substantial decrease in
thermal diffusivity relative to that measured in the con-
stituent single-element 61ms. " These observations sug-
gest that the interface between two different metals can
alter thermal transport in a manner analogous to that
observed in the case of electrical transport, This is not
so surprising in light of the intimate relationship be-
tween the electrical and thermal conductivities of a met-
al.

In this paper we use TTR to study the thermal trans-
port properties of the metal pairs Ni-Cu, Ni-Mo, Ni-Ti,
and Ni-Zr. These pairs were chosen to produce a sys-
tematic variation in lattice mismatch and interfacial dis-
order. Both multilayer and bilayer samples were fabri-
cated, and the sample structure was investigated by x-
ray diffraction measurements. By measuring the thermal
transport in the bilayer and single-element reference
61ms, we demonstrate the impedance of thermal trans-
port by a single metal-metal interface. We have
developed a numerical model for thermal transport in
the bilayer 61ms, and we present semiquantitative results
for the impedance of a Ni-Ti and a Ni-Zr interface.

II. TECHNIQUE AND MODEL

Our measurement of thermal transport in metal films
is based upon the thermally-induced change in optical
reflectivity (thermoreflectance). ' We generate a
thermoreAectance signal by means of two synchronous
laser pulses which are used to heat the sample surface
and to measure the resulting change in reAectivity. By
using picosecond duration laser pulses, we can rapidly
heat a metal and perform a time-resolved measurement
of thermal diffusion by sequentially delaying the probing
pulse relative to the heating pulse. Since the energy
from the heating pulse is absorbed in a volume roughly
20 pm in diameter and 15 nrn in depth, the thermal gra-
dient perpendicular to the film plane will dominate the
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thermal transport. Di8'usion out of this region requires
a few hundred picoseconds, and for film thicknesses on
the order of 100 nm or larger the TTR measurement is
coxnpleted before substrate effects become important.

The thermally-induced change in reAectivity is de-
scribed by the temperature derivative of the Fresnel
reflection formu1a

dR 4[2nk (dk IdT) (1 —n—+k )(dn IdT)]
dT [(1+n) +k ]

(1)

where R is the normal incidence reAectivity, T is the
temperature, and n and k are the real and imaginary
parts of the metal refractive index, respectively. The
refiectivity change is linearly proportional to the temper-
ature derivative of the refractive index, and for small
temperature excursions this derivative is constant. As
a general rule, the re8ectivity of a metal will decrease
with increasing temperature. This situation is analogous
to the decrease in electrical conductivity with increasing
temperature, and it is the result of an increased
electron-phonon collision frequency. ' Exceptions can
occur in the optical regime when photon energies coin-
cide with interband transition energies. '3

As a result of the linear relationship in Eq. (1), the
temporal response of the thermoreflectance signal is
directly related to the surface temperature. Thus to the
extent that thermal barriers within the film perturb the
time evolution of the temperature gradient near the sur-
face, a thermoreflectance measurement will be sensitive
to the presence of such barriers. Several heat Now mod-
els have been proposed which include both an intrinsic
and extrinsic thermal impedance to transport across
boundaries where there is an abrupt change in thermal
properties. ' ' In a similar manner, we have modi6ed
our thermal transport model to include interfacial im-
pedance, while retaining the essential features of our
measurement scheme (volume heating and finite pulse
width}. " The resulting one-dimensional model can be
used to analyze our TTR measurements of thermal
diffusion in the bilayer films.

The transport of heat through a bilayer can be de-
scribed by two heat-conduction equations which are val-
id within each single-element layer. In the top layer, the
temperature as a function of time and depth is given by

In these equations, c,. is the heat capacity per unit
volume, hT; (z, t) is the temperature change as a function
of distance z and time t, E,. is the thermal conductivity, I
is the laser intensity, R; is the reAectivity of the metal
surface, a; is the absorption coefficient, I is the depth of
the interface, and i=1,2 for the upper and lower layers,
respectively. Vfe have assumed a Gaussian temporal
profile for the heating-source term, although the details
of the pulse shape are unimportant for durations (r) of a
few picoseconds. "

The boundary conditions imposed on the temperature
at the surface, the interface, and sufficiently deep in the
material are given by

(6)

(7)

=[6,T,(l, t) b, T2(l+, t—) j/p, (8)

where p is the interfacial thermal impedance. Boundary
conditions (4) and (5) stipulate negligible heat flow both
out of the surface and deep in the material for the dura-
tion of our measurement. Conditions (6}and (7) indicate
that for times prior to the heating pulse and for
sufficient depths, there is no temperature change. The
boundary condition in Eq. (8) simply expresses the con-
servation of thermal flux across the interface.

The heat-conduction equations (2) and (3) are solved
by the method of finite differences using the DuFort-
Frankel explicit approximation which is unconditionally
stable. ' Solution of these equations results in both the
spatial and temporal pro61e of the sample temperature.
By fitting our TTR measurement of the surface tempera-
ture to the calculation, we determine the thermal im-
pedance of the interface between the two metals
comprising a bilayer 61m. A two-parameter-6tting rou-
tine uses the thermal impedance and a constant
coefficient as the free parameters. The Appendix con-
tains a more-detailed description of the calculational
procedure.

The results of the fit are sensitive to the values used
for the absorption coefficient, the thickness of the top
layer, and the thermal conductivity of each layer. %'e
determine the individual layer conductivities from TTR
measurements of the thermal diffusivity in separate
reference 61ms of the same elements used in the bilayers.
The thermal conductivity is obtained by multiplying the
measured diff'usivity (a.=K/c) by the literature value of
heat capacity. This assumes that any deviation in
thermal diff'usivity results largely from deposition-
induced perturbations to the thermal conductivity.
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The sensitivity of the fit to the sample absorptivity
arises from the fact that the temperature decay time is

on the order of 1/a a. That is, the time required for the
heat to diSuse out of the optical skin depth. %e deter-
mine the sample absorptivity (a) from photometric mea-

surements of the complex refractive index of the sample.
Although the solutions for the temporal response of

the surface temperature account for the finite heating
depth, we neglect depth-dependent contributions to the
thermoreQectance signal. That is, we St the calculated
surface temperature profile to our TTR measurement.
%e expect the depth-dependent contributions to the
thermoreAectance will be minor as a result of the ex-

ponential decay of both the incoming and outgoing opti-
cal fields, and the surface transmission and re6ection fac-
tors. The essential features of interfacial thermal trans-
port can be demonstrated and the added calculational
complexity is not warranted.

It is clear from the preceding discussion that we are
taking a very macroscopic approach to modeling the
thermal transport through interfaces on the atomic
scale. Certainly a rigorous treatment of transport pro-
cesses begins with the Boltzmann equation, which under
certain simpli6cations, reproduces the Fourier heat-
conduction model that we use. ' In spite of the ap-
parent loss of microscopic detail, this treatment of
thermal transport in solids has been successfully applied
to numerous problems. Our only justification for using
this approach is founded on the intuitive clarity of the
model and the boundary conditions. We caution, how-
ever, that the details of electron scattering from the in-

terfacial lattice potential are lost in our model. Never-
theless, the experimental approach reveals the physics of
interfacial thermal transport, and we believe our mea-
surements could be subjected to a more rigorous
analysis.

III. APPARATUS AND SAMPLE PREPARATION

Our experimental apparatus consists of two synchro-
nously pumped dye lasers which generate 4-psec pulses
at a wavelength of 633 nm for the heating pulse and 595
nm for the probe pulse. An adjustable delay line is used
to increment the time delay of the probing pulse relative
to the heating pulse. The position of zero time delay is
determined by performing a cross-correlation measure-
ment of the two laser pulses interacting in a nonlinear
optical crystal placed in the sample position. The aver-
age heating and probing laser power at the sample is 50
and 2 m%, respectively.

Although we are performing a time-resolved measure-
ment, the detection scheme is quasicontinuous. Because
the laser-pulse repetition rate is 246 MHz, we can ampli-
tude modulate the heating-pulse train at 10 MHz. The
thermomodulstion of the rejected probe-pulse train is
retrieved by a lock-in amplifier tuned to the modulation
frequency. This TTR signal is measured ss a function of
the time delay of the probe pulses relative to the heating
pulses.

The heating-pulse energy of 0.2 nJ is focused within a
diameter of roughly 20 pm. Depending on the material
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FIG. 1. Sample geometry: (a) single-element film; (b) bilayer
film; (c) multilayer film. Both the bilayer and multilayer 61ms
are capped with 30 nm of Ni.

reQectivity and heat capacity, typical surface tempera-
ture increases are on the order of 10 K in metals. This
results in a fractional reQectivity change of -10, and
the detection limit of our system is 10 . %'ith such
small temperature increases and re6ectivity changes, per-
turbations to the material properties are negligible.

Samples were prepared in a dual-source magnetron
sputter deposition system with a base pressure below
1X10 Torr. Oxidized silicon wafers and Kapton (for
transmission x-ray di6'raction) were coated simultaneous-
ly. Sequential deposition of metal pairs wss achieved by
rotating the substrates under the simultaneously operat-
ing, shielded sputter sources. Deposition rates were
held constant at 5 A/sec and the sputtering atmosphere
was 2 mTorr of argon.

The bilayer samples consisted of a 30-nm Ni cap de-
posited over a 300-nm-thick underlayer. The underlayer
metals used were Cu, Mo, Ti, and Zr. In addition, 300-
nm-thick single-element films were fabricated using the
same deposition conditions. These samples provided
reference values for the thermal di8'usivities of the bi-
layer constituents.

Multilayers of the same metal pairs were prepared by
continuous rotation of the substrates under the sources.
Since the deposition rates of the two sources were the
same, equal thicknesses of each metal were deposited.
The rotation rate of the sample substrate was set to pro-
duce a composition modulation wavelength (A) of 8 nm.
Multilayer 6lms were deposited to s total thickness of
300 nm, with a 30-nm Ni cap on top. The Ni cap serves
as an optically thick heating source and thermore6ec-
tance transducer. The geometry of the various sample
structures is shown in Fig. 1.

IV. OPTICAL PROPERTIES

As previously noted, the TTR measurement of
therma1 diffusivity requires an accurate value for the
optical-absorption coeScient of the sample. The
coef5cient a can be calculated using the relation
a=4+k/k, where A, is the incident wavelength and k is
the imaginary part of the complex refractive index
(n +ik)

The sample refractive index is determined from the ra-
tio of the reAectivities for s-polarized snd p-polarized
light at a wavelength of 633 nm (the heating laser wave-

length). The reflectivity ratio is measured at both 30'
and 70' angles of incidence, and the refractive index is
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TABLE I. Optical properties of the single-element, bilayer,
and multilayer films.

(10 m ')

Single
element

Ni
Mo
Tl
Zr

1.80
3.07
2.77
2.33

3.71
3.84
3.64
3.69

7.4
7.6
7.2
7.3

Bilayer
61m

Ni-Cu
Ni-Mo
Ni-Ti
Ni-Zr

1.73
1.80
1.63
1.81

3.70
3.85
3.54
3.80

7.3
7.6
7.0
7.5

Multilayer
51m

Ni-Cu
Ni-Mo
Ni-Ti
Ni-Zr

1.77
1.50
1.78
1.60

3.76
3.27
3.76
3.45

7.5
6.5
7.5
6.9

determined by 6tting our measurement to the appropri-
ate Fresnel formulas. The measured optical properties
of the samples are listed in Tab1e I.

As in any photometric measurement, the results can
be sensitive to surface oxidation and contamination.
The variation in the Ni refractive index probably results
from oxidation and error in our measurement. We at-
tempt to minimize these problems by performing repeat-
ed measurements on the samples immediately after re-
moval from the deposition chamber. With the exception
of Ti, we find that our measured value for k is within

10% of the literature value ' for the single-element films.
An accurate measurement of refractive index would

require ultrahigh vacuum conditions and clean sample
surfaces. However, we believe our current accuracy in
determining the 61m absorptivity is su%cient to permit a
relative comparison of thermal transport in the various
samples. By depositing Ni overlayers on boih the bi-
layer and multilayer samples, we avoid gross inconsisten-
cies in surface optical properties, and the essential
features of thermal transport can be observed and inter-
preted on sound physical grounds.

V. X-RAY DIFFRACTION MEASUREMENTS

The structural order of metal-metal interfaces is very
sensitive to the atomic size mismatch between the can-
stituent elements. For Ni-metal interfaces, the size
mismatch increases in the order Ni-Cu, -Mo, -Ti, -Zr. '

In an isostructural system with small mismatch, such as
Ni-cu, coherent interfaces are produced and some
interdifRsion is expected. In the case of Ni-Mo, there
exists a possibility of epitaxial alignment of rows of
atoms in the fcc Ni(111) and the bcc Mo(110) planes;
crystalline superlattices have been observed. Although
the mating planes of Ni-Ti and Ni-Zr have the same
symmetry [Ni:fcc(111)and Ti,Zr:hcp(001)], there exists a
rather large size mismatch of —15% in Ni-Ti and
-26% in Ni-Zr. There is no structural information
transmitted from layer to layer, and there is experimen-
tal evidence for an amorphous interfacial layer which is

TABLE II. Summary of the x-ray di6'raction results for the sample films. The orientation of Zr and Ti in the single-element and
bilayer 61ms is a combination of (100) and (001) structures; the number given is the relative fraction of these two orientations con-
tained in the film.

Sample
type

Single
element

Bilayer

Element

Zr
Ti

Mo
Ni

Zr
Ni

Mo
Ni

Cu
Ni

Orientation

(100}/(001) 4.0
(100)/(001) 0.23

a)(110)
a)(100)

(100)/{001) 3.2
{111)

(100)/(001) 0.19
(111)

m(110)
random

random
random

Homogeneous
strain (%)

0.7/1. 5

0.5/0. 8
1.0
0.3

0.7/1.6
0.1

0.5/0. 9
0.1

0.7
0.3

0.5
0.1

Inhomogeneous
strain (%)

0.6/0. 9
0.1/1. 1

0.7

0,6/0. 0
0.0

0.4/1.2
0.6

Domain
size (nm)

56/53
23/74

50

85/21
16

30/130
30

90

Multilayer ZI
Ni

(001)
(111}

(001)
(111)

(110)
(111)

random
randoG1
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larger in Ni-Zr than in Ni-Ti. ~6'

The structure of our samples was investigated by x-ray
diffraction in both re6ection and transmission geome-
tries. This permits a difFerentiation between samples
with and without strong crystal orientation texture. In
addition, orientation texture was investigated by
rocking-curve measurements and by relative peak inten-
sities which were corrected for Lorentz-polarization,
temperature, thickness, structure, and multiplicity ad-
justments. Homogeneous strain was deduced from
difFraction peak shifts, and the peak widths were used to
gain information on crystal size and inhomogeneous
strain.

The result of the x-ray diffraction analysis are summa-
rized in Table II. In the single-element and bilayer films,
the hcp metals Ti and Zr exhibit both (100) or (001)
orientations, with Zr showing more (100) and Ti more
(001). The deduced strain and domain size are difFerent
for each orientation. In the single-element and bilayer
films, Mo shows a weak (110) orientation. The single-
element Ni film was deposited in 30-nm layers to dupli-
cate the deposition conditions of the Ni cap on the bi-
layer samples. This produced a weak (100) orientation
in the single-element film.

The Ni overlayer orientation was found to be depen-
dent on the underlayer metal. A Ni(111) orientation oc-
curred on both the Ti and Zr bilayer films, while no pre-
ferred orientation was observed to occur on the Mo or
Cu underlayers. This in6uence of the underlayer on the
overlayer growth can be explained by considering the in-
terfacial structure. In the case of the Mo and Cu, the
ability to form coherent interfaces with Ni results in a
propagation of the underlayer structure into the over-
layer. Thus the weakly oriented Mo and Cu can lock
the thin Ni overlayer into a random orientation. On the
other hand, the Ni-Zr and Ni-Ti interfaces are in-

coherent, and the Ni overlayer can relax into a lower-
energy configuration during growth away from the inter-
face.

The effect of orientation and strain on thin-Slm
thermal properties is not well known. It is likely that in-

homogeneous strain will result in a lower thermal
difFusivity due to electron scattering from lattice distor-
tions. Grain boundaries will also act as scattering
sites, and we expect that relatively smaller domain
sizes will degrade thermal difFusion. Because we use the
measured thermal properties of the single-element films
to deduce the interfacial impedance in the bilayer films,
it is unfortunate that the Ni overlayer structure is sensi-
tive to the underlayer. However, the structure of the Ti
and Zr is the same in both the bilayer and the single-
element films. This will allow us to demonstrate the
inAuence of interfacial structure on thermal transport in
these samples.

Figure 2 shows the small-angle diN'raction data for the
Ni-Cu, Ni-Mo, Ni-Ti, and Ni-Zr multilayer samples. In
each case, sharp peaks are observed which can be used
to find the composition modulation wavelength from the
equation

sin'8=(A, /2A)'n 2+25,

4-

0
6-

~far

O
CP

CO 0
6-

Ql0 2-

Ni-Mo

0
0

r'lV ~~AAQQ~~M~
6 8 10

28(deg)
FIG. 2. Small-angle reflection x-ray diff'raction for the mul-

tilayer samples.

where 8 is the observed scattering angle for a diffraction
peak, I, is the radiation wavelength (A,c„x——0.15418
nm), A is the composition modulation wavelength, n is
the diffraction peak order, and 5 is the deviation from
unity of the x-ray refractive index. ' %e find that the
measured composition modulation wavelength A is
within 10% of the design value for the multilayer films.

With the exception of Ni-Cu, all of the multilayer
films are oriented with close-packed planes parallel to
the sample surface. The Ni-Cu multilayer exhibited
both the (111) and (200) difFraction peaks, indicating a
random orientation.

In multilayer films, x-ray diffraction from the regular-
ly spaced constituent layers can result in "satellite"
peaks which accompany the main lattice diffraction
peaks. However, the observation of these peaks in high-
angle diffraction is strongly influenced by interfacial
structure. This can be understood by considering the
efFect of interface structure on the statistics of layer-
thickness fluctuations. In the case of disordered or
amorphous interfaces, the layer-thickness distribution in
a multilayer will be continuous. This continuous Auc-
tuation in layer thickness will increase the width of the
high-angle diffraction peaks and eliminate the satellite
peaks. On the other hand, a coherent interface will con-
strain a given layer thickness to be an integer number of
atomic plane spacings, resulting in a discrete layer-
thickness distribution. This distribution will not pro-
duce as rapid of an increase in the difFraction peak
width, and consequently the satellite peaks will persist
with much larger layer-thickness Auctuations.

Figure 3 demonstrates this efFect on the high-angle
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TABLE III. The measured thermal difl'usivities of the sam-

ple Slms.

0
"9000

0
~ 7000-
P

Single
element

Bilayer
61m

Sample

Ni
Mo
Ti
Zl

Ni-Cu
Ni-Mo
Ni-Ti
Ni-Zr

(10 m /sec)

13
1.4
2.5

32
6.1

0.42
0.33

5000

Multilayer
Nm

Ni-Cu
Ni-Mo
Ni-Ti
Ni-Zr

6.6
1.7
0.40
0.40

30 45 50
28(deg)

65 60

FIG. 3. High-angle reflection x-ray difFraction for the multi-
layer samples.

VI. THERMAL DIFFUSIVITY

The thermal impedance of the bilayer interface is
found by fitting the simultaneous solution of Eqs. (2) and
(3) to the TTR measurement. In order to obtain a
unique value for the impedance, the thermal conductivi-
ties of the individual metal films are required input pa-
rameters. As previously noted, these values are obtained
from TTR measurements on the single-element films
which were fabricated under the same deposition condi-
tions as the bilayer Sms.

Figure 4 shows the TTR measurements for the Ni,
Mo, Ti„and Zr films, and the fit thermal diffusivities are
tabulated. in Table III." %e find, a substantial reduction
(nearly fivefold) in the sputtered film diffusivities relative
to the literature values for bulk diffusivities. A reduc-
tion in transport properties is expected as a result of
deposition-induced disorder in the films. " Although the
diffusivity values are sensitive to error in the measured
optical absorptivity of the films, we find that the relative
values are in agreement with literature values. That is,
the thermal diffusivity of Mo is the largest, followed in

diff'raction from our multilayer samples. Both the Ni-Cu
and Ni-Mo samples exhibit 1attice diffraction peaks ac-
companied by the compositional modulation satellite
peaks, indicating atomic registry at the interfaces. In
the case of Ni-Zr and Ni-Ti, the presence of disordered
interfaces results in broad diffraction peaks which are
characteristic of scattering from independent layers of
the constituent elements. No diffraction satellites are
observed from these multilayer Nms.

decreasing order by Ni, Zr, and Ti. A measurement of
the Cu diffusivity was not possible due to nonequilibrium
electron-heating perturbations to the TTR signal.

Figure 5 compares the TTR measurements for the
four bilayer films Ni-Cu, Ni-Mo, Ni-Ti, and Ni-Zr. An
effective thermal diffusivity is determined in the same
manner as that for the single-element Qms, " and these
results are shown in Table III as well. The rate of
thermal diffusion in the bilayer films is determined by
both the thermal diffusivities of the individual layers as
well as the interface thermal impedance.

The thermal diffusivity of Cu is greater than that of
the other underlayer metals, and the large diffusivity of
the bilayer film is expected on this basis. In addition,
the lattice mismatch between the Ni and Cu layers is rel-
atively small and the lattice periodicity will deviate little
across the interface region. Thus, we would expect a
high thermal conductance across the interface. For
similar reasons, the Ni-Mo bilayer film exhibits the
second largest diffusivity. This is expected due to the
relative thermal diffusivity of Mo, as well as the possibil-
ity for coherent interface structure. In the limit of inter-

I
I
I

~ I

I

20 40 So 80 100 180 140 1M
Delay ( psec )

FIG. 4. Transient thermoreflectance C', TTR) measurements of
the single-element films.
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The TTR measurements of the four multilayer films
are shown in Fig. 6. The relative order of the tempera-
ture decay in these films is the same as that exhibited for
the bilayer films. In the case of the Ni-Ti and Ni-Zr
multilayers, however, the fit thermal difFusivities are
equal. This occurs because we measure a lower absorp-
tion coe5cient in the Ni-Zr relative to the Ni-Ti. Con-
sequently, the apparent optical heating depth is larger in
the Ni-Zr and more time is required for diffusion out of
the heated layer. Table III contains the efFective thermal
difFusivities which were obtained by using our fitting
procedure and the measured optical properties from
Table I.

0 I I I I I I I
0 80 40 SQ 80 100 NQ 140 180

Delay (psec )

FIG. 5. TTR measurements of the bilayer films.
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Delay ( psec )
FIG. 6. TTR measurements of the multilayer Qms.

facial epitaxy, scattering of electrons between Fermi
momentum states on either side of the interface would
be mediated by the contact potential barrier. ' Thus the
measurement of this intrinsic thermal barrier in epitaxial
systems could provide information about the contact po-
tential.

The efFect of interface impedance is most apparent in
the Ni-Ti and the Ni-Zr films. Although the measured
thermal difFusivity of the Zr is greater than that of Ti,
we find the efFective thermal diffusivity of the Ni-Ti bi-
layer to be larger than that measured for Ni-Zr. %e at-
tribute this result to the presence of a larger interface
impedance in the Ni-Zr bilayer relative to the Ni-Ti bi-
layer. This is consistent with the observation of more
interfacial disorder in multilayers of Zr-Ni relative to
Ti Ni. The larger heat of Inixlng and atomic
diffusivity of Ni in Zr result in a larger amorphous re-
gion in Zr-Ni than in Ti-Ni. This causes an extended
disruption of the lattice potential and leads to more
diffuse scattering of the hot conduction electrons. Our
observations indicate that this interfacial scattering can
indeed dominate thermal transport through metal sys-
tems, in spite of the absolute transport properties of the
constituents.

VII. INTERFACE THERMAL IMPEDANCE

Our initial characterization of the bilayer films by an
effective thermal difFusivity is useful for demonstrating
the decrease in thermal transport resulting from a
metal-metal interface. However, our goal is to apply the
two-layer model of thermal transport to the bilayer mea-
surements in order to obtain values for the interface
thermal impedance. Using Eqs. (2) and (3) and the nu-
merical procedure discussed in the Appendix, we have fit
the Ni-Ti measurement as shown in Fig. 7. The fit yields
a value for the interfacial thermal impedance p defined
by the boundary condition of Eq. (8). Our results for
both the Ni-Ti snd Ni-Zr bilayer films are tabulated in
Table IV. %e have also included the relative lattice
mismatch for the metal pairs, as determined from litera-
ture values of lattice constants for the appropriate crys-
tal orientations.

In the case of the Ni-Cu and Ni-Mo bilayers, our nu-
merical analysis failed to converge on consistent values
for the interfacial impedance. Equally accurate fits
could be obtained with a range of impedance values
which were several orders of magnitude smaller than
those obtained for Ni-Ti and Ni-Zr. This indicates that
the thermal irnpedances of the Ni-Mo and Ni-Cu inter-
faces are relatively negligible and thermal diffusion is
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FICy. 7. TTR measurement of the Ni-Ti bilayer 61m and the
best-6t solution (broken line} of the heat-fiow model which

yields the interface impedance.
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Sample

Lattice
mismatch

(%)

Interfacial thermal
impedance (p)
(10 m K~)

TABLE IV. The measured thermal impedance of the bilayer
film interface. The lattice mismatch is the fractional deviation
in nearest-neighbor distances between the mating planes of the
Ni overlayer and the various underlayer elements (relative to
Ni). Q
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dominated by the Cu and Mo underlayers.
We have found that the values obtained for the inter-

face impedance are sensitive to the overlayer thickness
and the constituent thermal conductivities used as input
parameters. Although we have not performed a detailed
sensitivity analysis at this point, we believe the values in
Table IV are semiquantitative at best. For instance, we
have found that a 10% error in the overlayer film thick-
ness can double the value obtained for the thermal im-

pedance. The exaggerated parameter sensitivity and
nonconvergence problems of our model very likely result
from an oversimplified approach to the thermal trans-
port and the numerical analysis. Nevertheless, our pre-
liminary tests of the fitting procedure consistently yield a
smaller impedance value for the Ni-Ti interface relative
to the Ni-Zr interface. Without question, our experi-
mental observations demonstrate the impedance of
thermal transport by a metal-metal interface and the
inhuence of interfacial disorder.

Vm. DISCUSSIOX

Having reviewed our TTR measurements of thermal
transport in all of the films, it is instructive to compare
the results for each metal pair. Figure 8 shows the TTR
measurements for the Ni, Ti, Ni-Ti bilayer and Ni-Ti
multilayer films. Comparing the bilayer-film and the
single-element-film measurements, we can readily ob-
serve the degradation in thermal difFusion which results
from the presence of a single interface. As shown in Fig.
9, this efFect is also observed in the Ni-Zr bilayer relative
to the Ni and Zr data.

It is interesting to note that the multilayer Ni-Ti 61m
has approximately the same thermal difFusivity as the bi-
layer film. Even more surprising is the result that the
Ni-Zr multilayer has a greater thermal difFusivity than
the Ni-Zr bilayer. In light of the rather dramatic efFect
of a single interface, one might expect that the presence
of several interfaces would severely impede thermal
transport. However, we must consider the fact that in
the multilayer 61m, one-half of the 300-nm underlayer is
composed of Ni, which has a larger thermal difFusivity
than either Ti or Zr.

In order to examine this efFect, we construct a simple
model to calculate the efFective thermal conductance of a
multilayer structure. %e model the efFective thermal im-

30 40 80 SO 100 130 140 180
Delay ( psec )

FIG. 8. TTR measurements demonstrating the relative
thermal transport in the Ni, Ti, Ni-Ti bilayer and multilayer
films. The presence of a single interface is responsible for the
reduced thermal transport in the bilayer film relative to the
single-element films. The additional Ni present in the multilay-
er film compensates for the thermal impedance of the multiple
interfaces.

pedance within a composition modulation wavelength (8
nm) as a series combination of the individual layer im-
pedances and the interface impedance. This is a reason-
ably valid model when the electron mean free path is
much less than the layer thickness (4 nm) or when the
interfacial scatter is difFuse. Under these conditions the
electrons acquire a drift velocity within the thermal gra-
dient of each layer, and if the scattering at the interface
is difFuse, each electron crossing the interface loses
memory of its prior velocity. As a result, the layers can
be treated as separate impedances connected in series by
the interface impedance. This series impedance model is
appropriate for the one-dimensional thermal transport
which we are probing.

Considering the substantial transport reduction ob-
served in the Zr and Ti films relative to bulk values,
mean free paths less than the 4-nm unit distance (one-
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FIG. 9. TTR measurements of the Ni, Zr, Ni-Zr bilayer and
multilayer films.
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where p is the interface impedance from Eq. (8) and E,
and EC„arethe over- and underlayer constituent conduc-
tivity. Using our measured values of a (Table III) and
handbook values for the heat capacity, we calculate E„
and K, . Inserting these values and the measured value
for p into Eq. (10), we find that the calculated value of
the Ni-Ti multilayer thermal conductivity E is about
one-half of the thermal conductance E„ofTi; E for
Ni-Zr is about one-third of E„for Zr. Thus, despite the
large number of thermally resistive interfaces, the
thermal conductivity of the multilayer is not expected to
be much smaller than that of the poorest thermal con-
ducting constituent.

The situation is difFerent when the underlayer metal
(Mo,Cu) has a thermal diffusivity which is larger than
that of the Ni overlayer. In Fig. 10 we see that the Ni-
Mo bilayer signal falls between that of the Ni and Mo,
indicating that the interface impedance is small relative
to the incremental impedance of Ni. However, it is not
entirely negligible, as demonstrated by the observation
that the multilayer Ni-Mo film has a diffusivity smaller
than that of Ni. Figure 11 shows that both the Ni-Cu
bilayer and multilayer have diffusivities exceeding that of
Ni, indicating that the Ni-Cu interface impedance is
negligible.

IX. CONCLUSIONS

In the preceding discussion we have qualitatively in-
terpreted our observations of thermal transport in the
various metal pairs. To some extent we have ignored
the microscopic details of the structural difFerences in
the reference and bilayer films, and we have attempted a
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FIG. 10. TTR measurements of the Ni, Mo, Ni-Mo bilayer
and multilayer fijms.

half the modulation wavelength) are expected in the bi-

layer films. Furthermore, in the multilayer 61ms the
disordered interface region will diffusely scatter electrons
and establish a 4-nm upper limit on the mean free path.
For a multilayer film with individual layer thicknesses r,
the effective multilayer thermal conductivity is given by

(10)
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FIG. 11. TTR measurements of the Ni, Ni-Cu bilayer and
multilayer films.

quantitative comparison of the various samples. Ideally,
the crystal orientations observed in the single-element
films would be preserved in the bilayer and multilayer
films. However, the underlayer orientation can have a
strong inhuence on the growth of an overlayer, and as a
result the structure of the bilayer films can be diFerent
from the reference and multilayer films. Although the
thermal conductivity of a metal depends weakly on
orientation, we expect the most dramatic inhuence of
orientation will be found at the interface between two
different metals. It is the crystal structure of the can-
tacting metal pairs which determines the degree of inter-
facial coherence.

Fully quantitative results would require the structure
of the single-element reference films to be the same as
that of the layered single-element components. In our
study„a serious consideration occurs in the case of the
Ni film where we find the structure varies from weak
(100) orientation to (111) on Ti and Zr, and random
structure in the Cu and Mo multilayers. The most con-
spicuous example of changing orientation is in Ni-Zr (see
Table II), where we find that the Zr orientation alters
from (100) to (001) in going from the bilayer to the mul-
tilayer film. It is conceivable that if the multilayer Zr
were oriented along the (100) direction as in the bilayer
film, then the multilayer difFusivity may not exceed that
of the bilayer film (see Fig. 9). This conjecture illustrates
the point that a fully consistent comparison of the re-
sults is not possible.

In spite of our concerns regarding sample consistency
and the numerical analysis sensitivities, we believe we
have provided a physically consistent explanation of the
observed thermal transport in these particular metal-
metal systems. %e have investigated four metal pairs
which exhibit a systematic variation in lattice mismatch
and interfacial coherence. This has permitted us to ob-
serve the dramatic infiuence interfacial disorder has on
thermal transport in metals.

These measurements are made possible by a novel
one-dimensional thermal transport probe which is based
on the thermally-induced change in surface reAectivity.
With refinements in numerical analysis and sample
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preparation, these measurements should be capable of
providing fully quantitative studies of thermal transport
in thin fjllms. We expect this measurement technique
will also impact on investigations of size efFects and
grain-boundary impedances. In the event that the elec-
trical and thermal transport are related by a propor-
tionahty constant (Lorenz number' ) the electrical trans-
port properties can be inferred from the thermal trans-
port measurements. This is especially important because
the TTR measurement is noncontacting and one dimen-
sional,

In addition to our studies of thermal transport in
metal-metal systems, we have observed the generation
and propagation of picosecond duration acoustic
pulses. The acoustic pulse echoes, which refiect from
the film-substrate interface, produce a transient piezo-
refiectance signal which accompanies the thermoreAec-
tance transient. A measurement of the acoustic velocity
is straightforward, and this overall capability to study
both the transport and elastic properties of thin-film ma-
terials provides a powerful new too1.
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APPENDIX

FIG. 12. Graphical representation of the Duport-Frankel
numerical method for solving the heat difFusion equation. The
distance and time indices are represented by k and j, respec-
tively.

E, (Tj+i Tj+( ) (Tj+( Tj+(—2 ~ 1 P

(y j+i Tj+1)j

Solving for T +&', and Tp+', the temperature at the
nodes immediately above and below the metal-metal in-
terface, respectively, gives

Equations(2} and (3} can be rewritten in finite
difference form using the DuFort-Frankel explicit ap-
proximation as

T

Tl + I Tk T/t + Tk —i

(~)'

+Qj+(

where subscript i denotes the layer index, and subscripts
j and k represent a step in time ( j(t,t) and distance (bz},
respectively. The forcing function for each layer is
denoted as Q, where

Il

Il il

Il Il

To Surface

I K1, C1

Interface

—a((k —i tbz —[to+(j—1)tttle]
Qji+k I 1 —8 a&e
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for the top metallic layer and for the underlayer

J+1 —a 1I —a2[(k —1)M —I jQJ2+„=I(l—8, )(1—82)a, e ' e

—[to+(j —1)ht/v ]~
ge (A3)

ii () ~

Il Il () z
The DuFort-Frankel approximation can have a small-

er error than the classical explicit method and is also un-
conditionally stable, thereby aHowing larger values of
b,t. ' There is, however, a limit on the ratio b,tlat
given by consistency considerations. Figure 12 shows
graphically the DuFort-Frankel approximation scheme.

The interfacial boundary condition can be written in
difFerence form as

To Lower Surface

FIG. 13. Graphical representation of the numerical method
in the vicinity of the interface between thermally di6'erent ma-
terials. Equations (A5} and (A6) are used to calculate the tem-
peratures on either side of the interface (k =0, —1}.
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T', +'(Kzbzlp)+ TJ+2'[K, (Kt+~lp)]
K,Ki+M(Ki+K~)/p

(A5) 1 —to
T~

i 2co

1+co 1+0)

X [y T$+ i + ( I —y ) T) i ]

T', +' fK2(K, +alp) j+T'+2'(K, Mlp)I 2 1
(A6)

KiKi+M(K, +K2)lp where 6k is the kth spatial increment,

(A7)

Figure 13 shows the graphical representation of the
finite-difference scheme in the vicinity of the interface.
The solution for the temperature Tt,

+ is generated by

starting the calculation very deep in the underlayer and

solving for a11 mesh points up to the surface except for
TJ+j' and To+', the nodes directly adjacent to the inter-

face. The temperature at these points is determined us-

ing Eqs. (A5) and (A6). If these two mesh points are not
treated symmetrically about the interface the calculation
becomes unstable.

A uniform temporal mesh was used for the entire cal-
culation in order to satisfy the accuracy and convergence
criteria of the calculation. The temporal mesh size was
approximately 3X10 v and the total number of tem-

poral nodes for the calculation was on the order of
30000. A uniform spatial mesh was used for the calcu-
lation from 10 A below the interface up to the surface.
The mesh size in this region was 0.5 A. Below the inter-
face the thermal gradient is no longer changing rapidly
and therefore a wider spatial mesh can be utilized. The
mesh was refined in this region using a geometric pro-
gression so that less than 650 nodes were used to take
the calculation 2.5 (um into the sample.

The spatially nonsymmetric difference formula can be
simplified as

2Q)I+'b t

c;+2K;b, t IIs.kIs.k+,

y-
~k+~a+j '

~= t(IJk+IJt +i»
E;bt

2c, y(1 —y )5~

(A8)

(A10)

(A 1 1)

Our fitting routine begins with seed values for the in-
terfacial impedance, p, and the overall scaling factor
which matches the amplitude of the data to the calculat-
ed surface temperature profile. The Simplex fitting
routine then adjusts the seed values in a direction which
minimizes the mean-square difference between the solu-
tion of Eq. (A7), (A6), and (A5) and the TTR profile.
The fitting routine is more sensitive to the optical-
absorption coefBcient, the upper layer thickness, and the
thermal conductivity of the two layers than it is to the
interfacial impedance or the overall scaling factor. This
was exhibited by altering the routine to fit each of these
parameters separately for a fixed p. In each case the
convergence was more rapid than that for determining p,
but the least-squares difFerence remained approximately
the same.
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