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We formulate the current- and spin-density-functional theory for electronic systems in arbitrarily

strong magnetic fields. A set of single-particle self-consistent equations which determine, in addi-

tion to the ground-state energy, the density, the spin density, the current density, and the spin-

current density, is derived and is proved to be gauge invariant and to satisfy various physical re-

quirements, including the continuity equation. For a magnetic field of constant direction in space,
we prove that the exchange-correlation energy functional E„,[n i, n i,j~i, jet] [n t ~ i ~ir) is the t ( t)
component of the density and j~ ~ ( ~](r) is the 1' ( $) component of the "paramagnetic" current densi-

ty] is actually a functional of n t ( r), n i (r), vt (r) —=V X j e(tr) /n t i r), and
v i(r) —=V X j e(ir ) /n i (r).

An explicit form of E„„which is local in v~(r) and v~(r), is derived from linear-response theory.
The generalizations to finite-temperature ensembles and to magnetic fields of arbitrarily varying
directions are presented.

I. INTRODUCTION

Density-functional theory' (DFT) in the self-consistent
formulation of Kohn and Sham (KS) is one of the most
frequently used tools for the study of the electronic struc-
ture of condensed matter. Originally, the theory was for-
mulated for electrons in the presence of an arbitrary
external potential, but no magnetic field. Under such
conditions, time-reversal invariance ensures that there is
no average current density, nor spin density. When a
magnetic field B(r) is applied to the system —or, even in
the absence of a magnetic field, in broken-symmetry sys-
tems such as ferromagnets (for an example of spin-broken
symmetry) or open-shell atoms (for current-broken
symmetry) —finite current and spin densities appear in
the ground state. Traditionally, the presence of currents
has been ignored, whereas the effects of spin polarization
have been studied in detail, and incorporated in the self-
consistent KS scheme, ' generating the so-called spin-
density-functional theory.

The above approach is only justified if one can show
that the orbital currents give a negligible contribution to
the energy functional. That this is not true a priori can
be seen from the following argument. In a noninteract-
ing, homogeneous electron gas, in the presence of a weak
magnetic field, the contributions to the ground-state ener-

gy from spin polarization and orbital currents are
——,'7I,B and —,'XLB respectively, where Xp is the
paramagnetic Pauli susceptibility, and XL ————,'Xz is the
orbital Landau susceptibility. The two contributions are
of the same order of magnitude. When interactions be-
tween the electrons are included, Xz is considerably
enhanced by exchange. Should a similar correction also

occur in XL, then the spin-density-functional theory
would be in error in neglecting the contribution of orbital
currents to the exchange-correlation energy. Of course,
broken symmetries in interacting macroscopic electron
systems are only found for spins. Therefore, ferromag-
nets required the spin-density-functional theory more ur-
gently. This, however, is no longer true when extremely
high magnetic fields are present, or in open-shell atoms
where spontaneous currents may exist.

In this paper we present the first complete formulation
of a current- and spin-density-functional theory (CSDFT)
for the nonrelativistic (Pauli) Hamiltonian of interacting
electrons in a magnetic field. There are various physical
situations in which huge magnetic fields coexist with a
strongly inhomogeneous electronic structure and our for-
mulation should prove useful in all such cases. For ex-
ample, we have in mind (i) broken-symmetry states
(charge-density waves, spin-density waves, Wigner crys-
tals) in three-dimensional semimetals and doped semicon-
ductors in strong magnetic fields, (ii) broken-symmetry
states in the fractional quantum-Hall-effect regime of a
two-dimensional electron gas, ' (iii) the eff'ect of an
external potential of the fractional quantum Hall effect,
and (iv) ground-state energy calculations in open-shell
atoms and molecules.

Even besides the above-mentioned applications, there
is an intrinsic theoretical challenge in the formulation of
such a theory. It is due to the fact that the separation of
the Hamiltonian into an internal and an interaction part
(the latter describing the coupling to the external fields) is
not gauge invariant. For this reason, one is forced to
work with quantities which are not gauge invariant, and
hence do not have a direct physical meaning. For exam-
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pie, one of the basic variables in our formulation will
have to be the paramagnetic current density j, rather
than the physical current density j (the latter is defined
Via the continuity equation) and the challenge is to for-
mulate a gauge-invariant theory in terms of j . In the
following, we shall show how this key difficulty is over-
come by sharpening our understanding of the structure of
the exchange-correlation energy functional.

This paper is organized as follows. In Sec. II we intro-
duce the basic variables and prove the two basic theorems
of CSDFT, i.e., the analogue of the Hohenberg-Kohn
theorem and the variational theorem. ' In Sec. III we
derive self-consistent one-electron equations which deter-
mine the density, the spin polarization, and the currents
in the ground state. In Sec. IV the one-electron equations
are proved to be gauge invariant, to satisfy the continuity
equation, and to possess the usual magnetic-translation-
group properties whenever the number of Aux quanta per
unit cell is a rational number p/q. In Sec. V we use di-
agrammatic linear-response theory to determine an ap-
proximate form of the energy functional which becomes
exact for high densities, weak magnetic fields, and slowly
varying currents. Section VI presents the generalizations
of the theory to magnetic fields of arbitrarily varying
direction and to finite-temperature ensembles. Section
VII contains a discussion and summary of the results.

n'~(r)—:g (r)g (r), (2.3a)

j't'(r)= — {P (r)VQ (r) —[VP (r)]f (r)I .
2m

(2.3b)

The corresponding ground-state expectation values are
denoted by n (r) and j~ {r). The physical current densi-
ties j (r) are related to the paramagnetic current densi-
ties by the equation

j'~(r)= jP(r)+ n't'(r) A (r) .
mc

(2.4)

They satisfy the continuity equations

also need, as a formal tool, two external vector potentials
A &(r) and A ((r) which couple to spin-up and spin-down
electrons, respectively. The physical Hamiltonian, of
course, has A&(r)= A~(r) = A{r) and z8(r) =V X A(r).
These values will have to be reintroduced at the end of
the formal manipulations. The density and paramagnetic
current-density operators are defined as follows (cr = ),
1):

II. BASIC VARIABLES AND THEOREMS

A. Hohenberg-Kohn theorem

We consider the nonrelativistic Hamiltonian for N
electrons (e is the absolute value of the charge)

H =Ho+ g fn'~(r)V (r)dr+ —g f j'~(r) A (r)dr
cr CT

2

+ g f n~g(r)A (r)dr .
2mc

(2.1)

Ho is the Hamiltonian of the homogeneous electron gas,

2+2 2

2m ', [r; —r
I+J

(2.2)

eA
—,
' [ Vt (r) —Vt (r)]:— 8 (r)

2mc

corresponds to an external magnetic field with a constant
z direction in space. (The case of a magnetic field with
variable direction is discussed in detail in Sec. VI.) To
develop a complete current-density-functional theory we

The remaining terms describe interactions with external
scalar and vector potentials. The scalar potentials V&(r)
and V((r) couple to the density of spin-up and spin-down
electrons, respectively. The symmetric combination
—,'[Vt(r)+ V&(r)] corresponds to the usual external po-
tential V(r}, while the antisymmetric combination

Summing over 0 gives the continuity equation for the
number density, whiIe taking the difference between spin
up and spin down gives the continuity equation for the z
component of the spin density. The constancy of the to-
tal number of electrons and the static continuity equa-
tions [V j (r) =0] impose the constraints

g f n (r)dr=N, (2.5a)

V j (r)= — V [n (r}A (r)] .
mc

(2.5b)

We shall denote by C the class of densities and current
densities n (r) and j (r) which can be realized in a non-
degenerate ground state corresponding to some external
fields V (r) and A (r). All our subsequent considera-
tions are logically restricted to densities in this class. Ex-
perience with the usual DFT indicates that this restric-
tion is not of practical importance.

The generalized Hohenberg-Kohn theorem states that
V (r) and A (r), and the nondegenerate ground-state
wave functions g are uniquely determined (apart from a
common additive constant in the scalar potentials V ) by
the knowledge of the distributions n (r}and j~ (r).

The proof of the theorem is by reductio ad absurdum.
Suppose there were two different sets of fields V, A,
and V', A' giving the same ground-state distributions
n and j~ . Let

~
g) and

~

g') be the two different
ground states corresponding to the two sets of fields. Let
us denote by H and H' the two corresponding Hamiltoni-
ans, and by E and E' the two corresponding ground-state
energies. Then, from the variational principle for the
ground state of H we obtain the inequality
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=E'+ g f drn (r)[V (r) —V' (r)]

tions corresponding to the given external fields. This
theorem follows from the variational principle for the
ground-state wave function, which allows us to write

+ —'y fdrj,.(r).[A (r) —A'(r)]

2

g fdrn (r)[A (r) —A (r)].
2mc

Another inequality is obtained by interchanging the
primed and unprimed variables. Summing the two ine-
qualities we come to the inconsistent result

E+E'(E+E' .

Thus, it is not possible to have the same density distribu-
tions in two essentially different sets of fields. Hence, the
fields, the ground state, and the ground-state energy are
uniquely determined by the densities, and paramagnetic
current density. This result would have not been true if
we had attempted to work with the physical current den-
sities j as basic variable. In that case one would still have
the freedom of operating a gauge transformation on the
vector potential, and hence multiplying the ground-state
wave function by a coordinate-dependent phase factor,
without changing the physical current density. Therefore,
the ground-state wave function is not a unique functional
of j. Working with the paramagnetic current density j
eliminates this ambiguity.

B. Variational principle

Ev A [n', j,'.]=—& ]Ij[n '. j,'.] I
H

I
4[n' j,'.] &

& &P[n. , j,.] IH I 4[n. ,j,.]&

=E„„[n,gp ] .

[H is the Hamiltonian of Eq. (2.1) with the given external
fields V and A .] The minimum must be found subject
to the constraints of Eq. (2.5).

III. SELF-CONSISTENT EQUATIONS

In this section we show that the minimization of
E], A [n ', j~ ] is formally equivalent to the self-

consistent solution of a one-electron Schrodinger-like
equation.

We first decompose the internal energy functional
F[n', j' ] as follows:

F [n ', j' ]= T, [n ', j' ]

e 1 f n'(r)n'(r')
d

The ground-state energy functional can be written as

E[n, j ]=F[n,j ]+ g f drn (r)V (r)

+E„,[n', j' ] . (3.1)

The first term, T„ is the noninteracting version of the
functional F. More precisely,

+—g f dr j (r) A (r)
o'

2

g fdrn (r)A (r) .
2mc

(2.6)

2q2
T, [ ', n, ]]=(g [n,', j~ ] —x p [n'„j~,])

(3.2)

The functional F is defined as

F[n. j,.]—= &Rn. jp ] IHo I f[n. j,.]& (2.7)

and does not contain any reference to the external fields.
Thus, it is possible to define a functional

E], A [n', j' ]=F[n', j~ ]+ g fdr n' (r)V (r)

+—g fdr j' (r) A (r)
c

2 g fdrn' (r)A (r)
2mc

(2.8)

in which the external fields are fixed, and the densities are
varied independently.

The variational principle now states that the functional
E], z [n', j' ] has a minimum when (n', j' )

cr cr

=(n, jz ), the true density and current-density distribu-

where p [n', j~ ] is the ground-state wave function of N
noninteracting electrons with the given density and
current-density distributions. ' The second term, where
n(r)—:nt(r)+n((r), is the usual electrostatic energy.
The third term, E„„is the exchange-correlation energy
functional.

By definition g [n', j' ] is a Slater determinant of X
one-electron wave functions, p,' [n', j~ ], which are the
E lowest-lying solutions of either spin of a Schrodinger
equation with some appropriate external fields
V' [n', j' ] and A' [n', j' ]:

1

2m

2

iAV+ —A'—(r) +. V' (r) g,'. (r)=e,' g,' (r) .
c

(3.3)

The densities n' and j', are related to the one-
electron wave functions by the equations
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n' (r)= g i f,' (r) ~',

N

j' (r)= g Ig;*(r)VQ,'. (r) —[Vg,.*(r)]f,' (r)] .
2m

(3.4)

Here N is the number of the hi~hest occupied orbital of
spin 0, defined by the condition c'z (p, c.z +, &p,
and p is the chemical potential. The functional
T, [n', j~ ] defined in Eq. (3.2) can now be expressed in

terms of the one-electron eigenvalues c,' . Multiplying

2

g fdrn' (r)A (r) .
2m'

(3.5)

Combining Eqs. (2.8), (3.1), and (3.5) we find the function-
al to be minimized:

Eq. (3.3) to the left by g,
* (r), integrating over r, and sum-

ming over i and o, we find

N

T,[n', j' ]=g g e,'. —g f drn' (r)V' (r)
a i=1 CT

——g f dr j' (r) A' (r)
C

N

E~ & [n', j~ ]=+ g e'; + g f dr n' (r)[V (r) —V' (r)]+—g f dr j' (r) [ A (r) —A'(r)]
o i=1 o' 0.

2 2

g fdrn' (r)[A (r) —A' (r)]+ f fdrdr', +E„,[n', jz ] .
2mc 2 r —r' (3.6)

In calculating the functional derivatives of Eq. (3.6)
with respect to n' and jz one must keep in mind that
c,', V', and A' are functionals of these distributions.
However, as a consequence of Eq. (3.3), the derivatives of
c, ,

' are exactly canceled by the derivatives of V' and A'.
Thus, the variational principle leads to the equations

I t

VH(r)=e fdr'
ir —r'i

5E„,[n', j' ]
V„, (r)=

5n' (r)

(3.8a)

(3.8b)

A' (r) = A (r)+ A„, (r) .

We have defined

(3.7b)

V' (r)= V (r)+ VH(r)+ V„, (r)
2

+ t A (r) —[A (r)+ A„, (r)] I,
2mc

(3.7a)

5E„,[n', j' ]—A„, (r)=
c " 5j' (r)

(3.8c)

Equations (3.7) and (3.8) determine the fields V' and A'
as functionals of n' and j' . The latter are in turn deter-
mined by V' and A', via Eqs. (3.3) and (3.4). Thus we
have obtained, at least formally, a self-consistent one-
electron equation, from which the ground-state proper-
ties can be calculated. Its explicit form is

1

Zm

'2
2

iAV+ ——[A(r)+ A„, (r)] + t A (r}—[A(r)+ A„, (r)]2I
C 2mc

+ V (r)+ VH(r)+V„, (r) 1it'; (r)= 'ep,' (r), i =I, . . . , N . (3.9)

The external fields have now been assigned their physical
values, i.e., A&(r)= Ai(r)= A(r) and B(r)z=VX A(r).
We emphasize the fact that the "effective" vector poten-
tial A+ A„, appears linearly in this equation. The
quadratic term remains (e /2mc )A, as in the non in-
teracting case.

The ground-state energy can be obtained from Eq.
(3.6), inserting the expressions for V' and A' given in

Eq. (3.7). The result is

N

EG ——g g E; —
—,'f fdrdr'"

ir —r'i

—g fdrn (r)V„, (r)

——g fdr j~ (r) A„, (r)+E„,[n, j ] . (3.10}
C



37 CURRENT- AND SPIN-DENSITY-FUNCTIONAL THEORY FOR. . . 10 689

We note, in passing, that the chemical potential p, deter-
mined by occupying the N lowest-lying states of either
spin is the exact chemical potential (Koopman's theorem
of DFT). This completes the construction of the self-
consistent one-electron scheme.

We conclude this section with several observations
concerning the fictitious continuation of the physical A
to two nonphysical independent components A . This
trick was necessary to generate a Schrodinger-type equa-
tion which determines self-consistently both components

j of the paramagnetic-current density. We could have
obtained a simpler formulation using jz ——g j as the
basic variable. Since the physical Hamiltonian depends
only on j, the Hohenberg-Kohn theorem and the varia-
tional principle would still be valid in terms of j, but
now there would be only one vector potential. The
Schrodinger-type equation would still have the form of
Eq. (3.9), but now with a single

A(r)~ A„,„(r)=A(r) —VA(r), (4.1)

where A is an arbitrary function. The requirement of
gauge invariance is that if n (r), j~ (r), and FG are the
densities, current densities and ground-state energy cor-
responding to the physical external fields V(r), A(r), and
B(r), then the new densities and ground-state energy cor-
responding to V(r), A„,„(r), and B(r) are

n „,„(r)= n (r),

j~ „,„(r)=j~ (r)+ n (r)VA(r),
mc

IV. GAUGE INVARIANCE

In this section we demonstrate that the self-consistent
equation formulation is a gauge-invariant one, and that it
satisfies the continuity equation for the currents. Consid-
er the gauge transformation

EG new ~G (4.2)

(e lc) A„,=5E„,[n,j ]/5j

a functional of j . A limitation of this simpler formula-
tion is that j~ &

and jz ~
determined from the self-

consistent equations have no physical meaning when con-
sidered separately. Only their sum corresponds to the ac-
tual paramagnetic current density. Furthermore, an ad-
vantage of the formulation in terms of two currents and
two vector potentials is that it exposes some internal syrn-
metries of E„,[n, j ] which would not be accessible in
the j~ formulation (see Sec. IV). We shall return to these
questions in Sec. VI, where the theory is generalized to
magnetic fields of arbitrarily varying directions.

j' ~j' + n' VA
mc

(4.3)

(A& and A~ are now two independent functions. ) We be-

gin with the functional F[n', j~ ], which is defined by
Eq. (2.7). Clearly, the ground-state wave function trans-
forms according to the rule

The second of these equations states that the physical
currents, Eq. (2.4), are invariant under the transforma-
tion. To prove the gauge invariance of our scheme and
also the validity of the continuity equations for particle
and spin currents, it is essential to determine the proper-
ties of the various functionals under the transformation

N
n', j' + n' VA =exp i g [A&(r, )P;&+A&(r;)P;&] p[n', j' ],

mc Ac
(4.4)

where

P =

is the projector for the state of spin 1 ( 1 ) of the ith electron. The validity of this equation can be directly checked by
calculating the expectation value of j with the transformed wave function. From this, the transformation of F is im-

mediately derived:

F n', j' + n' VA =F[n', j~ ]+—g fdrj' (r) VA (r)+ g f drn' (r)
~

VA (r)
~

2mc
(4.5)

The crucial fact about this equation, is that the transformation depends only on j' and n', not on the ground-state
wave function. The same transformation rule applies, therefore, also to the noninteracting functional T, [n', j' ]. Tak-
ing the difference of F and T„and using Eq. (3.1) leads to the important result

F.„, n', j' + n' VA =E„,[n ', j' ] .
mc

(4.6}

This is an exact property of the exchange-correlation functional which, as we now show, guarantees the gauge invari-
ance of the self-consistent equations.

Differentiating both sides of Eq. (4.6} with respect to n' and j', and using the definitions of Eqs. (3.8b) —(3.8d) we
find the following transformations:
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V„, n', j' + n' VA = V„, [n', j~ ]-
mc mc' . A„, [n', j' ] VA (4.7a)

A„, n', j' + n' VA = A„, [n', j' ] .
mc

(4.7b)

In particular, we see that the combination

2

jpn] 2 Axc cr[~ e jpo ]' A
mc

(4.8)

Hence, Eq. (4.9) follows at once. It is interesting to ex-
press the exchange-correlation potential in terms of E„,.
The result is

which appears as a scalar potential term in Eq. (3.9), is in-
variant under the simultaneous transformations (4.1}and
(4.3) (the latter with A& ——A&

——A).
Thus, we see that Eq. (3.9) satisfies the requirements of

gauge invariance. For, suppose we have found the self-
consistent solution corresponding to the vector potential
A(r). Let us multiply each of the self-consistent g,.'s by
a phase factor exp[i(e/R)A(r, )], so that the new densities
and current densities are given by Eq. (4.2). Let us insert
the new densities and current densities in V„, and A„, ,
and let us also replace A by A„,„. Then, using Eq. (4.7)
we can easily verify that the scalar potential term in the
Schrodinger-like equation is invariant, while the vector
potential is changed by the subtraction of V'A. Then, the
new g s and the new densities are the self-consistent
solutions corresponding to A„,„. Furthermore, the
ground-state energy, which is given by Eq. (3.10), is in-
variant, because the c. s do not change, while the varia-
tion of V„, is exactly canceled by the variation of the

j 's. Thus, the proof of gauge invariance is complete.
We now prove that Eq. (4.6) also guarantees

V„, (r) = 5E„,[n', v' ]
5n' (r) Iv' J, n'

e j' (r)——A„, (r).
n' (r)

(4.13)

which clearly exhibits the transformation property of Eq.
(4.7a). Incidentally, the same functional form of Eq.
(4.11) applies to the full ground-state energy EG.

As a final issue related to gauge invariance, we com-
ment on the possibility of applying Bloch's theorem to
the solution of the Kohn-Sham —like equation in a period-
ic crystal potential and a uniform magnetic field. It is
known that this presents considerable difficulties, even in
a one-particle picture, since the external vector potential
A(r) = —,'BX r does not have the periodicity of the lattice.
In general, the translation by a lattice vector can be
viewed as a gauge transformation, whose generating func-
tion is A(r)= —,'(BXa) r. This transformation multiples
the wave function 1((r) by a phase factor

V [n' (r}A„, (r)]=0 . (4.9)
exp[ —,'i(BXa) r] . (4.14)

Since the structure of the Schrodinger-like equation (3.9)
already guarantees

V j~ (r)+ n (r)[A(r)+ A„, (r)] =0,
mc

it is clear that Eq. (4.9) is equivalent to the continuity
equation for the physical particle and spin currents. To
prove this, note that if E„, satisfies Eq. (4.6) for any
A (r), then it can only depend on the combination

j' (r)v'(r)—=VX n' (r)
(4.10)

Thus, we can write

E„,[n', j' ]=E„,[n', v'], (4.11)

e 1—A„, (r)= —, VX
5E„,[n', v' ]

5v' (r) In' I,v'

(4.12)

where E„, is a functional of n' and v'. Taking the func-
tional derivative of E„, with respect to j' at constant
n

' 's we find, after simple transformations,

It can be shown that the result of two successive transla-
tions T,T, differs, in general, from the result of the com-
posite translation T+, by the appearance of a phase fac-
tor depending on a and a'. In mathematical terms, this
means that the electronic wave functions give not an or-
dinary, but a projective, representation" of the translation
group, i.e., they are not Bloch waves. A complete
classification of the irreducible projective representations
of the translation group can still be made if the magnetic
field is along one of the three basis vectors of the lattice,
and the number of magnetic flux quanta per unit cell is
rational. In this case a Bloch-wave representation of the
wave function is still possible (see Ref. 11 for details).
The point we want to make here is that if we translate
r~r+a in our effective one-particle equations the trans-
formation of the wave function will still be given by
(4.14). This can be easily verified by noting that under
this transformation VX(j /n ), 3„, (r), and the
scalar-potential combination of Eq. (4.8) are invariant. In
other words, both the effective vector potential and the
effective scalar potential have the same periodicity as the
lattice. Therefore, their presence does not modify the
conditions for the applicability of Bloch's theorem which
were obtained in a truly noninteracting system.
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V. APPROXIMATE FORM
OF THE EXCHANGE-CORRELATION

ENERGY FUNCTIONAL

principle, the current induced by a weak vector potential
is calculated:

For the above formulation to be of practical use, it is
still necessary to provide a reasonably simple approxi-
mate expression for E„,[n, j ] I.n the usual spin-
density-functional theory, which ignores the orbital
currents, this need is satisfied by the local-density approx-
imation (LDA), i.e.,

j (q)= ——[F, (q)] ' A(q} .
c

This leads to the identification

[Fz (q)] '= —P (q),
where

(5.3}

E D~[n ]=- J drn(r)s„, [n &(r), n &(r)], (5.1) P,,(q)=P (q) 5;, —
q

n q, q

m q
(5.4a)

where s„,[n &, n }] is the exchange-correlation energy, per
electron, of a uniform electron gas, evaluated at the local
values of the spin densities. At first sight, it seems that
one could easily extend the LDA to the currents, i.e.,
write E„, as an integral of a function of the local
paramagnetic current density. However, this is not possi-
ble, because, according to Eq. (4.11),E„,must depend on
the cur! of j~ In Th.us, we conclude that the LDA
vanishes identically for the currents. The simplest ap-
proxirnation beyond the LDA corresponds to a local ap-
proximation in the new variables v (r). To determine the
coefficient of the lowest-order term in this expansion we
resort, as usual, to perturbation theory.

We consider small, but otherwise arbitrary current
densities j' (r) in a uniform electron gas. The functional
F[n', jz ] is expanded to second order in j', i.e.,

F[n', j' ]=F[n',0]+—,
' g j (q) F2 (q) j~ ( —q),

q, cr

(5.2}

where F2~(q) is an as yet undetermined tensor which de-
pends on the uniform densities n

&
and n ~. Anticipating

the RPA form of the result we have ignored here possible
crossterms of the form j & j &. From the variational

P q = —2 (5.4b)

[F2 (q)]~) ———P '(q)
q

m+ 2n& q

Similarly, the second-order coefficient in the expansion
of T, is

[T,z (q)];, = Po '(q) 5—; — +

(Pz is the noninteracting response function. ) The
difference F2 (q) —T,2 (q) is the second-order coefficient
in the current expansion of E„,. Note that it is a purely
transverse tensor because the longitudinal components
cancel out in the difference. Hence, the expansion of E„,
reads

is the usual response function of linear-response theory. '

j ~(q) is a transverse component of j (q). n ) and E„
are exact eigenstates and eigenvalues of the uniform elec-
tron gas (n =0 is the ground state).

Inverting Eq. (5.4a) we obtain

E„,[n', j' ]-=E„,[n', 0]——,
' gj ~(q)[P '(q) —Po '(q)] j~ j( —q),

q, o.
(5.5)

where j ~(q) is the transverse part of j~ (q).
We consider the limit of slowly varying currents, i.e., q~0. In this limit the behavior of P (q) has been the subject

of a recent study, ' based on the random-phase approximation. We refer to this work for technical details. For small q,
P has the form

P (q)=—
2

e
(5.6)

where XL is the contribution of spin cr to the orbital magnetic susceptibility. For the noninteracting electron gas
c Xl /e = —u~ /24m A', where u~ is the Fermi velocity. Hence, we can rewrite Eq. (5.5) as follows:

mkF~ XL~ j~~(&)
E„,[n, j~ ]—=E„,[n, O]+ g Jdr 2 0

—1 VX (5.7)
48m +La

(kz is the Fermi momentum).
In Ref. 13 we have calculated the value of XL /gL for a

paramagnetic electron gas in the random-phase approxi-
mation (RPA). The calculation parallels the calculation

of Ma and Brueckner' of the exchange-correlation ener-

gy of a weakly inhomogeneous electron gas, but now is
applied to the current-current correlation function. The
values of the paramagnetic XL/gL are tabulated in Ref.
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13, for a wide range of densities. In the general spin-
polarized case, numerical results for XL /XL in the RPA
are not yet available. The final step in the construction of
our approximate E„, is to replace the n 's by the local
densities n (r) in Eq. (5.7). The Fermi momenta and the

orbital susceptibilities are now calculated at the local
densities. We can still use the LDA for the remaining
part, E„,[n,O], of the functional. Our approximate ex-
pression for E„,[n', j~ ] is therefore

(r)
E„,[n', j' ]=Jn'(r) e„,[n'~(r), n'&(r)]dr+ g Jb [n' (r)] VX, drn' (r)

(5.8)

where

b [n' (r)]-=
mkF (r)

2 048m

and

j~ p(r)= (gp(r)VQ (r) [Vppt—(r)]g (r))
2m

This expression has the form of Eq. (4.11) and, therefore,
leads to gauge-invariant equations. The exchange-
correlation vector potential A„« is given by (neglecting
derivatives of b with respect to r)

=j'p (r) (6.1b)

(a and P are spin indices). Expanding these variables in
terms of Pauli matrices, i.e.,

(r)-=-
C

b j (r)
( )

VX VX "(
)

(5.9a)

3

n p(r)=n(r)5 p+ g n&(r)o p,
A, =1

(6.2a)

(b is an average value of b ) Similar. ly we find
3

jp p(r)=jp(r)5 p+ g jp„(r)o. p,
A. =1

(6.2b)

(5.9b)

where V„, is the usual exchange-correlation potential
in local-spin-density-functional theory. Note that the
right-hand sides of Eqs. (5.9a) and (5.9b) are actually in
dependent of the electron charge This is e.xpected since
the effect of the current on the exchange-correlation ener-

gy is not an electromagnetic one, but a purely quantum
one, due to the distortion of the wave function in the
presence of currents.

VI. GENERALIZATIONS

3

V p(r)= V(r)5 p+ g V&(r)cr p,
A, =1

3

A p(r)= A(r)5 p+ g Az(r)o p
A, =1

(6.3a)

(6.3b)

we obtain quantities of direct physical significance. For
example, n(r) is the density, n&(r) (A, =1,2, 3) are the
components of the spin density (times 2/fi), j~(r) is the
paramagnetic current density, and j &(r) are the com-
ponents (times 2/fi) of the paramagnetic spin-current
density. We can now introduce external fields

A. Magnetic field of arbitrarily varying direction

n p(r) = ( Ppt(r)Q (r) ) = n p (r) (6.1a)

We have assumed in our treatment thus far that the
magnetic field 8 ~ V& —V~ has a constant direction in
space. This guarantees the existence of two conserved
currents: the particle current and the z component of the
spin current. What happens if B is allowed to have an ar-
bitrary direction in space? The most general approach
describes the system in terms of the following variables:

which couple to n & and j &, respectively. The
Hohenberg-Kohn theorem and the variational principle
can now be proved in the usual way. Note that the vec-
tor part of V p(r) corresponds to a magnetic field:
V&(r) = —(efi /2mc)8&(r). The physical Hamiltonian,
of course, contains only the first component A(r) of the
vector potential. The three spin components Az(r) are
fictitious, and must be regarded as a mathematical neces-
sity to formulate complete self-consistent equations.

The Schrodinger-type equation takes the form

2
2

iAV+ —A—' (r) lip(r)+ g [A (r)5 p
—[(A' ) (r)],pIgp(r)+ g V'p(r)gp(r)=EP (r) . (64)

2m p c
p 2mc'p P

The effective fields are given by A'p(r) = A(r)5 p+ A"p(r), (6.5b)

V'p(r) = V p(r)+ VH(r)5 p+ V"p(r), (6.5a) and the exchange-correlation components are defined as
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functional derivatives of the E„, functional,

5E„,[n p,j p]V"'ii(r) = (6.6a)

consistent equations.
From the exact Hamiltonian of interacting electrons in

a magnetic field, the following exact equations for the
divergence of the ground-state currents are derived:

5E [n, j
(6.6b) V. j (r)+ n(r) A(r) =0,

mc
(6.8a)

The "intensive fields "
n &(r) and j &(r) are calculated

self-consistently from the 1V lowest-lying one-electron
eigenfunctions as follows:

e 2
V j &(r}+ n&(r) A(r} =—(U&&n)& .

mc
(6.8b}

N

n ii(r)= g g;p(r)g, (r), (6.7a)

N

j, ,(r) = g I f;f,(r)V P,.(r) [Vq,',—(r)]g,.(r) I .
2m

(6.7b)

Equations (6.4) —(6.7) are, therefore, our set of self-

The first is the usual continuity equation for the particle
current. The second represents a modified continuity
equation for the spin current, where the right-hand side
accounts for the fact that the spin density is not con-
served, but precesses around the direction of the local
magnetic field. Equations (6.8a) and (6.8b) must also be
satisfied by our one-particle equations. However, close
inspection of the Schrodinger-type equation reveals that
it only assures the following relationships:

e 3

V jz(r)+ [n(r)A(r)+n(r)A„, (r)]+ g ni(r)A„, i(r) =0
mc

A. =1
(6.9a)

and

V jzi(r)+ V [ni(r)A(r)+ni(r)A„, (r)+n(r)A„, i(r)]
mc

2——[U(r) )& n(r)]i ——[U„,(r) X n(r)]i — g E&„A„,„(r) j~,(r) =0 .
2 2e

P, V

The two sets of relations (6.8) and (6.9) are compatible if and only if
r

3

n(r) A„,(r)+ g ni(r) A„,&(r) =0
A, =1

(6.9b)

(6.10a)

and

e
V [n&(r) A„,(r)+n(r) A„,i(r)] ——g e&„,V„"'(r)n„(r)— g s&„„A„,„(r) j „(r)=0 .2 2e

mc Xc
P, V P, V

(6.10b)

These "compatibility relations" will now be shown to follow from the symmetry of the E„, functional. For this, we
note that, by a straightforward generalization of the arguments produced in Sec. IV, the E„, functional, regarded now
as functional of n, n&, j, and j,must be invariant under a transformation of its arguments corresponding to the fol-

lowing transformation of the wave function:

. eii'j(r„. . . , r„;o„.. . , cr~)~exp i . A(r, , a, )
Ac

. e
exp i A(rz, crz) it(ri, . . . , rz', oi, . . . , crN),

Ae
(6.11)

where

A(r, cr ) =AD(r)+A(r). cr (6.12)

is a matrix in spin space. The invariance group of the
E„, functional following from this transformation is easi-
ly obtained from the definitions (6.1) and (6.2). We find

n'=n,
3

ni = g Rq„n„,
p=1

A, =1,2, 3

3
j' =j + nVAO+ g n~VAi

mc ).= 1

(6.14)

E„,[n', nz, j',j~q]=E„,[n, ni, j~,j~i],
where

(6.13)
3

j'~= g Ri„j~„+ (n„VAO+nVA„)
mc

k=1,2, 3 .
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R &„ is the matrix corresponding to a rotation by
2

I
A

I

e/Sic along the direction of A. Now to proceed as
in Sec. IV, we should determine the functional form of
E„, which is equivalent to the symmetry relation (6.13},
and prove that it implies the compatibility relations
(6.10). Due to the complexity of the transformation
group (6.14) this method is not used here. However, we
can prove equations (6.10) by an alternative method
which does not rely on the explicit form of the E„, func-
tional. We consider an infinitesimal transformation
5AO+5A o', such that

2e5n„= g eq„n„5A„,
Ac

P, V

6j =
mc

3

nV5Ao+ g n V5A (6.15)

Then, from Eq. (6.13) it follows

2e e
5j~q —— g s~„„j~„5A„+ (n V5A&+ n&V5AO) .

P, V

5E„, 5E„, 3 5E„,
J dr g 5n&(r)+ .

'
5j (r)+ g .

"'
5j &(r) =0 .

, 5n~r 5j r ~
z , 5j z r

(6.16)

Inserting Eq. (6.15) in Eq. (6.16), using the definitions
5E„,/5nz(r)= Vz'(r), 5E„,/5j (r)=(e/c) A"'(r), etc. ,
and integrating by parts wherever necessary, it is easily
seen that Eq. (6.16) implies precisely the compatibility re-
lations (6.10). This is a very important result. It tells us
that the self-consistent-equation scheme for arbitrary
directions of the magnetic field satisfies the continuity
equation for the particle current and the modified con-
tinuity equation for the spin current, provided the
exchange-correlation energy functional is invariant under
the group of transformations specified in Eqs. (6.13) and
(6.14). It may be hard, in practice, to find the most gen-
eral form of E„, which satisfies this invariance. An ex-
ample of a functional which has this property is

jps jp-s
E„,[n, nz, j~, j ~]=E„, n, n, ,VX,VX

n n
S —S

(6.17)

I

E„, in Eq. (6.17) are invariant under the group, and hence

E„, is invariant. This form of the functional is a natural
generalization of the exact one derived in Sec. IV for a
magnetic field of constant direction, and it- is particularly
suitable for the construction of a local-density approxi-
mation in v+,(r) of the type discussed in Sec. V. Howev-

er, it is only approximate here, since, for instance, it does
not include the contribution to E„, of a twist in the rela-
tive orientation of the spin polarization at two different
points.

As pointed out at the end of Sec. III, we could have
saved much effort by choosing to work in a restricted for-
mulation, where j rather than (j,j &) is the basic vari-
able, and there is only one vector potential. The resulting
Schrodinger-type equation would be gauge invariant and
satisfy the usual continuity equation, but the components
of the spin current resulting from its solution would be
entirely devoid of physical meaning.

In this equation, s denotes the direction of the local spin
polarization, and the symbols are defined as follows:

I
n(r)

I

= gn~(r)~

n+, (r}=n(r)+
I
n(r)

I

j ~;(r) =j,(r)+ j~~~(r),

and the longitudinal (in spin-space) current j~l(r) is given
by

3

g, ~~(r}= g j,dr}tt~(r}/
I
n(r}I .

B. Finite-temperature ensembles

Mermin's generalization' of DFT to finite temperature
ensembles can be extended without diSculties to the
present CSDFT. The one-particle equations retain their
form [Eq. (3.9)] and the self-consistent expressions for the
density and paramagnetic-current density become

tt (r)= g f (s; —p) I P; (r)
I

',
j~ (r)= gf(E, —p)IP,* (r)VQ; (r)

Then, it is easily seen that n(r) and
I
n(r}

I
are invari-

ants of the group, while j~(r) and j ~~(r) transform ac-
cording to

jt jt + (&VAo+
I
n

I
VA

mc

e
)p, ~

&, ~,
+ (nVA((+ InI VAO} .

mc

From these equations it follows that all the arguments of

—[Vf,* (r)]g, (r)I, (6.18)

where f(s, —p) = [1+exp[(E,. —p)/ks T] I
' is the

thermal occupation factor. The exchange-correlation en-
ergy functional is now replaced by the exchange-
correlation contribution to the grand-canonical potential,
but still it must depend on V (jX/n ). Thus, all the
formal properties of A„, and V„, are retained, and
gauge invariance and continuity equations are assured.
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C. Relativistic questions

Finally, we wish to make a few comments on the re-
quirements for a relativistic extension of the theory. If
we take this assignment seriously we must start with the
Hamiltonian of electrons and positrons interacting with
the electromagnetic field and subject to an additional
static external field. The electromagnetic field must be
treated classically, in order to prevent recombination of
electrons and positrons into the true ground state of
quantum electrodynamics, i.e., a vacuum. The elec-
tromagnetic interaction takes now a simple form

H;„,=e f dr j„(r)A",„,(r),
where the fermion current, expressed in terms of Dirac
four-component spinors is

iT(r)y"1(t(r) .

The interaction does not contain the cumbersome
term which was so problematic in the nonrelativistic for-
mulation, and this is what makes the relativistic formula-
tion so deceptively attractive. However, the price paid
for this simplification is that one must now work with
four-component spinors, i.e., electrons and positrons on
the same footing. When the nonrelativistic limit is taken
and the four-component Dirac spinors are folded back
into two-component Pauli spinors (for example, by appli-
cation of the Foldy-Wouthuysen transformation), the A

terms will reappear, and the relativistic current will go
over to the nonrelativistic one. Since the external poten-
tial is kept fixed in the variational procedure, it is clear
that the minimization will have to be with respect to j .
In other words, if the nonrelativistic limit is taken
correctly the final Schrodinger-type equation and the
form of the E„, functional must reduce to what we have
derived in this paper. It is then clear that in practice the
CSDFT presented here is the only realistic single-
particle-like theory for interacting-electron systems in
strong magnetic fields.

VII. SUMMARY AND DISCUSSION

The CSDFT presented above is a rigorous formulation
of a many-body problem of nonrelativistic interacting fer-
mions in a gauge field. In addition to spin polarization, it
includes for the first time the effect of orbital currents. A
central result is the Schrodinger-type equation [Eq. (3.9)],
showing that the replacement of the external vector po-
tential by an effective one (including exchange-correlation
effects) must be done in the linear term, but not in the
quadratic one. Although at first sight this appears to
violate gauge invariance and hence the continuity equa-
tion, a careful consideration of the transformation prop-
erties of A„, and V„„based on the symmetry of E„„re-
veals that there is no such violation.

We emphasize that the appearance of an exchange-
correlation contribution to the vector potential has noth-
ing to do with the fact that the circulating current gen-
erates, according to Maxwell equations, a "classical" con-
tribution to the magnetic field. This effect is extremely

v (r) =—V X [j~ (r)/n (r)],
and does have the appropriate symmetry. The limits of
validity of the approximation are specified as follows. (i)
The current density should be slowly varying in space:

~
VXj, (r)

«kF.(r),

where kF (r) is the local Fermi momentum. (ii) The den-

sity should be high, (i.e., r, should be small). (iii) The
magnetic field should be "small" in the sense that
fico, (r) «EF(r), where co, (r)=efiB(r)/inc is the local
cyclotron frequency and EF(r) is the local Fermi energy.
Condition (ii) is needed to guarantee the applicability of
the random-phase approximation to the uniform
electron-gas model. Condition (iii) is very well satisfied in
systems in which EF is of the order of 1 eV, even if the
magnetic field is as large as 10 T (%co, =1 meV). These
systems include the majority of three-dimensional metals
and semiconductors. Our approximate form of the
exchange-correlation energy functional does not include
quantum oscillations. It can be viewed either as an aver-
age over the fast quantum oscillations, or as a form which
is valid for temperatures ka T» fico, (but ka T «Er ). In
any ease, the form is inappropriate for systems in which
Ace, is comparable to EF.

In order to derive a local form of the E„, functional
valid for strong magnetic fields, one will have the calcu-
late the exchange-correlation energy of an electron gas in
a uniform magnetic field such that only few (or even less
than one) Landau levels are occupied. To the extent that
the system is uniform [n(r)=const] and the physical
current vanishes [j(r)=0], the combination
v(r)=VX[j~(r)/n(r)] coincides with the magnetic field
and hence is constant. From the knowledge of c„, for
uniform n and v we can then derive a local-density ap-
proximation, letting n~n(r) and v~v(r}. In other
words, the results for c„,of a uniform electron gas in the
integral, or fractional quantum-Hall-effect regime, consti-
tute an input for the formulation of the LDA in our
theory, in much the same way as c,„,of a uniform electron
gas is an input for the usual LDA.

We plan to exploit such results in various limits of
magnetic field strength, in two and three dimensions, as a
guide for more general forms of E„,.

small [O(UF/c )] and could be accounted for, if neces-
sary, by replacing the external A(r ) by the self-consistent
potential

A (r) = A(r)+ —f, dr' .
e j(r')
c /r —r'f

The origin of A„,(r), on the other hand, is purely quan-
tum mechanical, and does not depend on the electron
charge. It would also be present in a system of neutral
particles (e.g., He atoms} if the ground-state wave func-
tion carried a finite orbital current.

In Sec. V we have proposed a simple approximation for
the exchange-correlation energy functional which is local
in
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