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We describe the effect of many-particle corrections to improve the electronic energy spectrum cal-
culated in the framework of the density functional formalism (DFF). We show that it is possible to
consider an n-particle diagram like a correction to the DFF results for electronic structure, if we take
into account the electron-electron interaction with nonzero transmitted momentum q or energy €. A
model is proposed for calculating the leading term of the self-energy expansion as a power series in
interactions, i.e., the second-order term under the conditions =0 and €£0. This model is illustrat-
ed by calculating the electronic band structure and optical properties of antiferromagnetic chromium.
The self-energy correction leads to a better agreement between the theoretical calculations and experi-

mental measurements of electronic properties.

I. INTRODUCTION

At the present time, it is universally accepted that the
one-particle band structures obtained by the numerical
ab initio calculations give a good description of the mea-
sured electronic properties. However, it should be noted
that the theorem by Hoenberg and Kohn' was proved
only for the properties of the ground state, for example,
cohesive energy, bulk modulus, spontaneous magnetic
moments, etc. The theorem declared that these properties
can be determined by a unique functional of the electronic
density which is calculated by using the one-particle
Schrodinger equation with a local effective potential.? It
should be emphasized that the same one-particle spec-
trum, which has given an exact description of the
ground-state properties does not necessarily give a satis-
factory description of the electronic properties.

The x-ray and ultraviolet photoemission spectra (XPS
and UPS) where valence electrons are excited by photons
with high frequencies, optical properties, and even the res-
onance frequencies of the de Haas—van Alphen effect may
serve as examples of the electronic properties measured by
excitations of the ground state.

Obviously in the framework of the density functional
formalism (DFF) the band structure is determined only
through correspondence between the total energies of the
interacting electron system and the fictitious one-particle
system.>® Formally the band structure of the one-particle
system cannot have any common feature with dispersed
quasiparticle states. The practice of band-structure calcu-
lations shows that it is not so important and qualitatively
the local-density approximation (LDA) of DFF allows us
to calculate band structures which predict a large part of
experimental results concerning electronic properties.>*

However, it should be noted that the deviation between
experiments and results of band structure calculations in-
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crease with the rise of the excitation energy. Moreover, a
number of recent calculations have revealed significant de-
viations of LDA band structures from experimental data.
For example, calculated widths of the valence band of
transition metals are 1-2 eV narrower than measured
widths in XPS and UPS experiments. In the case of Ni
we are confronted with a set of problems: the presence of
a satellite in the XPS spectrum, the narrowing of the d
bandwidth, the reduction of the exchange splitting, etc.
The calculated values of the dielectric gap for insulators
and semiconductors are less than the experimental value
by a factor of 2. There have been great efforts during the
last few years to improve the calculated optical spectrum
of semiconductors.’~® The quasiparticle energies in semi-
conductors and insulators are described in terms of the
electron self-energy operator. The self-energy operator is
evaluated in the so-called GW approximation, where one
uses the dynamically screened Coulomb interaction (W)
and the dressed Green function (G). This theoretical de-
velopment has given excellent results for the forbidden
gaps in Si, Ge, and LiCl.”'8

The optical measurements in the metals have a good
agreement with band-structure calculations within the in-
frared range of the excitation energy but an increase of
photon energies leads to a rise in deviations between cal-
culations and experiments. The possible reason for the
deviation is the local approximation to the exchange-
correlation part of the effective crystal potential. In order
to avoid misunderstanding it should be noted that two
kinds of nonlocality exist in this problem. On one hand
the crystal potential can be calculated in the LDA ap-
proach. It means that the exchange-correlation potential
can be written>® in the following form:

Vielr)= [ dr V(r)Qyelrira) 1)

where V(r;;)=1/|r,—r, | and the expression
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Oxc(ri,ra)=n(r)glr,,r;)—1] 2)

describes a density of an exchange-correlation hole created
by interactions in the electron system. The LDA means
that we used the pair correlation function g(r,,7,) for the
homogeneous electron liquid at the local density n(r;).

In this work we will discuss primarily another type of
nonlocality which concerns the nonlocal nature of the
effective potential determined for the quasiparticles spec-
trum. In what follows we shall attempt to show that the
possibility to introduce many-particle corrections to the
band structure calculated in the framework of DFF
theory really exists.

Mc Alister et al.'® compared the experimental XPS
and UPS data with the results of a great number of band-
structure calculations of 3d transition metals. This com-
parison showed a reasonable agreement except in the case
of Ni, where experimental bands are 1.5-2 eV narrower
than those given by available calculations. But for the
most part these earlier calculations were performed by us-
ing non-self-consistent crystal potentials with Slater ex-
change. Later, more correct self-consistent ab initio
band-structure calculations with the LDA Hedin-
Lundqvist!! exchange-correlation potential were made.
Such types of calculations show a good agreement with
experiments in the case of Cu (Ref. 12) (although the cal-
culated bands are wider), but the agreement between the
theory and the experiment becomes worse for other transi-
tion metals. For example, cobalt and chromium have cal-
culated bands 10-209% wider than experimental
bands.!>!* The same situation occurs in the case of Fe
and Ni."

It is also very useful to compare the calculated joint
density of states with the measurements of optical conduc-
tivity. Such comparisons have been performed in recent
years in many papers.!>!%17 It is noticed that the predict-
ed positions deviate more from the experimental optical
transitions when the energy of excitation increases. Very
good agreement was obtained in the case of Cu,'>!” where
the d band is filled, but the same quantitative agreement
in the case of Cr (Refs. 16 and 18) and Ni (Ref. 15) is not
obtained.

Now, from this short review, the following points have
been established.

(i) A systematic deviation between self-consistent LDA
calculations and experimental values occurs. Moreover,
the deviations become large when excitation energy in-
creases. However in some cases, for example the case of
copper, the deviation is relatively small.

(ii) Some effective potentials'®?° give better agreement
with experiments than the existing self-consistent ab initio
LDA. 1t is useful to note the success of the ‘“‘second-
principle” approach?!"?* where a good description of elec-
tronic properties is obtained by using the fitting scheme in
the framework of the band-structure calculations.

The remainder of this paper is organized as follows. In
Sec. II we discuss the possibility of using the perturbation
theory for the corrections to the band structure within the
DFF approach. The method of band-structure calcula-
tion is presented and band-structure results for Cr are
given in Sec. III. The model for the calculation of many-

particle corrections is discussed. Finally, we discuss the
influence of many-particle corrections in Sec. IV where
the optical properties obtained from calculations are com-
pared with experiments.

II. PERTURBATION THEORY AND DFF APPROACH

The Green functions used in many-body theory are use-
ful generalizations of the ordering Green functions. The
full Green function is determined by the Dyson equation
(see, for example, Ref. 23):

G(ry,ry,e)=Gy(r,ry,e)+ f Go(ry,r3,€)2(r3,74,€)

><G(r4,r2)dr3 dr4 , (3)

where Gg(ry,r,,€) is the Green function of the free-
electron system which is given by

(=V24e)Gylr,r',e)=8(r—r'), 4)

and 2(r,r’,e) is the self-energy operator. Multiplying Eq.
(3) by (—V2+¢) we obtain

(—=V2i4e)G(r,ry,€)
— [ S(r1,73,0)G(ra,ra,€)drs =8(r —ry) . (5)

The inhomogeneous equation (5) is connected with the
Schrodinger-type equation, e.g.,

(= V24 E)b(r)— [ 2 (ry,r2, E )i (r)dr, =0 ()

which determined the quasiparticle spectrum Ej.

In this integro-differential equation (6) the self-energy =
can be considered as a nonlocal effective potential for an
electron-electron interaction and it can be written as

2(r,r',e)=08(r—r")8(ehy(r)+M(r,r',e) , (7)

where vH(r)=2fv(r—r’)n(r')dr’ is the Hartree potential,
i.e., the average Coulomb potential. In a crystal the
Coulomb potential is the sum of the Hartree potential of
electrons and the nuclear Coulomb repulsion

Vnucl:% 2 ZnZn'U(Rn ’Rn’) ’

n,n'

where R, denotes the position of the nucleus n in the
crystal lattice.

The simplest approximation for £ is to neglect the
second term in Eq. (7). The Hartree-Fock (HF) treatment
consists of the assumption that

MU v e)=i8(e)v(r —r')G(r,r',€)
=v(7,7") (8)

This simple approximation gives the HF exchange poten-
tial v, (r,r') in Eq. (6). Note that the v.,(r,7’) is nonlocal
potential while the DFF exchange-correlation potential is
local in principle.

In theories beyond the HF approach the self-energy
should be regarded as a functional of Green function G.
The functional can be written as a series expansion in a
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G(r,r',e) and v(r —r'):

M(rre)=3 M™(G) . ©

n=1

Each term of the series expansion has a diagram represen-
tation, for example

I e e M s B v

4+ ee e

(10)

Here the terms with n=1,2,3 from expansion (9) are
shown. The functions G are represented by the straight
lines and the interaction v (r,r’) by the wavy curves.

It should be noted that the given expansion of M was
made by expanding the dynamically screened interaction
as a power series in v(r,r').?> In addition it should be
also emphasized that the first term of the expansion (10)
which gives the HF approximation (8), provides a reason-
able description of a system. Thus, we obtain a complete
set of the HF one-electron wave function [¢{F(r)] by solv-
ing the Schrodinger equation (6), and the Fourier trans-
form of v(r —r') is

ofF(@)= [[SHF (N1 v(r—r¢f% (rhdrdr . (1D

Note that we have now the potential vH¥F(g) which is
not similar to free-electron potential 47 /¢ [vFF(q) is less
than the initial Coulomb potential]. Further, in this case
the Hamiltonian, taking into account only the first term of
(10), has the diagonal form on the basis of eigenfunctions
[¢5F(r)] and a new set of quasiparticles and their interac-
tions v}F(q) are determined [e;,¢5F(r)]. We may calcu-
late now the second term of Eq. (10) with the Green func-
tions of these states and the new interaction between them
and we obtain again a new set of eigenfunctions and a
new diagonal form of Hamiltonian. By using Eq. (10), it
is possible to calculate the new interaction. The process
may be continued for other terms of expansion (10).

If the effective crystal potential in Eq. (6) was con-
structed in the framework of DFF approach, we may ob-
tain the complete and orthonormal set of eigenfunctions
[6PFF(r)] and determine some interaction function
v2FF(g) through Eq. (11). These functions can be used
for calculations of diagrams in expansion (10), but now we
do not know exactly what type of diagrams are included
in our first approximation. Therefore the question is
whether we have any possibility of constructing a pertur-
bation series like in Eq. (10) for the one-particle band
structure obtained in the framework of the DFF ap-
proach.

Ten years ago Yasuhara and Watabe?* showed that the
self-energy may be defined by the functional derivative

SE . .(G,v)

m:—M(r,r,e) s (12)

where E,.(G,v) is
correlation energy.

the functional of the exchange-

On the other hand, in the framework of DFF theory we
have>°®

SE (G, v) 1 , ,
W =En(r)n(r Nglr,r')—1] . (13)
Then we obtain the following expression:
S8E,.(G,v)
tfdr’fdeG(r,r’,e)m
. ., OE,.(G,v)
:2fdr v(r,r )m . (14)

From Eqgs. (12)-(14) the self-energy can be expressed as

M(r,r',e)=06(r —r")d(g) fdr" v(r,r'"n(r”)[g(r,r')—1] .
(15)

The expression (15) is the same as the definition of
exchange-correlation potential of DFF [Eq. (1)], i.e.,
M(r,r',e)=v,(r). It should be noted that (i) Eq. (15) is
not the unique solution of Eq. (14); (ii) the self-energy of
DFF theory M(r,r’,e) contains all possible types of dia-
grams from expansion (9); (iii) from Eq. (15) it follows the
existence of some conditions for the electron-electron in-
teractions in the DFF approach.

At first the interaction must be local, i.e., the transmit-
ted momentum g =0 or r=r’'. In addition, the dynamic
correlations are neglected, i.e., transmitted energy &€=0.
It means that we can consider the diagrams with any in-
dex n and all types of corrections to the DFF band struc-
ture, if the electron-electron interaction characterizes the
processes with g0 or €£0.

III. ELECTRONIC STRUCTURE

A. Linear-muffin-tin orbital (LMTO) calculation

In order to calculate the band structure we have used
the self-consistent scalar-relativistic LMTO method with
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FIG. 1. Total density of states and number of electrons of

commensurate antiferromagnetic chromium.
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FIG. 2. Partial density of states of commensurate antiferro-
magnetic chromium.

combined corrections properly included.?*?> The present
calculation was made for the case of antiferromagnetic
commensurate phase of chromium with the simple cubic
CsCl lattice (experimental equilibrium radius S=2.684
a.u.). The one-electron technique is based on the local
spin-density approximation to the DFF and the
exchange-correlation derived by Von Barth and Hedin?®
was used.

We consider a frozen core and treat 4s, 4p, and 3d as
band electrons. The self-consistency is attained with a
small number of k points (i.e., 169) in the irreducible Bril-
louin zone (IBZ). The final bands are obtained after 15
iterations with a fine mesh of 969 k in the IBZ. The re-
sults of calculation are presented in Figs. 1 and 2 for the
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FIG. 3. The self-consistent energy bands in antiferromagnetic
chromium along some high symmetry directions. Solid curve
without self-energy corrections; dashed curve, with self-energy
corrections.

total and partial density of states and number of states
and in Fig. 3 for the band schemes along some high-
symmetry directions.

B. Model for the calculation of
many-particle corrections
to the electronic structure

As was shown in Sec. II any type of diagram with ¢g=£0
and/or €540 is the correction to the LDA DFF band
structure. Hedin and Lundqvist®® have shown that
corrections with g=0 but e =0 are relatively small.

Let us consider the Hamiltonian expressed in terms of
annihilation and creation operators for the Bloch and/or
Wannier states as

H=H,+V, (16)
where

HOZE z Ev(k)a t'koa\r'ka :2 2 2 tj'lnm'a;naalm’a H

o k,v o jl mm'
(17)
and
V:ZL 2 j'lrll’nj?’m’a;noalza’al’n’(r'aj'm'a ’ (18)
o,0" jl j,I'mm' n,n'
mn'm’ ’ 1 ’
=2 [ [drdr Te—g ] Wnr—R)W, (¥ —R))
X W, (' —Rp)W,(r—R;) . (19)

The Bloch wave functions u(r) and Wannier W, (r—R
states are related by the following transformation:

;)

y ik-R;

1
uk(r):W%WV(r——Rj)e (20)

In order to utilize the Hubbard model for the Hamiltoni-
an (16) to compute the many-particle corrections it should
be shown that v(r,r’) (see Sec. II) has an explicit connec-
tion with VJ#™" matrix elements. According to our
determination (11) v(r,r’) is related with v(q) as follows:

o (@)= [ fu{(r)Tr_l—r,'[u;'M(r')]*drdr'

kR, ., —i(k+q)R;

=L [ [ardar s ™Mo nre :
N Ji

where
W 1
v (r,r')= W‘/(r——Rj)4’ —

By using (22) for the interaction integrals (19) we obtain

' =2 [ [drdew,(r —R))

W, (r'—R;) (22)

X v (5,0 )W, (r—R) . (23)

Although the inter-atomic terms are not necessarily negli-
gible, the useful simplification is to neglect them and to
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take into account only the intra-atomic terms:

Upm=Vr™m=2 [ [drdr'w,r —R))

X7 (5,1t )W, (r—R;) ,
(24)

Jpm=V ™™ =2 [ [drdr'W,(r—R))

Xvi™r, i)W, (r—R;) .

It means that we neglect the ¢ dependence of the correc-
tions.

If we utilize the contact approximation for the interac-
tion UJT'"'(r,r’)=IJ§-"'"'(r)8(r—r’) we obtain

Upm'=2 [ dr Wt —R)L™ (£)W, (1—R;) . (25)
A further simplification is to replace U,,,, and J,,, by

M(Z)(r],rz, )=G(r},0,0

or

their averages U and J. In the following applications we
will use only the U,,,, interaction in the g representation.

Hence, according to Eq. (21) and using the contact ap-
proximation

, 1 —igR;
0 (Q=—~ e “F
N &
J

T f dr 1™ (r)

=8(q)U . (26)

It should be noted that I 13-”'"':1 mm’ for the periodic sys-
tem; the interaction of Stoner is determined as I=U/N,
ie.,

v (qQ)=N58(q)8,,1 . 27)

It is obvious that the greatest contribution is given by the
second diagram in expression (10). Let us calculate this
correction, i.e.,

f f drydrydo’ v(r),r3)G(r3,14,0)G(14, T3, © — @' 0 (14,T2) (28)

iqr, —igqr Sl —=fie )1 — i)+ (1= fi) frefi
M gqw)=I [ [ drdr, k,k%”ku(rl)ui(rz)e e Ry () (0 U (1)u e (1)) P
29)
In order to calculate the expression (29) we make the approximation
= [ [drdnuc(r)e ug(rug (re " u(ru(rug(r) < | P(rrq) | 2 (30)

where P(ry,r,,q) is the dipole matrix element. This estimation seems to be more realistic than the standard assumption

that all matrix elements are equal to 1.

Thus, we obtain for any choice of bands with indexes i,j,k

NYE,)N/E,)NXE;)

T; T, .
M o dE} [ 'dE} [ " dEX Pilw) —
f S5, dES [, aES PYo w+E} —E{—E5+i8
. ~Ep . rEp . NYE|N/E,)NXEj;)
+ [ dE! dE dE% PY(w) : : (31
fEr : fB : fs ’ o+E{—E5—E%+i6

where N'(E) is the density of states of ith band, T and B are the top and bottom of the bands, P¥(«w) is the energy depen-
dence of the probability of transitions between ith and jth bands, i.e.,

[ dk | P;(k) | *8(E{ —Ef +)
[ dk8(E{ —E{ +o)

Pilw)=

The factors n, and N, are the normalization factors, i.e., N, is the number of bands taken into account and n,

(32)

is the

coefficient connected with spin degeneration of bands (n, =2 for intraband transitions and n, =4 for interband transi-

tions).

It should be noted that a similar expression may be obtained in the framework of the one-band Hubbard model,?’

where all interband contributions are neglected; the case of degenerate d bands is considered and P¥(w)=1.
ical estimates show the significant influence of the interband processes.

Our numer-
At the same time our calculations and results by

Tréglia et al.?’ demonstrate that the simple local term (31) accounts for about 90% of the total value. The nonlocal
terms create the g dependence of the corrections to self-energy, the dependence was neglected in our calculations.

In order to calculate M Y%(w) we assumed that NYE) is the rectangular density of states (DOS) for a single band, and
we introduced the abbreviations b,,f; to represent the bottom and the top of ith band. Further, A; is the value of rec-
tangular DOS normalized to one electron in band. The first term of M “*(w), for example, can be written as

N,
S

w)

[ldz [fay [rax—— el

y—x+id

(33)
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FIG. 4. Energy dependence of the self-energy of antiferromagnetic chromium.

where N, (and N,) is the minimum (maximum) number
of filled band and a =b;, b=t; or Ef, c=Ep or b;, d=t;,
f=Ep or b, g=t,. It should be noted that the approxi-
mation of total density of states (DOS) as the sum of the
rectangular partial DOS represents correctly the full mod-
el DOS and real DOS for the principal features (the peaks
and so on).

One can see from Fig. 4 that the real and imaginary
parts of self-energy have behavior which is expected to be
in accord with general results.!' Since the value of the
Stoner parameter for the Coulomb potential is undeter-
mined in our model, we have used an effective Stoner pa-
rameter of spin fluctuation determined self-consistently in
our band-structure calculations.

C. Ground-state properties and band structure

We have collected some measured and calculated
values of pressure P, sublattice magnetization M, effective
Stoner interaction parameter I, and density of states at the
Fermi level N(Eg) for S=2.684 a.u. in the commensurate

antiferromagnetic chromium in Table 1. In this table we
have also summarized the results of various calcula-
tions.'¥?%2° As can be seen, the agreement between
present calculation and experiment is good. Our results
are close to the results of Kiiber?® which are obtained by
using the LASW method and there are significant
discrepancies between our calculation and an earlier
LMTO calculation.”® The reason of these discrepancies
between the two LMTO calculations is not clear. Howev-
er, it should be emphasized that in order to obtain full
agreement between Skriver’s calculation and experiment it
is necessary to change the atomic radius S to within a few
percent of the observed lattice space. Therefore the
discrepancies may be explained by the accuracy in the nu-
merical calculations.

On the other hand, the agreement between present
theoretical results (and those of Kiibler) and experimental
values of density of states at the Fermi energy seems quite
good. But it is strange because of the existence of the
electron-phonon enhancement for the value of N(Eg). In
order to compare theory and experiment one must multi-

TABLE 1. The ground-state properties of antiferromagnetic chromium for the experimental value of lattice constant (a=2.884 A).

Present
Skriver® Kiibler® Kulikov and Kulatov® work Experiment
P (kbar) — 147 —70 0
M (unit of ug) 0.29 0.48 0.593 0.59
I (mRy) 60.3 63.9 54.7 67.9
N (E) (states/Ryatom) 5.8 8.7 4 9.16 8.1¢
9.2¢

*Reference 28.
"Reference 29.
‘Reference 14.
dReference 30.
‘Reference 31.
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TABLE II. [-projected number of states and density of states at the Fermi level.

Skriver® Present work

l, o=1 o=1 o=1 o=1

n; s 0.31 0.31 0.315 0.309
(electron per P 0.41 0.41 0.410 0.412
atom per spin) d 2.42 2.13 2.571 1.982
N(E) s 0.03 0.02 0.037 0.024
(states per Ry P 0.47 0.46 0.418 0.518
per atom) d 2.55 2.28 5.913 2.254

*Reference 28.

ply the theoretical N(Ep) by (1+A), where A is the
coefficient of electron-phonon interaction which is close to
0.25 for the case of Cr.*?> The total density of states
shown in Fig. 1 is similar to that obtained by Skriver,?®
Kiibler,? and Kulikov and Kulatov.'* It should be noted
that the values N(Ep) of LASW calculation®® and present
LMTO calculation are close to each other. We believe
that the calculation of Kiibler?® is the most accurate since
the results of band-structure calculation was used for the
evaluation of the difference between the total energies of
the antiferromagnetic and paramagnetic states. The result
predicts the existence of antiferromagnetic ordering in the
chromium.

Figure 2 contains the partial density of states. Some
representative results obtained for the antiferromagnetic
Cr are shown in Table II. It is obvious that there is con-
siderable discrepancy between the absolute values of d-
projected numbers of states and d density of states at the
Fermi level (spin polarized) obtained by earlier LMTO
calculation®® and by the present authors. It is obvious
also that the d states determine the total magnetization in
antiferromagnetic sublattice. There is a peak of d type
which appears in the antiferromagnetic case close to the
Fermi level. This extra structure is caused by the energy
gaps produced by exchange splitting of the paramagnetic
band structure.

The band schemes of commensurate antiferromagnetic
Cr obtained in the framework of LMTO method (solid
curves) are presented in Fig. 3. In this figure we have also
included the band structure corrected by the self-energy

term (dashed curves). The degeneracies are lifted by the
exchange interaction producing the gaps along = and A
directions which stabilize the antiferromagnetic ordering.
In Table III, we have summarized the results of various
calculations including the ones presented here. It is help-
ful to compare these theoretical results with the experi-
mental values**~3% of the filled part of the d bands and
also with the total filled-valence-band widths. The calcu-
lation in the framework of DFF approach gives the band-
widths longer than the experimental one (Table III).

When self-energy correction is taken into account the
occupied bandwidth is sufficiently decreased and its value
compares well with the experiment. Another interesting
value is the filled part of the d bands. We obtain a better
agreement with the experimental value. The calculated
average value of the AF gap is equal to 0.45 eV and it is
rather close to the theoretical ones by other authors and
does not differ significantly from the experimental values
for commensurate Cr-Mn alloys. The self-energy correc-
tions do not change the value of the AF gap, since this
effect is not very important near the Fermi surface.

IV. OPTICAL PROPERTIES

The optical density of states of antiferromagnetic
chromium was calculated by interpolation over 969 k
points in the irreducible part of Brillouin zone in the ener-
gy range from O to 0.5 Ry with an energy step of 0.0025
Ry, taking in all 12 bands between which there are transi-
tions in this energy range.

TABLE III. Relative energies at I' in AF Cr; A is the AF (antiferromagnetic) gap.
Present work
Energy (Ry) Skriver® Kiibler® Kulikov and Kulatov® DFF¢ SCe Experiment
0.50"
Ep—Er, 0.62 0.58 0.61 0.62 0.57 0.151#
Er—Er, 0.33 0.31 0.35 0.33 0.31 0.331*
A 0.033 0.037 0.035 0.033 0.033 0.36"

?Reference 28.
bReference 29.
‘Reference 14.
IDFF is the density-function formalism.

°SC is the self-energy correction included.
fReference 33.
EReference 34.
hReference 35.
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FIG. 5. The total interband optical conductivity o9(w) with self-energy corrections (curve A), the interband part o%(w) with (curve
B) and without self-energy (curve C) corrections. Curve D shows o%(w) as calculated by Laurent et al. (Ref. 16) and curve E, their to-

tal o(w).

The interband part of the optical conductivity function

o%(w) in the limit of vanishing linewidth is

b 277'92 1 2
(w)=—""7F dk | P,, (k)
ore 3mie? ,,2,,[‘!; (2m)? | |
XS8(E,(k)—E, (k)—fw) , (34)

where n and n’ are occupied [E, (k) < E¢] and unoccupied
[E,(k)> Er] energy bands, E, (k) represents the nth ener-
gy level at a given k vector and Ey is the Fermi level. o
is the photon frequency. P,,.(k) is the dipole matrix ele-
ment which is obtained by using Wigner-Ekart theorem
for the gradient formula.3®

The function o(w) is depicted graphically in Fig. 5.
Curves B and C are the interband conductivity obtained
by using the Eq. (34), respectively, with and without self-
energy correction. Curve A is the total conductivity in-
cluding the intraband part (Drude term) and the effect of
the lifetime broadening due to the electron-electron in-
teractions. In Fig. 5 we have also presented the results of
the calculations of the interband conductivity (curve D)
and the total conductivity (curve E) of the paramagnetic
chromium obtained by Laurent et al.'® The available ex-
perimental data'®3’ (open circles and solid circles) are
shown in the same figure.

As can be seen, the interband transitions occur just
above the zero energy which means that there is no opti-
cal gap for the direct interband transitions. It should be
noted also that we obtained the same structures of the op-
tical conductivity function as Laurent et al.,'® except in
the region of low-energy transitions where we found some
additional structures which characterize the antiferromag-

The experimental data of optical conductivity are as follows: Open circles, Ref. 18; solid circles, Ref. 37.

netic chromium electronic bands. Note, that the experi-
mental optical conductivity of the paramagnetic and anti-
ferromagnetic chromium differs only at low energies of
photons (i.e., ® <0.5 eV).3%38

The magnitude of the peaks of our curve (C) is smaller
than that of curve D, but this result is in good agreement
with the experimental measurements depicted in Fig. S.
In order to obtain a good agreement with experiments
Laurent et al. introduced a fitting lifetime (r—!=0.5 eV)
which leads to the spreadoff of the initial curve and de-
creases the magnitude of the peaks as shown in Fig. 5.

Our principal peak at 3 eV in curve C is shifted towards
higher energies about 0.7 eV from its experimental posi-
tion but is in good agreement with the theoretical one of
Laurent et al.'® This peak can be associated with
Ts— T, transitions.

The peak at 4 eV is also shifted towards the higher en-
ergies from the experimental one at 3.5 eV and it is possi-
ble to associate this peak with same type of transitions
(Ts—T,) as the principal peak at 3 eV. The high energy
experimental structure at 6 eV is described by the inter-
band transitions Z;—Z; and Z;—Z . and it is displaced
in the theoretical calculations on the higher energies by
0.5 eV.

In the region of low energies we obtained two peaks at
0.40 and 0.8 eV. The structure of 0.8 eV exists in both
paramagnetic and antiferromagnetic measurements at 1
eV;33% Laurent er al. obtained this peak at 1.2 eV in
their paramagnetic chromium calculations. The lowest-
energy peak is typically antiferromagnetic, because it is
connected with the appearance of the antiferromagnetic
gap at the Fermi energy as discussed in the previous sec-
tion (see also Fig. 3). The position of this peak is in an
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excellent agreement with the structure which was found
in the optical measurements of the commensurate phase
of Cr stabilized by impurities.?>*

The predicted positions of peaks deviate more from the
experiments when the excitation energy becomes larger (it
means that the principal errors connected with DFF ap-
proach exist). Let us utilize the self-energy corrections
which were obtained in the preceding section. In order to
take into account the many-particle effects for the calcula-
tion of the optical conductivity we changed the values of
energies E, (k) by using the following procedure:

E,(k)=E,(k)+Re | MP(E)| , (35)

and we utilized the new values E, (k) in expression (34).
We neglected the k dependence of the self-energy correc-
tion. The results of this calculation are presented in Fig.
5 (curve B).

It should be noted that the agreement between theoreti-
cal and experimental structures is improved: There is the
shift of the theoretical peaks to lower energies, and there-
fore the predicted peaks are closer to the experimental
ones. However, these shifts must be larger for a better
agreement between calculations and measurements.

Curve A represents the final result of our calculation in
which the lifetime effect, i.e., the value of
1/7=(Im | M'?(E)| ), has been taken into account to-
gether with the Drude intraband contribution. The free-
electron relaxation time was given by Lenham and
Treherne.’® The shift of energy spectrum has the correct
tendency, but it is only half of what it should be to give a
perfect agreement with the experimental data.

V. CONCLUSION

There is no doubt that it is possible to get a good agree-
ment between the theory and experiment using the param-
eters I and 1/7 as the fitting parameters. Such an ap-
proach for the ferromagnetic Fe, Co, and Ni was recently
used by Tréglia et al.*® on the basis of degenerated Hub-
bard model and LDA DFF band structures, but the goal
of this work is different. In this work we are interested in
the ab initio values of many-particle corrections to im-
prove the one-particle DFF band structure.

In the present study it is shown that some many-
particle effects are not taken into account by DFF theory
in principle. Simultaneously there is the error introduced
in the calculation by the LDA approach in the framework
of DFF theory. It is possible that we can obtain the good
quantitative agreement between DFF theory and experi-
ments for the electronic properties beyond the LDA ap-
proach,'®?° but the influence of many-particle corrections
depends critically on the value of interaction constant I,
and in the case of ferromagnetic or antiferromagnetic met-
als its value may be large as it is demonstrated here.
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