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The magnetic field and temperature dependence of the resistance of low-stage acceptor graphite
fiber intercalation compounds have been investigated at low temperature. The magnetoresistance
curves are well described by the weak-localization theory in two-dimensional disordered systems.
From the temperature and field dependence of the magnetoresistance, values of the temperature-
dependent inelastic scattering time are obtained. It is shown that both hole-hole and hole-phonon
scattering determine the inelastic lifetime of the conduction carriers. The contributions from the
weak localization and Coulomb interaction effects to the logarithmic temperature dependence of

the resistance have been separated.

I. INTRODUCTION

The transport properties of two-dimensional (2D)
weakly disordered electronic systems have been the sub-
ject of great interest in the last few years. Theoretical
and experimental investigations of the low-temperature
electrical resistivity of a variety of quasi-2D metallic sys-
tems have led to the observation of new and nonclassical
metallic effects. The prominent feature of all these sys-
tems is a small logarithmic increase of their resistance
with decreasing temperature at low temperature.

Two mechanisms have been proposed to account for
the observed phenomena. The first is weak-electron lo-
calization' =3 due to constructive quantum interference
between elastically backscattered partial electron waves.
The second is the electron-electron Coulomb interac-
tion,*> which is enhanced in the presence of defect
scattering.

As both theories predict InT dependences of the resis-
tance which are comparable in magnitude, the measure-
ment of the temperature dependence of the resistance is
not sufficient to distinguish between these two mecha-
nisms. However, for other transport properties such as
the magnetoresistance,3'6 the Hall effect,*” and the ther-
moelectric power,® the predictions of the two theories
are different. Low-field magnetoresistance measurement
is the most widely used method to discriminate with
some success between these two mechanisms. Indeed,
the application of a magnetic field perpendicular to the
2D carrier system produces a phase difference between
partial waves which interfere constructively in the back-
ward direction in a zero magnetic field, so the effect of
weak localization is reduced and, as a result, a small
negative magnetoresistance is observed. On the other
hand, the logarithmic behavior due to interaction effects
is not affected by the application of a low magnetic field.

A large number of systems has been investigated ex-
perimentally, including metal films, inversion layers, and
metallic superlattice systems. For recent comprehensive
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reviews on the subject, Refs. 9—11 should be consulted.

It is well known that the insertion of molecular accep-
tor species between graphite layers is accompanied by a
large increase of the hole density due to the charge
transfer, which confers a metallic behavior to the materi-
al, as far as the electronic properties are concerned.
Moreover, the anisotropy of electronic conductivity is
considerably enhanced, exceeding 10® in most low-stage
acceptor graphite intercalation compounds (acceptor
GIC’s), so that the quasi-two-dimensional character of
these compounds is accentuated.!?~'* The stage of a
compound refers to the number of graphitic layers be-
tween two successive intercalate layers. Recently, anom-
alous behaviors, ascribed to localization and interaction
effects, have been observed in the low-temperature elec-
trical resistivity of low-stage acceptor GIC’s.!>1® A log-
arithmic increase of the resistivity with decreasing tem-
perature and a negative magnetoresistance were reported
on a set of acceptor GIC’s with different host graphite
materials and intercalates. The magnitude of the effects
and the temperature at which the minimum in resistance
occurred were directly related to that of the residual
resistivity of the compound.!® It was also clearly
demonstrated that acceptor GIC’s are ideally suited for
the study of weak localization and interaction phenome-
na since, as a result of the large number of different
types of graphite host materials that may be intercalat-
ed, the amount of disorder may be controlled in these
materials. Also one may control the charge transfer, i.e.,
the electronic distribution, by using different intercalates
and controlling the intercalation processes.

The paper is organized in the following manner. In
Sec. II we give theoretical equations for the 2D resistivi-
ty and magnetoresistance that are needed for the subse-
quent discussion of the experimental results. In Sec. III
we first report on the low-temperature dependence of the
magnetoresistance of low-stage acceptor GIC’s and then
analyze the data by using the full expressions of localiza-
tion and interaction effects. The contributions to the
logarithmic temperature dependence of the resistance
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from weak localization and from Coulomb interaction
effects are separated. Finally, in Sec. IV, we present our
conclusions.

II. THEORETICAL BACKGROUND

The temperature dependence of the resistance of two-
dimensional disordered systems in zero magnetic field,
due to the occurrence of both weak localization and
electron-electron interaction effects, is given by**

SR(T) _ e’
R(Ty)  20%

T, |’ (1

Rglap +7)In

where SR (T)=R (T)—R (T,) and R is the resistance
per square—the measured 3D residual resistivity divided
by the c-axis repeat distance I, (Refs. 15 and 17)—at the
temperature T, and «, p, and ¥ are numerical factors.

The localization contribution is determined by the
product ap while the electron-electron interaction con-
tribution is given by y. T7? is the temperature depen-
dence of the inverse of the inelastic scattering time 7;.
The physical meaning of the inelastic scattering time is
that for times shorter than 7; the phase coherence of in-
terfering complementary waves, which is the source of
weak localization effect, is maintained.? The power p
depends on the dominant inelastic scattering mechanism,
the dimensionality (d) of the system, and on whether
one is in the clean or dirty limit. For electron-electron
scattering in weakly disordered metals it was found that
p =d /2 in contrast with the result p =2 predicted in the
clean limit whatever the dimensionality of the sys-
tem.!®~2!  For electron-phonon scattering!®??=2* p
ranges from 2 to 4 in the dirty limit at low temperatures.
The value of a depends on the effect of spin-dependent
processes due to magnetic scattering and spin-orbit cou-
pling. In the frame of the theory of Hikami et al.,?
magnetic impurities destroy the phase coherence of con-
structively interfering complementary waves, thus
suppressing the localization. On the other hand, spin-
orbit scattering leads to a destructive interference in the
backward direction, thus creating an antilocalization
effect. The magnetic scattering and the spin-orbit
scattering lead, respectively, to scattering times 7, and
T¢ . Which are both assumed to be temperature indepen-
dent.

In the limit where 7; <<7,,,7,, a=1; for 7, <7,
Ts0», @=0; and if 7, , <<7;,7;, a=—1. Since 7; is tem-
perature dependent, a takes different values according to
the temperature range considered. The strength of the
electron-electron interaction contribution*?’ is given by
¥, where y —which is a measure of the screening by
other charge carriers—has a value close to 1 in the limit
of weak screening.

A measurement of the temperature dependence of the
resistivity does not allow us to determine the relative im-
portance of weak localization and interaction effects.
We shall see now that the measurement of the magne-
toresistance at various temperatures does allow such a
separation.

The weak localization theory for 2D systems® predicts
that a uniform perpendicular magnetic field H weakens
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the localization effect when the characteristic magnetic
time,

#i

"H= 4¢DH ’ (2)

becomes comparable to or shorter than 7,. In this ex-
pression D =(v?7,)/2 is the 2D diffusion constant, 7, is
the elastic scattering time due to defect scattering, and
vp is the Fermi velocity. It is convenient to express each
characteristic time 7x of the weak localization theory in
terms of a characteristic magnetic field Hy through the
relation

#i

= > 2’
4eDTg @)

Hyg
where K labels the different scattering processes. H,
H;, H,, and H, are, respectively, the characteristic
elastic scattering field, the characteristic inelastic scatter-
ing field, the characteristic magnetic impurity field, and
the characteristic spin-orbit field. For a magnetic field H
much higher than H;, the logarithmic increase of the
resistance with decreasing temperature due to weak lo-
calization effects is suppressed.

According to the weak localization theory of Hikami
et al., the magnetoresistance of a quasi-2D system, in
which the magnetic field H is oriented perpendicular to
the 2D carrier system, is given by>?2°
AR (H,T) e’

=— 3p(L
RO.T) — 2.2 Rolz¥G+H(T)/H)

—3V(3+H,(T)/H)+InH

+LIn[H,(T)]— 3In[H (D]},

(3)

where AR(H,T)=R (H,T)—R (0,T), ¥ is the digamma
function, and where
Hl(T):H‘(T)"F%Hs,o. +%H: ’

H,(Th=H,(T)+2H, .

The dimensionless factor A should be unity for per-
fectly homogeneous systems.?’” The general predictions
of the theoretical expression may be summarized in some
limiting cases such as the following ones. If
H,>>H_,H_, the magnetoresistance is negative and its
temperature dependence reflects that of 1/7;. When
magnetic impurity scattering is important (H, >H_,
H;) the magnetoresistance is negative and temperature
independent.  If spin-orbit scattering dominates
(H,, >>H;,H,), the sign of the magnetoresistance is re-
versed from negative to positive.

For strictly 2D systems, no magnetoresistance is pre-
dicted when the magnetic field is parallel to the plane.
However, for a thin film of finite thickness, a negative
magnetoresistance also exists in a parallel field but ap-
pears at much higher fields than the perpendicular mag-
netoresistance. The terms “parallel” and “perpendicu-
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lar” are relative to the orientation of the magnetic field
with respect to the 2D system. As a result, in the low
magnetic field range, the magnitude of the parallel mag-
netoresistance is generally much smaller as compared to
the perpendicular magnetoresistance. 2

III. ANALYSIS OF THE RESULTS

We have previously reported'>!® the results of mea-
surements of the temperature dependence of the zero-
field resistivity and that of the field dependence of the
magnetoresistance at 4.2 K. The samples in which we
are interested here are Union Carbide mesophase pitch-
based fibers of the type P100-4 intercalated with CuCl,
(stage 1-2) and of the type VSC-25 intercalated with
CoCl, (stage 2). The characteristics of the samples are
given elsewhere,!® while the experimental procedure is
described in more detail in Ref. 29.

Ca)d o

10"4 NEGATIVE MAGNETORESISTANCE

MAGNETIC FIELD cT)

(b

10"4 NEGATIVE MAGNETORESISTANCE

MAGNETIC FIELD «T)

FIG. 1. Transverse negative magnetoresistance vs magnetic
field for (a) a P100-4 CuCl, compound and (b) a VSC-25 CoCl,
compound at various temperatures. The solid lines are calcu-
lated from a best fit using the weak-localization theory [rela-
tions (3) and (4)].
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A. Magnetic field dependence of the resistance

We first consider the magnetoresistance results and
compare them to the above-mentioned theories. In Figs.
1(a) and 1(b) we present new magnetoresistance curves
obtained for two samples at different temperatures and
as a function of a magnetic field perpendicular to the
fiber axis. It may be seen that the magnetoresistance is
negative and its magnitude increases with decreasing
temperatures. These features are consistent with the lo-
calization effect. Of particular importance is the orienta-
tion of the magnetic field with respect to the 2D carrier
system. The use of the weak localization relation (3) re-
quires the magnetic field to be perpendicular to the 2D
system. In our case, a difficulty comes from the arrange-
ment of the graphite layers which constitute the 2D sys-
tem in the fiber cross section.

For a magnetic field perpendicular to the fiber axis,
the angle between the magnetic field and a set of parallel
graphite planes is different from one set to another.
However, since the degree of crystalline orientation of
the pristine material is rather small and is still weakened
due to the intercalation processes, the angular depen-
dence of the magnetoresistance, which indicates the
cross-sectional arrangement, is weak in intercalated
pitch fibers.'® In the following, we shall assume an iso-
tropic distribution of the graphite layers in our samples.
So, when the magnetic field is perpendicular to the fiber
axis, the measured magnetoresistance includes contribu-
tion from both parallel and perpendicular magnetoresis-
tances.

Let us estimate first the contribution to the magne-
toresistance due to the parallel orientation. In graphite
fibers, the graphite layers are oriented parallel to the
fiber axis. Since, in the frame of weak-localization
theory, the magnetoresistance does not depend on the
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FIG. 2. Negative magnetoresistance as a function of mag-
netic field for a P100-4 CuCl, compound at 7.6 K. Perpendicu-
lar (@) and parallel (O) magnetic fields with respect to the
fiber axis have been considered.
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orientation of the current relative to the magnetic field,
parallel magnetoresistance measurements may be per-
formed by applying the magnetic field parallel to the
fiber axis. Figure 2 shows typical magnetoresistance
curves for a magnetic field perpendicular and parallel to
the fiber axis at a given temperature. As expected, the
magnetoresistance appears at much higher field for a
parallel than for a perpendicular magnetic field.

However, certain difficulties are raised in the quantita-
tive experimental study of the magnetoresistance when
the magnetic field is parallel to the fiber axis. Indeed, a
small deviation (=~5°) from parallelism between the
magnetic field direction and the fiber axis may cause the
observed magnetoresistance to be the result of the per-
pendicular magnetic field component relative to the fiber
axis. This is supported by the fact that such a behavior
is observed whatever the temperature considered. More-
over, the graphite layers are not strictly parallel to the
fiber axis. Thus, in the following, we assume that the
magnitude of the measured magnetoresistance depends
only on the field component perpendicular to the graph-
ite planes. A detailed analysis of the magnetoresistance
curves at many temperatures enables us to determine the
different characteristic magnetic fields. % !°

In our case, comparison between experimental results
and theoretical predictions requires integrating Eq. (3)
over the isotropic distribution of the cross-sectional
graphite layer arrangement in the fiber (see Appendix):

AR (H,T)
R (0’ n expt
RS 7/2 | AR (H cos6,T)
K J —7/2 R(0,T) thmde @

where [AR(H)/R (0)]ipeor is the magnetoresistance
given by the theoretical expression (3) and
[AR(H)/R(0)],p is the measured magnetoresistance
with the magnetic field perpendicular to the fiber axis.

Before quantitatively analyzing our data, we would
like first to discuss the main features and trends we ob-
serve. This gives us information on the relative magni-
tude of the characteristic fields H;, H;, and H .

(i) Below 4.2 K, the magnetoresistance is nearly tem-
perature independent (not shown in Fig. 1), which sug-
gests that magnetic scattering dominates in this tempera-
ture range.

(i) The pronounced temperature dependence of the
magnetoresistance for 7' > 10 K implies that in this tem-
perature region the importance of inelastic scattering
due to phonons and other holes becomes comparable to
other phase-coherence loss mechanisms in a zero mag-
netic field.

(iii) For each temperature, the magnetoresistance is al-
ways negative down to very low magnetic field. This
means that spin-orbit scattering is not important in our
samples. Thus we take H, , =0 whatever the tempera-
ture range considered.

Best fits were obtained by assuming that the tempera-
ture dependence of H,(T) is represented by a power law
of the form AT +BT?2. As shown in Fig. 1, the results

TABLE 1. Parameters relative to electrical resistivity measurements of the samples. A, 4, B, and H, are the parameters used in fitting the transverse magnetoresistance data.

RRR is the residual resistivity ratio.

s

H
(1074 1)

A
(10~° T/K)

Ry(4.2 K)

pip4.2 K)

B
(10~° T/K?)

103AR /R | decade

(1072 m?/s)

A
0.2

RRR

(Q/0)

(uQcm)

14 0.68 3.46 0.35

2.0

6.7

1.17

300

33

P100-4 CuCl,

(stage 1-2)

0.08

1.02

25 33 0.60

10.1

0.15

1.23

285

36

VSC-25 CoCl,
(stage 2)
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agree fairly well with the predictions of localization
theory. The values obtained for the adjustable parame-
ters A, B, A, and H, in the fit to relation (4) are given in
Table I for both samples.

We suggest that the values obtained for A are the re-
sult of structural inhomogeneities caused by the presence
of Daumas-Herold domains® and the presence of highly
resistive regions which are not intercalated. Absolute
values for the scattering times can only be calculated us-
ing relation (2) when the diffusion constant D is well
defined. We determined D using the formula D =Jvgl,
which is strictly valid only for the case of two-
dimensional diffusion. In the frame of the Blinowski-
Rigaux 2D electronic band model®' for a low-stage (1 or
2) GIC acceptor, vy=8 10° m/s while the value of the
mean free path for defect scattering /, is calculated us-
ing the value of the low-temperature resistivity.!” This
allows a reasonable estimation of D, given Table I. We
found for a P100-4 CuCl, compound

1/7,=2.9X10°T +8.4x10'T?
and for a VSC-25 CoCl, compound
1/7,=3.9x10°T +9.6x10'T? .

We now compare these results with those of the ideal
resistivity p, —the temperature-dependent term of the
resistivity —previously performed in low-stage acceptor
GIC’s.!7? Such a comparison should be made with
reservation since 7;, the dephasing time due to inelastic
scattering, and ;.. the transport relaxation time, may
be unequal: for example, 7; is crucially dependent on
the forward scattering while 7; .., is not. It was shown
that the functional form of the ideal resistivity is well
represented by a power law of the form a,T +3,T? from
3 to 300 K (Ref. 29) and that the magnitude of p; is al-
most the same for all low-stage acceptor compounds
above liquid-nitrogen temperature. !’

We assume that this feature extends down to 1.5 K
and we use a,=3x10"!'" Qm/K and B,=6x10"1"
Q m/K? as mean values. Using the relation

1
Ti

with m *=0.25m,, N = 10 cm~2, and the c-axis repeat
distance I, =12 A as typical values for a stage-2 accep-
tor GIC, we find

(1/7)irans=4. 1 X 10°T +-8.5x 10'T? ,

piNe’

*
trans m IC

(5)

close to the values reported above.
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In the light of these theories for disordered metallic
systems, this temperature dependence may be physically
understood in the following manner: the linear
temperature-dependent term of 1/7;, which dominates at
low temperature, is due to two-dimensional disorder-
induced hole-hole interaction, while the quadratic term
is indicative of hole-phonon interaction in the dirty case.
We will now compare the observed values of 4 and B
with the theoretical expectations.

Altshuler et al.?° calculated the scattering time 7; due
to electron-electron interaction in a strictly 2D electron
gas and obtained

ksT
T 2Epro "

Eptg
#

(6)

1
T’ e-e

Using 7o=1,/vp=2X10""s and E;=0.8 eV, we find
(1/7;)..=3.8x10°T. This is in good agreement with
the values obtained from the analysis of other experi-
mental observations as reported above (Table II).

The expression for the electron-phonon lifetime in the
dirty limit has been derived by Takayama,?* who pro-
posed

B 27laky T?

B 7
kplo#i6p @

1
Ti

e-ph

where a is a numerical factor of the order of unity, kp is
the Fermi wave vector, and 6, is the Debye tempera-
ture. In our particular case, taking as the effective De-
bye temperature for hole-phonon interaction the value of
500 K (Ref. 17), we find, from Eq. (7), (1/7;).,p
=1.5x%10%T?2, which is in reasonable agreement with the
values just reported if we consider the crude assumptions
concerning the estimation of (1/7;),.p, from relation (7).

From relations (6) and (7) we note that both (1/7;),.,
and (1/7;),,n should increase linearly with the disorder,
i.e., are proportional to the residual resistivity. This
theoretical prediction, which is in contrast to all existing
experimental results in metal films, 32,33 also fails to ex-
plain the experimental results in acceptor GIC’s. This
should be investigated in more detail.

B. Temperature dependence of the resistance

We are now in a position to determine the relative
contribution of the effects of localization and interaction
to the logarithmic temperature dependence of the resis-
tivity. In Fig. 3 we show the low-temperature variation
of the electrical resistivity of the P100-4 CuCl, com-
pound. Below 18 K, the sample exhibits a logarithmic
increase of the resistance with decreasing temperature.

TABLE II. Values of the coefficients @ and b in the expression 1/7,=aT +bT".

From ideal resistivity

Present work measurements Theory
P100-4 CuCl, VCS-25 CoCl, (Ref. 29) [relations (6) and (7)]
a (10° s7'K™1) 2.9 3.9 4.1 3.8
b (10" s7'K7?) 8.4 9.6 8.5 ~15
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FIG. 3. Temperature dependence of the zero-field resistance
of a P100-4 CuCl, compound. The data are normalized to the
minimum value of the resistance.

In Fig. 4, we show the effect of a magnetic field on the
rate of the logarithmic increase of resistance for a
P100-4 CuCl, compound. According to relation (1), the
variation of resistance over one decade of temperature is
given by

SR /R | gecade=2-84X107°Ry(ap +7) . 8)

The effect of a magnetic field on &R /R | jecage 18
shown in Fig. 4. We see that 8R /R | gecaqe Presents a
rapid variation at low magnetic field and saturates for
H >0.2 T. This observation is coherent with the fact
that H; <<0.2 T for all temperatures investigated. This
means that for values of the magnetic field higher than
0.2 T, the logarithmic behavior, which is still present, is
only due to interaction effects. The estimated values of
v for both samples are given in Table I. Since the mag-
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FIG. 4. Variation of 8R /R | gecage With magnetic field for a
P100-4 CuCl, compound. ¢ are the experimental points ob-
tained from the logarithmic temperature dependence of the
resistance at various magnetic fields. The solid line is a guide
for the eye.
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netic field allows only little variation in the coefficient of
InT, the importance of hole-hole interaction in acceptor
GIC’s is clearly demonstrated.

IV. CONCLUSIONS

Our analysis of the low-temperature behavior of the
electronic transport properties of low-stage acceptor
GIC’s shows that both the logarithmic temperature
dependence of the resistance and the negative magne-
toresistance are well described by the existing theories of
weak localization and Coulomb interaction in 2D disor-
dered systems.

The experimental magnetoresistance data obtained
over a wide temperature range enable us to determine
the temperature dependence and the magnitudes of the
relaxation times that characterize the processes of hole
scattering with a change of energy and spin. We find
that the temperature dependence of the inverse inelastic
scattering time may be represented by the sum of a
linear and a quadratic term, indicating the presence of
both hole-hole and hole-phonon inelastic scattering pro-
cesses. Also, the weak temperature dependence of the
magnetoresistance at low temperature requires that we
take into account the presence of magnetic scattering.

The relative contributions to the logarithmic tempera-
ture dependence of the resistance from weak localization
and hole interaction effects are also estimated. Since the
magnetic field induces only little variation in the
coefficient of the logarithmic dependence, we conclude
that the logarithmic temperature dependence is largely
due to hole-hole interaction effects.

In addition it must be noted that the minimum of
resistivity cannot be attributed to the Kondo effect.
Indeed, in the vicinity of this minimum, there are no
anomalies typical of the Kondo effect in the thermoelec-
tric power which depends linearly on the temperature. **
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APPENDIX: GEOMETRICAL CORRECTION

In Sec. IITI A we have stated that in a transverse mag-
netoresistance measurement, the observed magnetoresis-
tance cannot be directly related to the weak localization
theoretical relation (3). This is due to the fact that the
graphitic planes in the fibers, which constitute the 2D
systems, are not parallel to each other and, as a result,
are not all perpendicular to the magnetic field. So,
different effective magnetic fields act on the charge car-
riers in the different planes, since it was shown that only
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the perpendicular component of the field modifies the
conductance. Thus, in order to take this fact into ac-
count, the relation between the observed transverse mag-
netoresistance and the theoretical relation (3) may be
modified as follows.

We consider the graphite fiber as a set of 2D subsys-
tems, each of them consisting of parallel 2D graphite
layers. Thus the total conductance of the intercalated
fiber may be expressed:

O fiber — EO',- ’ (A1)
{
o; being the conductance of the ith subsystem.

The effect of a magnetic field perpendicular to the
fiber axis is the same for each element of a subsystem,
but varies from one subsystem to another. As a result,
we have

o(H)=S o,(H cosb,) . (A2)

0, is the angle between the magnetic field direction and
the normal to the layers of the ith subsystem.

We further assume that the fiber may be regarded as a
collection of randomly oriented two-dimensional graph-
ite layers. Thus, converting the sum represented in rela-
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tion (A2) to an integral, we may write

a(H)=A$ [ o,p(H cos6)d6 (A3)
)

where o,5(H cosf) is the 2D conductivity of a graphite

layer in the presence of a normal component of magnetic

field (H cos@), and A is a constant factor which depends

only on the sample size. Now, since

_AR(H) _ g(H)—0(0)

R (0) a(0)
we obtain
AR (H,T)
R (0’ T expt
1 2 AR (H cos0,T)
= — _— 4
T f—n/z R(0,T) theorde ’ (ad)

where [AR (H)/R(0)]peor is the magnetoresistance
given by the theoretical expression (3) and [AR (H)/
R (0)]ype is the measured magnetoresistance with the
magnetic field perpendicular to the fiber axis. A similar
expression was derived by Woolf et al.3’
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