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We present calculations of the matrix elements for electron-induced ionization of core electrons
of atoms. We use both self-consistent atomic potentials for accuracy and model potentials to gain
physical insight. We pay particular attention to the angular momentum distribution of the two
final-state electrons, especially when one of them lies near what would be the Fermi energy in a
solid (i.e., as in an absorption fine-structure experiment). For nodeless core wave functions, in the
dominant channel both final-state electrons have angular momentum one greater than that of the
initial core state. For sufficiently deeply bound states, this first approximate selection rule holds
until the incident electron energy exceeds the ionization threshold by at least 500 eV, i.e., over the
experimentally relevant range. It is also possible to determine the angular momentum distribution
of the final-state electron. The EXAFS-like electron tends to have angular momentum one greater
than that of the initial core state, even in some cases where the first approximate selection rule
does not hold. (EXAFS is extended x-ray-absorption fine structure. ) The strongest trend is that
the dipole component in a partial-wave expansion of the Coulomb interaction dominates the ma-

trix element. In these studies, careful treatment of not just the core state but also the unbound

states is crucial; we show that the conventional orthogonalized plane-wave approximation is inade-

quate, giving incorrect ordering of the channels. For model potentials with an adjustable screen-

ing length, low-lying bound resonances are found to play an important role.

I. INTRODUCTION

In this paper we study ionization of an atomic core
electron by an incident electron. This problem has re-
ceived much consideration with regard to the energy
dependence of the (inelastic) scattering cross section' and
the edge singularity. The new question on which we
focus is the relative branching ratio (as a function of en-
ergy) for various pairs of angular momenta for the two
unbound final-state electrons. We are especially interest-
ed in the case in which one of these electrons is near
threshold (with the other carrying most of the energy).
This situation is in contrast to the case of (e, 2e) scatter-
ing, where the two final-state electrons have similar en-
ergy and for which significant simplifications are possi-
ble, and to the case of ionization cross sections, where
the focus is on the lower-energy electron.

Our motivation stems from our efforts to understand
and analyze the extended fine structure found in appear-
ance potential spectroscopy (EAPFS), which we review

briefly: In APS an incident electron with energy E, in
the range 500—2000 eV ionizes a core electron with
binding energy 250—1500 eV. The excitation probability
involves a convolution over the two final-state energies;
energy conservation reduces this double integral to a sin-
gle integral over the energy of a single final-state elec-
tron. If the excitation matrix element is slowly varying
with energy —an assumption that we verify explicitly—
then the only sharp feature in the energy convolution is
the unit step function at Ez appearing in the unoccupied
density of states. Differentiation (with respect to E;)

produces a 6 function at EF plus a small, smooth deriva-
tive of the matrix element. The deriUatiUe of the oscilla-
tory part of the excitation probability is thus dominated
by the case where one final-state electron is at EF and
the other carries the remaining energy E . ' Notice
that E increases linearly with E;. Hence by monitoring
the derivative of the excitation probability as a function
of E, , one has a probe of the excitation probability by
counting Auger electrons or soft x rays emitted when the
core hole refills or by looking at the decrease in the elas-
tic yield. With E a few volts above EF, APS was origi-
nally used to examine the unfilled density of states. For
electrons in the range 20—600 eV, the inelastic mean free
path is less than 10 A; then the electron at E will not
sample the full periodic potential (i.e., the band struc-
ture) but rather just the local environment. This argu-
ment is just that made in extended x-ray-absorption fine
structure (EXAFS) which has been highly successful in
determining short-range spacings. Accordingly, we ex-
pect to be able to analyze EAPFS using the same rela-
tively simple procedures as in EXAFS. The simplicity of
EXAFS analysis depends upon the dipole selection rule,
which guarantees that the photoexcited electron has a
unique angular momentum. [For a core level with angu-
lar momentum l, & 0, calculation confirms the well-
known optical result that the channel with angular
momentum l =l, +1 dominates the alternative channel
with 1„=l, —1 (Ref. 10)]. With single-channel domi-
nance, one obtains the familiar EXAFS expression in
which the near-neighbor spacing R can be extracted
from sin(2kR +25t+a), where a is the backscattering
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phase from the neighboring atom and 5& is the (here,
well-defined) phase shift due to the excited atom. "

Our goal is to show that under certain conditions in
EAPFS the electron with energy E has predominantly a
single angular momentum l, and to determine the value
of I for a given l, . The key result is that, when the core
wave function is nodeless (i.e. , ls, 2p, 3d, . . . ), and

sufficiently deeply bound (as defined in Sec. IV), an ap-
proximate dipole rule applies to EAPFS; i.e., l =l, +1.
We also confirm that the same l dominates over the en-
tire experimental range of E„(75—500 eV). An addition-
al complication over EXAFS is that there are two "ac-
tive" electrons rather than just one; hence, we must see
how exchange affects the matrix elements. All these
problems involve primarily the excitation of the deeply
(typically 100 eV or more) bound states of the so-called
"central" atom, and so are basically questions of atomic
physics. Indeed, Manson has shown that, over most of
our range (150—500 eV for Au), photoionization of bulk
materials is well described by atomic calculations. ' The
principal contribution of the remainder of the solid is to
alter the tails of the wave functions by screening. The
more rapid, exponential asymptotic decay of the poten-
tial occurs in both our self-consistent local-density po-
tential and our model Yukawa potential. A consequence
of using a screened potential is that there will only be a
finite number of bound states. It is in this aspect that
our studies differ most clearly from those of atomic phy-
sicists. We performed some checks (using self-
interaction corrected potentials) to show that the use of
unscreened core states does not appreciably change the
matrix elements.

In another paper' we consider this problem more
thoroughly by self-consistently embedding an atom in
jellium, and present detailed numerical results. In that
paper, we also show that using phase shifts appropriate
to the correct, pseudodipole selection "rule, " as opposed

to the originally suspected monopole selection rule, '

does not change stated EAPFS-derived spacings beyond
the original error bars when the correct derivative of the
data is analyzed. Here we show how most of the
relevant physics can be gleaned from a more manageable
atomiclike calculation.

In Sec. II we present the general formalism for the
problem, including angular momentum combinatorics
and simplifications available with angular averaging. In
Sec. III we give the results of self-consistent atomic po-
tential computations that support the approximate di-
pole rule. In Sec. IV, we use model potentials to discuss
the physics underlying the numerical trends, especially
the improvement of our approximate rules with increas-
ing Z, and show how both the angular momentum fac-
tors and the exchange effects enhance dipole relative to
the previously believed monopole behavior. ' In Sec. V
we summarize the findings of these atomic calculations.

Earlier crude calculations used the orthogonalized
plane-wave (OPW) approximation, sometimes employed
when the exact continuum electron states are unknown.
The hope was that with a good description of the core
wave function, one could gain at least a tolerable ac-
counting of the ordering of the matrix elements and oth-
er trends of interest. Instead, we show in the Appendix
that the OPW underestimates the primary channel by
over an order of magnitude, violating the approximate
dipole selection rule. In addition, it gives the incorrect
energy dependence for the final-state electrons. In short,
OPW is notably unreliable.

II. THEORY

The rate of creation of core holes by an incident elec-
tron of energy E, and momentum k, is given by Fermi's
golden rule applied to the spin-averaged transition
rate

5(E, +E, E, E~)( —,
'

~

—(k, k~~ V—c ~k, ), )
~

+ —,
' ~+(k, k2~ Vc ~k, y, )+ ~
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has received noteworthy attention in recent years. ' The
key result for our work is that EXAFS can be described
as a one-electron process, with the overall rate modified
by a complicated matrix element due to readjustment of
the remaining "passive" electrons. The EXAFS final-
state electron wave function should be calculated using a
potential which has relaxed around the core hole.
(One possibility is the Z+1 approximation. ') It should
furthermore be orthogonal to the initially occupied
states of the same angular momentum.

In the usual manner, the calculations reported in
this paper involve just the two active electrons and the
initial-state potential. Since our primary goal is to
evaluate the relative strength of various angular momen-
tum combinations rather than their absolute value, we
would feel comfortable neglecting many-body relaxation

where ( ) indicates an average over the possible mag-
netic quantum numbers of the core hole, E, is the core
hole binding energy, y, represents the quantum numbers
of the core electron, and k1 k2 and E1 E2 are the wave
vectors and energies of the electrons in the final state.
The + and —subscripts indicate the symmetry of the
wave functions under exchange of the spatial coordinates
of the two electrons. The electron-electron Coulomb in-
teraction is denoted by Vc, N, is the number of scatter-
ing sites, and EF is the Fermi energy (which would be
zero in a purely atomic calculation). This distorted wave-
Born approximation is similar to others widely in

4, 15—17

We use the independent-electron approximation, as-
suming that all the electrons move in a static potential
v(r). ' The problem of many-body effects in EXAFS
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effects if they essentially introduce only an overall
modification of the rate. We performed test calculations
to check that such is the case. Since these tests involved
atoms embedded in jellium, we will defer detailed discu-
sion to our subsequent paper. ' In brief, however, we
compared calculations using just the initial-state poten-
tial to compute both initial- and final-state electrons with
others using the final-state potential to compute both
final-state wave functions; in both cases, self-interaction
corrections were included for the bound state. The
matrix element plots of the type of Fig. 1 look very simi-
lar, except that the ordinate scale factor is about twice
as great in the latter case. It has also been suggested
that the ionization rate be calculated in the transition-
state model, where both the single-particle orbital to be
ionized and the final-state orbital are occupied by one-
half electron. Since this means that both the incident
and anal states are calculated with the same potential,
one may imagine the model potentials used below to be
transition-state potentials. We also considered the
scenario that the slower-moving Fermi-level electron
screens the potential for the electron at E, ; we accord-
ingly computed the wave functions for the electron at
EF and E using the final and initial potentials, respec-
tively, and obtained plots nearly identical to those in
which the final potential was used for both elec-
trons. ' ' It is not surprising that the electron at E is
insensitive to the form of the potential; this result was
reported for electrons above about 100 eV, viz. , the
range of interest. For lower energies, the exchange-
correlation potential is quite sensitive to the electron en-
ergy. ' Thus our treatment of the Fermi-level electron
is far from ideal, but we expect (or hope) that since its
energy is fixed, errors in the wave function will primarily
introduce errors in the overall magnitude, rather than
the relative rates.

We have neglected any final-state correlation
effects. ' While such effects can, in general, be impor-
tant, in the present problem these two electrons have
such different energies that interactions between them
presumably do not play a major role. Likewise, reso-
nance effects are not expected to be important, except
perhaps for the Fermi-level electron.

Under the approximations stated above, the wave
functions in (1) are symmetric or antisymmetric com-
binations of eigenstates of the single-particle Schrodinger
equation with potential U (r), having eigenvalues lt, and

y, or k
&

and kz. Our units are chosen so that
=e~/2=2m =1.

The extended fine structure produced by electronic or
x-ray probes is, ipso facto, a small perturbation on the
rate of creation of core holes. Hence, we can start by ig-
noring all atoms in the system except the one which is to
be excited. We will later show that for deeply bound

l,o

LLI

~ 0.8
UJ

&C

CCI—

~ 06

g
1
—02

0
5

I

10 l5 20
I

25 30

FIG. 1. The upper group of curves shows the fraction of the
atomic K-edge ionization rate due to the dipole component

(j =1) of the Coulomb interaction. The lower group is the
fraction of the ionization taking place in the I211I channel.
Here ( ) represents an incident energy 100 eV, ( ——) 500
eV, and ( ———) 1000 eV above threshold 2 EF —E, . In all
cases the second final-state electron is at 13.6 eV.

where p(E) cc &E is the density of states for electrons at
energy E, and

core states the contributions to the integrals in (1) come
exclusively from within the core. The problem thus be-
comes an essentially atomic one. Hence we approximate
the potential U by one which is spherically symmetric
about the nucleus of the excited atom, which we take as
the origin. Then we can expand the single-particle wave
function into partial waves in the usual way, using 6-
function normalization for the continuum wave func-
tions.

The transition rate (1) may now be expressed in terms
of the radial wave functions. Expanding Vc in spherical
harmonics, summing over the magnetic quantum num-
bers, ' and changing the integral over momenta into an
integral over energy, we find that

E„
(Pl) ~ f M(E;;E;+E, E)dE, — (2)E

where E =E;+E,—EF is the maximum energy of an
outgoing electron. The matrix element M(E, ;E&,E2)
represents the ionization of the core electron by an elec-
tron of energy E; to produce two final-state electrons of
energy E& and E2. It may be expressed as a sum over
the possible angular momenta of the electrons:

M(E, ;E),E2)=p(E))p(E2) g M(( ( (E, ;E, ,E2),
l, , l), 12

M. . . (g, k'„k,')=(k;k~kp) 'g
I
F(i, 1;2,c;j )

I
+

I
F(i, 2; l, cj )

I

1 2

I;—( —1) ' 'g&(2j +1)(2j '+1) '

&

J

I) j
F(i, 1;2,c;j )F(i, 2; l, c';j)

I2 j (4)
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where the variables j and j' represent the expansion of
the Coulomb field into multiple moments, and

III. SELF-CONSISTENT POTENTIAL
CALCULATIONS

F(i, 1;2,c;j)= (2l, +1)(21,+1)(212+1)
2j +1

I, I, j l2 I, j
0 0 0 0 0 0

&(I(i, 1;2,c;j),

where

I, I, j
0 0 0

is a Wigner 3-j symbol, ' and I is the double integral
over the radial wave functions:

J
~ ~ 00 00I(i, 1;2,c;j)= dr, dr2 . P/, /(r, )P/, / (r/)

0 O pJ+i // 1 1

X(b/, / (r~)u„ / (r2) .

The functions P/, /(r) Ir and u„ / (r) lr are solutions of the
C C

radial wave equation for the continuum and bound elec-
trons, respectively.

A similar formalism for the distorted Born-exchange
approximation has been developed by Rudge and
Schwartz' and by Younger. Both allow for a phase
factor between direct and exchange scattering ampli-
tudes, which is complicated due to the long-range
Coulomb interaction. In practice this factor is usually
set to unity for convenience. In a solid (our ultimate
interest' ) this long-range interaction is screened, ena-
bling us to neglect this difficulty and so compute the
phase "exactly. " Younger also projects onto the total an-
gular momentum, which we sum over.

The function M// / (E, ;E&,E&) defined above is the
i 1 2

matrix element for the ionization of a core level (quan-
tum numbers n„ 1, ) by an incident electron of momen-
tum k; and angular momentum I;, producing a final state
of two continuum electrons, having energies E, and E2
(or momenta k& and k2) and angular momenta 1& and 12,
respectively. Note that E, and E2 may take on any en-
ergies above the Fermi level allowed by the conservation
law, E;+E,=E, +E2. In addition, although the total
angular momentum of the system is of course conserved,
there are many possible combinations of (i&, lz) for a
given (l, , l, ), in contrast to EXAFS. ' '

I, I, j
I, l2 j'

is the Wigner 6-j symbol. ' The integral over the radial
parts of the wave functions is given by

In the preceding section we developed a formula for
the transition rate as a sum over the possible angular
momentum channels [l, l&lz) of the incident and final-
state electrons. If one such channel dominates the tran-
sition rate (2), then the analysis will immediately simpli-
fy to one much like that used in EXAFS, allowing rela-
tively easy discovery of the environment of an atom near
the surface of a bulk material. In this section and the
next we present evidence for the presence of an "approx-
imate selection rule" which indicates the particular
channel which dominates the ionization rate. We also
determine the range of experimental conditions over
which such behavior holds. The weakest aspect of this
calculation is the treatment of the Fermi-level electron.
In addition to its sensitivity to details of the potential,
the associated nontrivial angular momentum dependence
of the density of states in a material (i.e., the part not
proportional to 21+1) may modify our results.

Our first calculations used potentials derived from the
atom-in-jellium model of Bryant. This local-density-
approximation model should accurately portray the be-
havior of the electrons near a nucleus in a metal. How-
ever, evaluation of these potentials takes large amounts
of computer time and the physics behind the results is
difficult to understand. As discussed in the Introduc-
tion, we restrict ourselves to atomiclike calculations with
screening by the background reflected only in the ex-
ponential decay of the potential.

We generate atomic potentials using the local-density
approximation of density-functional theory. '

Specifically, we use a modification of the code developed
by Herman and Skillman, which produces a nonrela-
tivistic self-consistent electron density and single-particle
potential. Calculations were performed both with and
without orbital-dependent self-interaction correc-
tions. ' While one must note that neither the incident
electron nor the scattered final-state electrons move in
this potential (which is accurate only for the bound elec-
trons), inclusion of more accurate, energy-dependent
potentials ' does not change our basic results. We will
discuss these corrections in our next paper.

We begin by generating self-consistent spherically
averaged charge densities and potentials for all atoms
with atomic number Z & 33. We used only I's (6.
These potentials are used to create the wave functions to
be used in evaluation of the matrix element (4). Since
the important quantity in EAPFS, as in EXAFS, is the
energy above threshold, we considered incident electron
energies 100, 500, 1000 eV above the ionization thresh-
old,

~
E,

~

+2E/;. - To approximate the environment in

which EAPFS is to be measured, we set EF ——1 Ry, or
13.6 eV. Since we are primarily interested in EAPFS-
like properties, we fix one of the final-state electrons at
the Fermi level, E~ =E~.

For the ionization of 1s and 2p electrons (K- and
Lz 3-edge processes), we find the key result that at low
energies above threshold, one channel dominates the ion-
ization rate. In K-edge excitations it is the [211) chan-
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FIG. 2. The L2 3-edge ionization. The notation is the same
as in Fig. 1, except that the lower set of curves represents the

t 322 I ionization fraction.

nel, while for the L2 3 edge it is I322I. The results are
summarized by the thick lines in Figs. 1 and 2. These
lines represent the fraction of the total ionization rate
which goes into the preferred channel at each energy.
The K-edge process is clearly dominated by the I211I
channel, with up to 45% of the ionization going into this
channel for Z & 10 when the incident energy is less than
500 eV above threshold. The L2 3 edge is not so clearly
dominated by the I322I channel, but for Z & 15 at least
30% of the ionization goes into this channel for incident
energies on the order of 100 eV above threshold, al-
though there is a rapid fall-off with increasing energy.
As Z increases, the fractional contribution of the I322I
channel also increases.

The presence of these preferred channels means that a
large fraction of the higher final-energy, EXAFS-like
electrons will have an EXAFS-like angular momentum,
i.e., l =I, +1. Although in EAPFS the selection "rule"
is not nearly so well satisfied as it is in EXAFS, the frac-
tion of EAPFS electrons with EXAFS-like angular
momentum is large enough so that EAPFS can be used
to determine atom separations in solids. '

Referring to Eqs. (3)—(6), we see that both of these
preferred channels are produced by the dipole (j = 1)
part of the Coulomb interaction between the incident
and core electrons. The contribution to the ionization
(3) from the j=1 part of the Coulomb potential for both
edges is shown as the thinner (and upper) lines in Figs. 1

and 2. The dipole part of the potential quite clearly
dominates the ionization, and at least in the K-edge case
seems to be increasing in relative strength with increas-
ing energy. This may not seem particularly surprising,
since the dipole part of the interaction is known to dom-
inate in the case of small momentum transfer. In this
case, however, there is no a priori reason to expect small
momentum transfer. For example, in the case of alumi-
num, orthogonalized plane-wave (OPW) calculations
suggested that the monopole part of the potential dorn-
inated the interaction (cf. Appendix).

Since the aluminum and oxygen E-edge excitations
have been investigated experimentally, ' we pay partic-

ular attention to them here. In Table I we list the frac-
tion of the ionization (3) coming from the dipole part of
the Coulomb interaction, the fraction of EXAFS-like
electrons with the EXAFS-like angular momentum
(l =1), and the fraction of ionization events which take
place in the [211I channel, as a function of energy above
threshold when E2 ——EF. We include both self-
interaction corrected ' (SIC) and strict local-density-
approximation (LDA) atomic potentials. In the former
the core wave functions are Coulomb-like at large dis-
tance, while in the latter, the core wave functions are
those appropriate to a screened potential and thus more
closely approximate the core states in a metal. Look-
ing at Table I, we see that the difference between SIC
and I-.DA calculations is quite small, indicating that the
behavior of the tail of the core-state wave function has
little effect on the matrix element.

Table I shows that the contribution of the I 211 ) chan-
nel falls off rapidly with increasing E,- in oxygen, but not
so rapidly in aluminum. This is in keeping with the
trends shown in Fig. 1, where we see that at larger Z the
fraction of electrons in the preferred channel is almost
independent of energy. Of course, the I211I channel is
not the only one which contributes l = 1 electrons.
When we add the other channels, we find that over half
of the aluminum ionizations produce I =1 electrons if
the E, is no more than 500 eV above threshold. At 200
eV above the oxygen edge only 30% of the events are in
the I211I channel, but about 50% of them contribute
I = 1 electrons. The l„=1 channels dominate until
about 500 eV above threshold, when the I =2 channels
take over. In both aluminum and oxygen, however, the
dipole part of the Coulomb interaction is by far the ma-
jor driver of the ionization.

To examine the behavior of an L23-edge excitation,
we did calculations for the ionization of a titanium 2p
electron. The results are also listed in Table I. The pre-
ferred [322I channel is the largest channel for energies
400 eV or less above threshold, the most likely angular
momentum of the EXAFS-like electron is I =2 for ener-
gies within 800 eV of threshold, and the interaction is di-
pole dominated for all energies. As seen in Fig. 2, these
trends will improve as we go to larger values of Z.

We went beyond Z=33 to examine the possibility of
EXAFS-like behavior of an M4 ~ excitation. As will be
shown below, such an excitation should have a preferred
I 433 I channel, with I = 3 as the dominant angular
mornenturn of the highest-energy final-state electron.
We found no evidence of this trend for copper, rhodium,
or silver, which were in fact monopole dominated, but
we found a very strong dipole and single channel domi-
nance in barium (Z =56) as is shown at the bottom of
Table I. In barium the I433) channel is the largest one
for energies up to 800 eV above threshold, and the
EXAFS-like electron has at least a 40% chance of being
in the I =3 state for energies within 1000 eV of thresh-
old. The fact that barium follows our expectations so
well indicates that the trend is followed for some atoms
with smaller atomic numbers than barium, although we
have not calculated the atomic number at which this be-
havior starts.
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TABLE I. Percentage of the ionization rate (3) with the listed property when E2 ——Ez.

Oxygen —self-consistent field
with self-interaction correction

Energy above
K threshold (eV)

100
200
300
400
500
600
800

1000

79.2
85.0
88.5
90.4
91.5
91.9
91.7
90.8

l =0

19.6
14.6
1 1.3
9.1

7.7
6.7
5.5
4.8

62. 1

51.0
42.4
36.2
31.7
28.4
24.0
21.3

l„=2
15.9
25.3
29.5
30.9
31.2
30.9
29.7
28.5

{211{

40.9
31.7
25.0
20.3
17.0
14.6
1 1.5
9.6

Oxygen —self-consistent field
without self-interaction correction

Energy above
K threshold (eV)

100
200
300
400
500
600
800

1000

81.7
87.8
91.3
93.3
94.3
94.7
94.6
93.8

l =0

17.1

12.5
9.6
7.7
6.5
5.7
4.7
4.1

61.6
49.2
40.3
34.1

29.7
26.6
22.5
20.0

l =2

18.1

27.2
30.7
31.5
31.3
30.7
29.3
28.0

41.5
31.3
24.3
19.5
16.3
14.0
1 1.0
9.2

Aluminum —self-consistent field
with self-interaction correction

Energy above
K threshold (eV)

100
200
300
400
500
600
800

1000

75.9
78.6
81.1
83.2
84.9
86.4
88.7
90.2

I =0

22.6
20.3
18.2
16.4
14.8
13.5
1 1.3
9.7

69.1

64.3
59.7
55 ~ 5
51.6
48. 1

42.2
37.6

l =2

8.0
13.9
18.8
22.5
25.4
27.4
30.0
31.1

{211I

46.6
42.4
38.6
35.2
32. 1

29.3
24.8
21.3

Aluminum —self-consistent field
without self-interaction correction

Energy above
K threshold (eV)

100
200
300
400
500
600
800

1000

77.2
80.1

82.6
84.8
86.7
88.2
90.5
92.0

l =0

21.0
18.8
16.8
15.1

13.6
12.3
10.3
8.8

69.7
64.3
59.3
54.7
50.6
47.0
41.0
32.3

l„=2
8.9

15.2
20.2
23.9
26.6
28.5
30.7
31.6

{211{

47.6
43.1

38.9
35.2
32.0
29.1

24.4
20.9
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TABLE I. (Continued).

Titanium —self-consistent field
with self-interaction correction

Energy above
L2 3 threshold (eV)

100
200
300
400
500
600
800

1000

62.9
67.1

69.9
71.5
72.3
72.4
71.6
70.0

30.2
24.9
21.2
18.6
16.8
15.6
14.0
13.1

I =2

57.1

50.0
44.2
39.9
36.7
34.3
31.0
28.9

I =3

9.2
18.4
23.8
26.8
28 ~ 5
29.5
30.2
30.3

t322)

37.7
31.3
26.3
22.5
19.6
17.5
14.5
12.5

Titanium —self-consistent field
without self-interaction correction

Energy above
I p 3 threshold (eV)

100
200
300
400
500
600
800

1000

65.4
69.7
72.5
74. 1

74.8
74.9
74.0
72.4

28.2
23.2
19.7
17.4
15.8
14.7
13.3
12.6

I =2

57.6
49.6
43.4
39.0
35.8
33.4
30.2
28.3

I =3

10.4
19.9
25. 1

27.8
29.3
30.0
30.5
30.5

I322)

39.0
31.7
26.2
22.2
19.4
17.2
14.2
12.3

Barium —self-consistent field
without self-interaction correction

Energy above
M4 & threshold (eV)

100
200
300
400
500
600
800

1000

75.3
76.0
76.9
77.5
77.8
77.9
77.6
76.7

I =2

26.8
24.8
22.7
20.9
19.6
18.5
17.1

16.2

I =3

65.6
61.3
57.0
53.2
50.1

47.6
43.8
41.1

I =4

2.1

8.0
14.3
19.7
24.0
27.3
32.0
34.9

t
433 I

50.9
46.3
41.9
38.1

35.0
32.4
28.5
25.6

Barium —self-consistent field
without self-interaction correction

Energy above
M45 threshold (eV)

100
200
300
400
500
600
800

1000

76.3
77.0
77.8
78.4
78.7
78 ~ 8
78.4
77.5

I =2

25.5
23.6
21.5
19.9
18.6
17.7
16.4
15.6

l„=3
66.7
62.0
57.2
53.2
49.9
47.3
43.5
40.8

I =4

2.3
8.7

15.3
20.8
25. 1

28.4
33.0
35.8

[433I

52.3
47.2
42.3
38.3
35.0
32.3
28.3
25.4
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IV. MODEL CALCULATIONS (a)

In the preceding section we found that the ionization
is driven almost entirely by the dipole part of the
Coulomb interaction between the incident and core elec-
trons, and that, at least for the E-, Lz &-, and M„5-edge
excitations, and for sufficiently large atomic numbers, a
preferred channel for the incident and outgoing angular
momenta exists. We will refer to these findings as the
"approximate dipole" and "approximate EXAFS" selec-
tion rules, respectively.

These "rules" may be the result of the distorted-wave
Born approximation, although this seems improbable
based on Geltman's' previously cited calculations, or of
the choice of single-particle potential, which is strictly
valid only for determining the ground-state charge densi-
ty. To alleviate the latter concern and show that our re-
sults are insensitive to the details of the potential, we
here study a set of model potentials with variable param-
eters. We will show under what conditions our two "ap-
proximate" selection rules hold.

To represent an ion screened by the conduction elec-
trons in a metal, we use a simple Yukawa-like potential:

( )
2Z p/g

0,8

0,6

04

0,2

0,2

0,8-

0,2

0
0,2

0.4

0,4

0,6
a (a.u. )

0,6
a (a.u. )

0,8

0,8

t,o

(b)

t,o

where a is a screening length. Changing Z and a gen-
erates a large class of potentials, qualitatively similar to
single-particle potentials found in Sec. III and in more
realistic models. We also used a potential generated by
a point charge surrounded by a neutralizing, spherical
shell. This potential produced results similar to those
reported below.

For E-edge excitations, Sec. III indicates that the
dominant channel in the system will be the one we have
labeled I211t. To stay with an aluminumlike system we
set Z =13. To gauge a, we note that a =0.4 a.u. pro-
duces a 1s eigenstate bound by 1530 eV, close to the
ESCA (electron spectroscopy for chemical analysis)
binding energy of 1560 eV. ' For specificity, we again
set the Fermi level at 1 Ry and consider only an incident
electron with energy 100 eV above the threshold:
E, =2EF E, +100 eV. —(Remember that the threshold
process leaves both electrons at the Fermi level. ) Note
that E, is not constant, since the core-level binding ener-

gy E, will change as we change the screening parameter
a. In Fig. 3, we treat two special cases for the final-state
electron energies. In this figure we see that neither the
approximate EXAFS rule nor the weaker approximate
dipole rule dominates until a &0.2. There the I211I
channel rises suddenly to approximately 70% of the ion-
ization rate and the dipole term contributes 90%%uo of the
total ionization rate at about a =0.3. The ratio of I211I
to the total ionization then decays as a increases, but the
I211I channel still accounts for 40% of the final-state
matrix element at a =1.0. Note that the dipole contri-
bution remains relatively constant for all a & 0.3, includ-
ing the "physical" value a =0.4.

In Fig. 4 we show similar results for the Lz z edge of
the Z=22 potential, chosen to understand the experi-
mental Ti data. The predicted dominant channel,

FIG. 3. Fraction of the total matrix element going into a
single channel. Shown is the K-edge excitation of the Yukawa
potential (7) with Z =13, as a function of the screening length
a. The incident electron's energy is 100 eV above the ioniza-
tion threshold. ( ) represents the case E, =EF=13.6 eV.
(——) represents the case E, =E, =EF +50 eV. (a) The ratio
of the dipole matrix element [those parts of (3) with both
j=j'=1] to the total matrix element (3). (b) The ratio of the

t 211] channel matrix element (4) [including the density of
states proportional to (k, kz)] to the total matrix element. The
vertical dashed line represents the point at which the 2p reso-
nance energy is at the Fermi level.

I322I, does indeed dominate once a ~ 0.45, although the
dominance is not as sizable as in the K-edge process. In
this case the "physical" value of a is 0.375, where the 2p
binding energy is about 460 eV. This is just barely in
the region of I 322 t dominance when one of the electrons
is near the Fermi level. As seen in Table I, in a more
realistic Ti potential the ionization is indeed dominated
by the I 322 I channel, as we shall corroborate in detail in
a future paper. '

To test an M4 5 edge, we choose Z=29 to replicate
Cu, and study the ionization of a 3d core level in Fig. 5.
(The M4 & edge of Cu is about 2 eV, ' so the "physical"
value of a is about 0.5.) The approximate EXAFS selec-
tion rule defined above would predict that the dominant
channel would be I433I. Note that the j =1 channel is
again largest for a &0.6, although when one electron is
at the Fermi level there is a large oscillation in the di-
pole contribution. The approximate EXAFS selection
rule is not followed very strongly, since it can drop to as
low as 20% when one electron is at the Fermi level. As
we mentioned in the preceding section, a self-consistent
Cu potential shows monopole, not dipole dominance,
while the Ba potential satisfies both of the approximate
rules.
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I,O- (a)

0,8—

I i I I

0,3 0.4 0.5 06 07 08 0.9 I 0
a (a.u. )

0,8- (b)

0,6—

0,4—

0.2—

003 04
I

0,6
a Ca.u. )

0,7 I,O

FIG. 4. Fraction of the total matrix element going into a
single channel. The conditions are the same as in Fig. 3 except
that we look at the ionization of a 2p electron in the Z =22
Yukawa potential, and (b) is the ratio of the [322] channel to
the total matrix element. The vertical dashed line represents
the point at which the 3d resonance energy is at the Fermi lev-
el.

I,O— (a)

0,8

06
II

0,4

0,2

0,4 0,6
I I

0,8 I,O

06-

0,4-

/

/

(b)

0.2—

0
0,4 0,6 0,8

I

1,0
a (a.u. )

FIG. 5. Fraction of the total matrix element going into a
single channel. The conditions are the same as in Fig. 3 except
that we look at the ionization of a 3d electron in the Z=29
Yukawa potential, and (b) is the ratio of the [433] channel to
the total matrix element. The vertical dashed line represents
the point at which the 4f resonance is at the Fermi level.

What mechanism generates the approximate dipole
and approximate EXAFS selection rules? We believe it
is the onset of the 2p bound state for the K edge, the 3d
bound state in the L23 excitation, and the 4f bound
state when ionizing the M4 5 edge. By examining the
bound-state eigenvalues and resonances of the Yukawa
potential as a function of Z and a, we find that the
Z=13 2p state becomes resonant at about 60 eV when
a =0.28, the Z =22 3d state is resonant at about 10 eV
when a =0.4, and the Z =29 4f state is resonant at
about 35 eV when a =0.6. At slightly larger values of a
these states become bound. These resonance-producing
values of a mark the approximate lower limit of validity
of our approximate selection rules. Our physical inter-
pretation (for the K edge) is that below the resonance
(a &0.28 when Z = 13), the / = 1 wave function at ener-
gies E between EF and E„ is very small in the core re-
gion. The l =0 wave function is rather large there, since
(at all energies) it must be orthogonal to the ls bound
state. Thus the final-state electrons tend to have angular
momentum 0, and we have an approximate monopole
selection rule. When a is sufFiciently large for a 2p reso-
nance (or bound state) to exist, the / =1 final states
above the resonance energy must be orthogonal to a
wave function which is large in the core region, and so
must also be large there. Consequently at values of a
above the resonance the l = 1 final state is favored.
These arguments apply in an analogous manner to
changes in the nuclear charge Z.

We summarize some of the numerical calculations
supporting the above claims in a series of tables. In
Table II we compare the radial integral I in Eq. (6) for
the [000] and [211] channels when a K-shell electron is
ionized. We use the Yukawa-like potential (7) with
Z =13, and assume an incident energy 100 eV above the
threshold. The column labeled "EXAFS" gives the pro-
cess in which the core electron goes to E„,as in EXAFS,
with the incident electron dropping to EF. In the "ex-
change" process, the reverse occurs. Note that the ratio
of the [211] to [000] excitation rates rises rapidly
around a =0.3 as we go through the 2p resonance. The
radial integral (6) is related to the single-channel matrix
element by the rather complicated expression (4). To
clarify the relationship, we present in Table III several
radial integrals and the associated matrix elements. In
this case the {211] radial integrals are approximately
three times as large as the [000] radial integrals. If
there were no angular momentum factors in (4), the ratio
of the [211] to [000] matrix elements would thus be
about nine to one. Instead, the actual ratio is about 6.5
to 1. The effects of other channels can be seen by com-
paring ratios of other radial integrals to the appropriate
matrix elements.

Since the [211] channel is activated when the 2p reso-
nance appears, we should check what happens when the
potential becomes deep enough to support a 3d reso-
nance; e.g., a quadrupole channel, say [422], might
dominate. In Table IV we dispose of this concern. The
table shows the radial integrals (6) and matrix elements
(4) for diff'erent channels, for the Z = 13 potential of
Table II and E, —2EF+E, =100 eV. The [211] state
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TABLE II. Comparison of [000} and [211} radial integrals [Eq. (6)]. E; =2EF —E„+100 eV

(EF——13.6 eV); K-shell excitation.

a (a.u. )

E, =100 eV + EF, E, =EF
[000} channel

EXAFS Exchange
[211} channel

EXAFS Exchange

0.2
0.3
0.4
0.5

2.74 X 10
2.32 X 10
1.57 X 10—4

1.68 X 10-4

2.56 X 10—4

2.20 X 10
1.50 X 10-4
1.61 X 10-4

1.21 X 10
9.50 X 10
4.90X 10-4
4.87 X 10-4

1.14 X 10-4
9.09 X 10-4
4.72 X 10-'
4.69 X 10-"

a (a.u. )

0.2
0.3
0.4
0.5

E, =E, =50 eV + EF
[000} channel

2.20X10 4

1.79 X 10—'
1.36 X 10-'
1.26 X 10

[211} channel

2.23 X 10-"
9.42 X 10-'
5.04 X 10-4
4.46 X 10-'

TABLE III. Comparison of radial integrals [Eq. (6)] and matrix elements [Eq. (4)]. Ynkawa poten-
tial Z=13, a=0.4; E2 ——EF.

Channel

[000}
[211}
[321}
[312}
[431}
[413}

EXAFS

1.50X 10—'
4.68 X 10—4

7.34 X 10
1.00 X 10—'
5.05 X 10—'
4.21 X 10

Exchange

1.57 X 10—4

4.87 X 10-'
1.14 X 10—4

6.62 X 10—'
1.48 X 10—'
1.32 X 10—'

Total matrix element

6.84 X 10
4.40 X 10—'
2.89 X 10-'
2.22 X 10
7.34 X 10—"
6.04 X 10—"

TABLE IV. Radial integrals and matrix elements. Yukawa potential Z = 13; E& ——Ez ——63.6 eV.

Radial integrals [Eq. (6)]

Channel
a (a.u. )

0.1

0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

[000}

58.6X 10
22.0
17.9
13~ 6
12.6
12.0

. 11.4
11.0
10.7
10.5

[211}

53.9 X 10-'
22.3
94.2
50.4
44.6
42.6
40.0
38.1

36.7
35 ~ 7

[321}

23.2 X 10
2.72
5 ~ 58
6.35

10.5
14.9
16.3
16.5
16.6
23.6

[312}

17.3 X 10-'
1.80
3.62
4.13
6.86
9.80

10.8
11.0
1 1.1
15.6

[422}

9.07 X 10-'
0.32
0.34
0.86
2.70
5.78
7.42
8.09
8.56
8.93

Total matrix elements [Eq. (4)]

Channel
a (a.u. )

0.1

0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

[000}

161 X 10
22.6
14.9
8.60
7.42
6.70
6.09
5.66
5.36
5.14

[211}

90.4X10 '
15.5

276
79.2
62. 1

56.5
50.0
45.2
42.0
39.7

[321}= [312}

18.9 X 10-'
0.26
1.1 1

1.44
3.90
7.86
9.42
9.69
9.84
12.2

[422}

1.98 X 10
0.002
0.003
0.018
0.176
0.804
1.32
1.57
1.76
1.92
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TABLE V. L, -edge matrix elements [Eq. (4)]. Yukawa potential Z =13;E~ =Ez ——63.6 eV.

a (a.u. )

0.4
0.5
0.6
0.7
0.8
0.9
1.0

12.9 &&
10-'

6.27
3.76
2.55
1.91
1.52
1.28

Channel
[211I

0.0694 &( 10
0.562
0.966
0.975
0.897
0.820
0.756

[422)

68.6)& 10
70.0
70.2
41.6
24.2
16.0
11.7

[413I

5.28 X 10-'
2.77
0.563
2.07
2.33
2.62
2.80

dominates for a &0.3 (the 2p onset), even after the po-
tential supports a 3d resonant or bound state at about
a =0.6. Although we tabulate only the case E2 ——EI,
the slowly changing nature of the matrix element causes
the behavior of the [211I channel to remain dominant
even when E2 ——EF, as a careful examination of Fig. 3
will show.

When the core state has nodes, the results are strik-
ingly different. In Fig. 6 and Table V we show the ma-
trix elements for an L, excitation, using the same Yu-
kawa potential. The approximate EXAFS selection rule
clearly fails drastically in this case. The approximate di-
pole selection rule also fails, since the largest matrix ele-
ment for L

&
excitation is [422I, produced entirely by the

quadrupole part of the Coulomb interaction. There are
claims of dipole excitation above the M3 edge for
reflection surface extended energy loss fine structure for
various materials. ' A justification given for the claim
is that elastic backscattering is followed by small-angle
inelastic scattering. ' We are investigating this situa-
tion by including the appropriate angular factors into
our theory.

V. CONCLUSIONS

We have presented strong evidence of the presence of
two approximate selection rules in the ionization of a

l, 5xlp

IO—

0,6—
It

O.4—
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LLj

QJ

LLI
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CC
05—

I—

0.2

0.08—

0.06—

I

0.4 0,6
a (a.u. )

I

0,8

(b)

I

I,O

0

X IO-8

(RI—
I.P

LLI

OC

0,5—

20 40 60 80
E~(eV)

IOO

0,02—

0,2 0,4 0.6 08
a (a.u.)

1.0
Op IOO

~+as

I I

200 300 400 500
E,(eV)

FIG. 6. Fraction of the total matrix element going into a
single channel ~ The conditions are identical to those in Fig. 3,
except we look at the ionization of a 2s electron. The dipole
contribution is allowed to be larger than the total matrix ele-
ment because the cross terms (j&j') can be negative. Note the
di6'erence in scale between Figs. 3(b) and 6(b).

FIG. 7. Matrix elements for the 1s ionization of an electron
in a Coulomb potential with Z =10.66, approximating the con-
tinuum wave functions by plane waves. (a) E; =100 eV above
threshold. ( ) [000I channel, (——) [110I channel, and
( —-—) [220) channel. (b) E, =500 eV above threshold. The
notation is the same as in (a). ( ———) is the [211) channel
and (—--—) is the [330) channel.
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core level by an incident electron, over the energy range
of relevance to absorption structure experiments. The
first approximate selection rule states that the dipole
part of the Coulomb interaction between the two elec-
trons dominates the interaction at all energies above
threshold. The second approximate rule says that the
dominant channel of the interaction is one in which the
two final-state electrons both have angular momentum
I, +1, where l, is the angular momentum of the core
electron. It also predicts that the I, +2 component of
the incident electron wave function drives the interac-
tion. The calculations done to support these approxi-
mate rules include both realistic atomic single-particle
potentials and parametrized model potentials, which can
be easily changed to elucidate behavior. We have shown
that these rules are valid only when the core potential
supports an l, +1 resonance or discrete level in addition
to the initial bound state with l, . Also, we find empiri-
cally that the core electron's wave function must be
nodeless; e.g. , the rules hold for A- and Lz 3-edge pro-
cesses, but not for L, or Mz 3 ionizations. The trends
become stronger for a given l, as the binding energy of
the core state increases.

The approximate selection rules found above are of
particular interest in studying electron-induced extended
fine-structure experiments such as EAPFS." We have
shown that one must be cautious in applying EAPFS to
light elements, where the core state is not sufficiently
deeply bound. When the approximate rules apply, both
of the final-state electrons tend to have the same angular
momentum as an EXAFS final-state electron would
have, l, +1. Thus the incident electron energy deriva-
tive of the oscillatory part of the EAPFS ionization rate
should contain the same information as an EXAFS ab-
sorption coefficient, as outlined in the Introduction. In a
subsequent paper' we will examine this claim more ful-

ly. We shall also show that the approximate selection
rules hold in model systems which closely approximate
the core environment of a real metallic system.

xI0 8

(n 4

bJ

LLI

LJJ

X
CL

I500 1600 I 700 1800 1900 2000

INCIDENT ENERGY (E, )

(a)

08

06

0,4

0.2

FIG. 8. Matrix elements for the ionization of a 1s electron
from a Coulomb potential with Z =10.66, in the OPW approx-
imation when the continuum wave functions are orthogonal-
ized to the 1s, Zs, and 2p core levels. One of the final-state
electrons is fixed at Ez FF =11—.7 eV. (——) is the I110I
channel, ( ———) the [211],and (—-—) the (101].
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APPENDIX: THE OPW APPROXIMATION

Since our primary objective in this project was to
determine the ordering of the channels and whether one
predominated, rather than to produce precise values of
the matrix elements, it was hoped that a simpler calcula-

FICs. 9. Fraction of the total matrix element going into a
single channel in the OPW approximation. Shown is the K-
edge excitation of the Yukawa potential with Z =13. The con-
tinuum wave functions are orthogonalized to the bound states
of the potential ~ The notation is the same as in Fig. 3.
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tion would have suSced. As alluded to earlier, such was
not the case. Williams and Shirley offered a caution.
Since those calculations did not need to look at the an-
gular momentum dependence of the matrix elements,
they were not a clear guide. We conjectured that OPW
calculations would generally provide qualitative trends
in ordering for energies at least away from presumably
spurious dips. The previous advertisement ' of a mono-
pole selection rule was based on a crude calculation in-
volving (1) no angular momentum combinatorics, and (2)
orthogonalization to the core state of only the final-state
plane wave into which the core electron hopped, but (3)
a rather good treatment of the core wave function. "

Using a hydrogenlike wave function for the core elec-
tron, and plane waves for the continuum electrons:

' 1/2

krj I ( kr ),2
(Al)

where jt(x) is the regular spherical Bessel function of or-
der l. We calculate the K-edge matrix elements (4) and
plot them in Fig. 8. The core states used are the bound
states of the Coulomb potential with charge Z=10.66,
chosen so that binding energy of the 1s electron is com-
parable to that of the aluminum 1s level. Here the
I000) level is the largest, with the [211) (the largest
channel in the exact case) barely visible on the graph.
This type of calculation led to the earliest thought that a
monopole selection rule might dominate in EAPFS.

We next try an orthogonalized plane wave (OPW) ap-
proximation, still keeping the hydrogenic core state.

OPW is still popular for this type of problem. The ra-
dial wave functions (Al) are replaced by

(A2)

where u„l is the radial component of one of the bound-
state wave functions, and (a, b) is the scalar product for
radial wave functions. The sum is over all bound states
of angular momentum I. In Fig. 9 we show typical ma-
trix elements for the Z =10.66 hydrogenlike potential,
where one of the outgoing electrons (lz) is fixed at the
Fermi level. This should approximate the rigorous ma-
trix element calculation. The I 211 I matrix element falls
off much more rapidly than in our model calculations;
here the I 110I channel dominates. Thus the standard
OPW calculation is not useful for reliable EAPFS calcu-
lations.

If we use our Yukawa potential (7) to generate the
core states, we find for Z =13 the results in Fig. 9.
Comparing with Fig. 3, we see that the OPW approxi-
mation errs dramatically in calculating the total matrix
element. In addition, OPW does rather poorly in pre-
dicting the approximate selection rules. These figures,
however, give some insight into the Qaws of the OPW
approximation in this problem. The sharp breaks in the
OPW matrix element, dipole fraction, and EXAFS-like
channel fraction as a function of the screening length a
appear to be correlated with the onset of a new bound
state. For example, the sharp rise in the OPW matrix
element at a =0.4 coincides with the appearance of the
2p bound state of the Z = 13 Yukawa potential.
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