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A comparative study of a model of binary (AB) alloys on the body-centered-cubic lattice, one
species (A4) being magnetic and the other (B) being nonmagnetic, is presented. Allowing for
nearest-neighbor and next-nearest-neighbor interactions as well as nearest-neighbor magnetic-
exchange interactions, a variety of phases occurs as is familiar from the Fe-Al phase diagram:
both paramagnetic and ferromagnetic 42(a), B2(Fe-Al), and DO;(Fe;Al) phases, with order-
disorder phase transitions as well as transitions between different ordered phases; some of these
transitions being of second order and some of first order. The statistical mechanics of the model is
treated both by the molecular-field approximation, the Kikuchi cluster-variation method in the
tetrahedron approximation, and the Monte Carlo method. We find that the molecular-field ap-
proximation yields a qualitatively wrong phase diagram which substantially overestimates the sta-
bility of the ordered phases, in contrast to previous work suggesting that it yields a reliable
description of the Fe-Al problem. On the other hand, the cluster-variation phase diagram is in
rather close agreement with the (presumably most accurate) Monte Carlo results, the transition
temperatures being too high by only a few percent. It is shown that the crystallographic order in-
duces a staggered magnetization in the ferromagnetic B2 and DO; phases. Consequences for work
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on related problems and experiments are briefly discussed.

I. INTRODUCTION

The calculation of phase diagrams for simple models
of metallic alloys has been a problem of long-standing
interest (see Refs. 1-3 for recent reviews). Assuming an
Ising-model-type description where each lattice site of a
given lattice [face-centered-cubic (fcc), body-centered-
cubic (bcc), etc.] can either be taken by an 4 atom or a
B atom and suitable model assumptions for the (short-
range) effective interaction, the problem is a task of sta-
tistical mechanics. Since an exact solufion is not at
hand, approximate or numerical methods must be used.
Apart from its interest in statistical mechanics itself, this
problem is of practical interest in metallurgy: If for a
particular alloy suitable effective interactions are known,
and the approximate method used for theoretical predic-
tions is reliable, one can predict order parameters refer-
ring to both long- and short-range order in various parts
of the phase diagram, predict the small-angle scattering
intensity, etc. Conversely, a comparison of such predic-
tions to experimental data may lead to a refined under-
standing of the fundamental effective interactions in the
alloy.

A crucial point of such comparisons, however, is to
establish that the approximate method used for theoreti-
cal predictions is accurate enough: otherwise the com-
parison is meaningless. Motivated by the prototypic ex-
ample of the Au-Cu phase diagram, a lot of work has
been devoted to the fcc Ising lattice including only
nearest-neighbor! ~'®  or also next-nearest neigh-
bor?11—1319=23 (and sometimes nonpairwise’*2’) interac-
tions. The general consensus is that the Bragg-Williams
mean-field approximation®’ is not at all quantitatively
reliable, it often yields a qualitatively incorrect phase di-
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agram. On the other hand, the Kikuchi?® cluster-
variation method in the tetrahedron approximation’!’
already performs much better: Typically it overesti-
mates transition temperatures by about 5%, apart from
the vicinity of the triple point in the nearest-neighbor fcc
model where the error is much larger, but due to the
“frustration”?’ of the model this case clearly is excep-
tional (and still not fully understood®—!9).

Much less work has been devoted to other lattices.
The bee lattice with nearest-neighbor interactions has
been studied both by mean-field theory,?® and cluster-
variation?® and Monte Carlo®® methods, but this case is
less interesting since only a single second-order transi-
tion from the disordered (A42) structure to the ordered
(B2) structure occurs (Fig. 1). The Bragg-Williams
mean-field?® and the cluster-variation?® approximations
have been applied to models with interactions to further
neighbors, allowing the occurrence of the DO; phase
(Fig. 1); also, magnetic degrees of freedom have been in-
corporated into Bragg-Williams calculations.’’3? Some
of these attempt to model the Fe-Al phase diagram.3?
However, although interaction parameters are found>?
such that the mean-field phase diagram roughly matches
the experimental phase diagram of Fe-Al alloys,*® we
feel that this agreement is merely accidental: There is
no reason to expect that the Bragg-Williams approxima-
tion will yield a quantitatively reliable phase diagram for
any lattice. This conclusion will be substantiated in the
present paper, where a comparative study of a model
with both nearest- and next-nearest-neighbor interac-
tions, and including a magnetic degree of freedom, is
studied by the Bragg-Williams method, the cluster-
variation method, and the Monte Carlo method. Our
study, however, does not attempt to explain the real Fe-
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Al system: Due to the itinerant character of the elec-
trons responsible for the magnetic properties of Fe, a
realistic theory for this alloy as yet is impossible. Our
model of a binary alloy with one species being magnetic
disregards any realistic account of electronic structure:
We simply model the magnetic degree of freedom by an
Ising spin o ==x1. While the Monte Carlo method could
also easily be applied to a model with localized classical
spins (Heisenberg model with o — «),* the choice of
discrete Ising spins allows a rather straightforward ap-
plication of the cluster-variation method too.

The outline of this paper is as follows. In Sec. II we
define the model, describe the structures and the order
parameters which are calculated, and summarize the ex-
act information on ground-state properties (following
Kanamori®’). Sections III and IV summarize the mean-
field and cluster-variation methods, as used in our work
(more details can be found in Ref. 36). Section V de-
scribes our Monte Carlo results and compares them to
the cluster-variation results; low-temperature properties
are also compared to exact low-temperature expansions.
Finally, Sec. VI summarizes our conclusions.

II. THE MODEL, ITS ORDER PARAMETERS,
SOME SYMMETRY CONSIDERATIONS,
AND EXACT EXPANSIONS

Each lattice site i can exist in three states: It can be
taken by an 4 atom with spin up (represented by an oc-
cupation variable ¢; =1, spin variable o;=1), by an 4
atom with spin down (c;=1, 0;,=—1), or by a B atom
(c;=0, no spin variable). The Hamiltonian chosen in
this work then is

>

(i j NN

+ 2

(i, j )NNN

Thus, we allow for pairwise interactions only between
nearest (NN) and next-nearest (NNN) neighbors; de-
pending on the type of pair (44, AB, or BB), these are
denoted as v*4, v 48, and v 8, respectively. The magnet-
ic exchange interaction J is restricted to nearest neigh-
bors only.

It is convenient to associate a spin variable o;=0 to
the B atoms. Then the magnetic part of the Hamiltoni-
an, —Jcicjo;0; in Eq. (1), can also be written as
—Jo;o;. By the standard transformation to pseudospin
variables S; =2c¢; — 1 we obtain (u being the chemical po-
tential difference between A4 and B atoms)

7{—#20[:_7{0+7{1 ’ (2)

where #, is a constant of no interest to us here and #;
is an Ising-type Hamiltonian
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FIG. 1. Body-centered-cubic lattice showing the B2 struc-
ture (upper part) and DOj; structure (lower part). Upper part
shows assignment of four sublattices a,b,c,d. In the 42 struc-
ture, the average concentrations of 4 and B atoms are identi-
cal on all four sublattices while in the B2 structure the concen-
trations at the b and d sublattices are the same, but differ from
the concentrations at the a and c sublattices, which again are
the same (example: stoichiometric FeAl, with Fe on sublattices
a and c; Al on sublattices b and d). In the DO; structure, the
concentrations at the a and c sublattices still are the same,
while the concentration at sublattice b differs from the concen-
tration at sublattice d (example: stoichiometric Fe;Al, with Al
on sublattice b; all other sublattices taken by Fe).

BB

{cic;fh —Jo o))+ [(1—c;)ej+e;(1—c) iR +(1—c; )(1—c; o X}

{cicivfn +[(1—c;)c;j+c;(1—c;) o &fn + (1 —c; )(1—¢; RN} - (1)

Hi=Wan X SiSj+Wann 2 SiS;
(i j NN (i,j )NNN
(i,J NN i

In Eq. (3), the interaction parameters Wyn, Wnnn» and
H are defined by

Win=wik +vf& —2wdf) /4, (4a)
Wann = (0N +oRRN — 20 88N ) /74, (4b)
H=—20f —vi) - 2offn—vR&n)+ip . @0

Note that in Eq. (3) the variables o; and S; are not un-
coupled from each other: o;=0 if S;=—1 while
o, =+1ifS;=+1.

We now introduce sublattices a, b, ¢, d (Fig. 1) and
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define  sublattice pseudospin  magnetizations m,
(u=a,b,c,d) as
myzir—zsh m=3ym,, (5)
i€p Iz

while the actual magnetization of the model is denoted
as

ME%?U,-. (6)

We now define order parameters ¥/, ¥,, ¥ as
Yi=mg+m.—my—my (7)
and

t/’25"111 —m.+my,—mygy, 1/}35 —mg+m.+my—my .

(8)

With the help of the order parameters (M), (¢,),
(1,), (1;) all ordered phases occurring in the present
model can be characterized: phases with (M Y=£0 are
ferromagnetic, phases with (M ) =0 are paramagnetic.
The phase with (¢;)=(¢,)=(¢;)=0 has (m,)
=(my)={m.)={(my)={(m) /4, ie., there is no pref-
erential occupation of any of the sublattices in Fig. 1:
this is the A2 phase. In contrast, if (m,)={(m,)
#{my)={(my), we  have (¥;)£0,  while
(1,) =(13) =0. This phase is the B2 phase. Finally,
the DO; phase is characterized by (m,)=(m.)
#{my)#(my) or (my)=(my)#(m,)=(m, ). In
these cases we either have (;)5£0, (1) = (137540 or
(,)5£0,{,) = — (3)5£0. Landau symmetry rules’’
allow second-order transitions between the DO; phase
and the B2 phase and between the B2 phase and the
disordered A2 phase. In contrast, a direct transition
from DO; to the A2 phase must be first order, if it
occurs. This is seen considering the Landau expansion
of the free energy F in terms of ¢, ¥,, ¥ at given tem-
perature T and concentration {c)=(3,c;)/N, for
M =0,

F=Fy(T,{c))+r (T, {(c))?
+r (T, (e Wi+ vDH)+ -+ -, (9a)

where Fy(T,{c)) is the free energy when all order pa-
rameters are zero, and r;, r, are suitable coefficients.
This structure of the Landau expansion can be under-
stood from the symmetry against relabeling of the sub-
lattices: These transformations yield sign changes of the
order parameters ¥, ¥,, ¥; as well as an exchange of ¥,
with 43.3¢ Now in Landau theory, a second-order transi-
tion from A2 to DO; would require that
ri(T,{c))=r,(T,{c))=0, which can happen at most at
isolated points in the phase diagram.’” It is believed
that this type of symmetry argument is valid beyond
Landau theory. The same symmetry considerations as
above yield as Landau expansions for the 42-B2 transi-
tion

F=Fo(T,{c ) +r(T,{c )P +u (T,{c )i+ ---
(9b)
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and for the B2-DO; transition
F=Fy(T,{c))+r,(T,{c)(P3+¢})
+uy (T, (e DR+ D +us(T, (e D33+ - -,
(9¢)

where u, u,, and u; are suitable coefficients.

Furthermore, the magnetic transition occurs either in-
dependently of the crystallographic order-disorder tran-
sitions as a second-order transition, or it must be of first
order, if the magnetic order parameter vanishes together
with crystallographic order. In addition, Eq. (9) suggests
that there should also be a phase where (1;)=0 but
(¢,) (or {¢3)) is nonzero; this phase is realized if
(mg,)={(my)#{(m_ )=(m,) and gives rise to the B32
structure. For the choice of interactions of interest here,
it is not realized, however. Finally, one can also provide
a symmetry argument to show that a phase with all four
sublattice pseudospin magnetizations (m . different
from each other cannot occur.’® Of course, more com-
plicated structures than shown in Fig. 1 with more than
four sublattices cannot a priori be excluded. However,
an exact analysis of the ground states of the model Eq.
(3), following the methods of Kanamori,?® shows that at
T =0 no other crystallographic structures than 42, B2,
and DO; occur if we require

WNN >0, WNNN >O, 4WNN—6WNNN —J>O . (10)

The ground-state energies are then found as follows, nor-
malized per lattice site

Uy /N=4Wyn+3Wann—4 —H

( A2 structure, ferromagnetic) ,
(11)
H >Hc1 ESWNN +6WNNN —4.] N

Uap/N=—2]—1H

(DOj structure, ferromagnetic) ,
(12)
chE 8WNN _6WNNN —4J <H <Hcl ,

Ugp/N=—4Wyn+3WnNN

(B2 structure, paramagnetic) ,
(13)
H=—8Wnn+6Wnnn<H <H,,

UAB3/N=%H (DO, structure, paramagnetic) ,

(14)
H.y=—8Wnn—6Wnnn <H <Hj

and
UB /N:4WNN + 3WNNN +H
(A2 structure, paramagnetic), H<H. . (15)

In the following, we indicate briefly the lines of reason-
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ing that yield® Eqgs. (11)-(15). Since J >0, the
minimum of energy always corresponds to a state where
all A atoms have spin up (for structures such as AB or
AB; each A atom is surrounded by nearest-neighbor B
atoms and hence states with 4 atoms having spin down
are energetically degenerate, but this degeneracy only
matters for the ground-state entropy and not its energy).
Hence it suffices to restrict attention to cases where a
lattice site is either taken by an A atom with spin up or
by a B atom. Then there are six possible states for the
fundamental tetrahedron which has its corners at the
four distinct sublattices (Fig. 2). Let us denote by p; the
probability that state i/ of a tetrahedron occurs in a con-
sidered state, with 3¢_,p;=1. Then we may write

6

i=1

and obtain ground states by minimizing U with respect

to the p;; obeying the constraint 3,p,=1. The
coefficients E; in Eq. (16) are found as
EI :4WNN +3WNNN_4J_H >
Ez :4WNN +3WNNN -‘l"H )
Ey=—-2/—-1H,
(17)

E,='H ,

2
Es=—4Wnn+3WNNN >
E6=_3WNNN_J .

One can show that the ground states are just given by a
filling of the lattice with a single tetrahedron
configuration in each case; the configuration 6 in Fig. 2
would yield the B32 structure ({m,)={(m,)
#(m,)={m,)) which does not occur as a ground state
if Eq. (10) holds, since then always E5; < E4. Conversely,
lf 4WNN _6WNNN —J <O (but Stlll WNN > 0, WNNN > 0)
the B32 structure would be stable instead of the B2
structure. The DO; phase is only stable if Wyynn > 0.

Now it can be remarked that due to the magnetic de-
gree of freedom the AB and AB; phases have nonzero
ground-state entropies,

Ky Ky
S 4p(T=0)/N= 71112, SAB;(T:O)/N: T]n2 s

(18)

while the ground-state entropy of all other phases is
Zero.
At this point, one can also comment on the order of

81:16.’, ’3121, H>8WNN+6WNNN+4J7

€2=_16WNN_12WNNN+8J+2H’ ‘192=1, H01<H<8WNN+6WNNN+4J N
8WNN+6Wnnn—8J <H <H,,

€3=16WNN+ 12WNNN—8J—2H, 193271-,
E4=8J, 1942%,

85=—16WNN+12WNNN+8J+2H, ’35=%, H02<H<8WNN_6WNNN N

8WnN—6WnNn <H <8Wyn+6Wnnn —87

FIG. 2. Choice of basic tetrahedron in the structure (upper
part) and six configurations of occupation by A4 atoms (open
circles) or B atoms (shaded circles).

the phase transitions at (and near) T'=0. At H, we
have a transition from phase A2 (pure A, ferromagnetic)
to the ferromagnetic DO, structure (A 3;B) which should
be first order due to the symmetry argument quoted
above. At H_, we have a transition from the ferromag-
netic DO; structure (A;3;B) to the paramagnetic B2
structure (AB). This transition also must be of first or-
der, since an analogous symmetry argument applies (fer-
romagnetic and crystallographic transitions coincide).
The transition from the paramagnetic B2 structure (AB)
to the paramagnetic DO, structure (AB;) occurring at
H_; is not required to be first order by any symmetry ar-
gument. In addition, a consideration of the ground-state
energies in the canonical ensemble of the alloy ({c)
rather than y being the independent variable) shows that
there is also no lowering of the energy possible by a sep-
aration into coexisting pure phases.’® The transition
from the paramagnetic DO; structure (A4B3) to
paramagnetic A2 (pure B) again has to be of first order.

It is also useful to consider the leading terms of the
low-temperature expansion in the various phases. We
obtain?¢

F=Uy—TS(T =0)—kp TN exp( —e,/kT) , (19)

where the ground-state energies U, of the various phases
are listed in Eqgs. (11)-(15), the ground-state entropies in
Eq. (18), while the energies €, of the lowest excited states
a and the degeneracy factors ¥, are listed below:

(20a)
(20b)
(20c)
(20d)
(20e)
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€= 16WNN — 12WNNN—8J—2H, ’36: zlﬁ’

87:16WNN—12WNNN+2H1 ’!972%, Hc3<H<—2J N

88:_16WNN+12WNNN_'2H’ 198=%,

e9=16WNN+12WNNN+2H’ 139=—;—, Hc4<H<—8WNN N

8102_16WNN_12WNNN—2H! 191():2, H<HC4 .

It is seen that apart from the critical fields H,., ..., H.4
where the ground-state structure changes, there are now
further critical fields where the type of atomic excitation
changes. Equations (20a) and (20b) both refer to the
ground state where all sites are occupied by A4 atoms,
having spin up, while the dominating excitation in the
case of Eq. (20a) is a spin flip, and in the case of Eq.
(20b) it is a change from A4 to B. In both cases =1,
since every lattice site is available for this excitation.
Similarly, the region H.,<H <H_., where the ground
state has sublattice d occupied with B and all other sub-
lattices are occupied by A4 atoms having spin up, is split
into three subregions where different excitations dom-
inate: in the case of Eq. (20c), we consider a change
from B to A 1; here J =1 because only one sublattice out
of four is available for this excitation. Note that the in-
terval of Eq. (20d) only occurs for 3Wynn > 2J; here the
excitation is a spin flip in sublattice a or sublattice ¢, and
thus again the excitation energy is determined by mag-
netic exchange only, as in Eq. (20a)—but there are only
half as many A4 neighbors. The excitation of Eq. (20e) is
a change from A to B in sublattice b. Equations (20f)
and (20g) refer to the 4B phase as ground state (sublat-
tices a and ¢ taken by A atoms, sublattices b and d by B
atoms, spin configuration arbitrary). Equation (20f)
refers to a change B — A; the quoted excitation energy
applies only if in the resulting cluster of nine 4 atoms
(the changed atom and its nearest neighbors) all spins
are parallel—therefore we have such a low degeneracy
factor. Equation (20g) describes a change from 4 to B.
Here J=1 because 1 of the sites are available for this
excitation, and there are two ground states correspond-
ing to only one excited state. Equations (20h) and (201)
refer to the AB; phase, with 4 atoms with arbitrary
spin orientation on sublattice d. Now Eq. (20h) de-
scribes a change from B to A in sublattice b: although
only + of the sites are available, now two excited states
correspond to one ground state and hence 3=1. Equa-
tion (20i) refers to a change from A4 to B: 1 of the sites
are available and two ground states (41, 4 1) correspond
to one excited state, hence 9=1. Finally, Eq. (20j) de-
scribes a change from B to At or Al in a pure B phase.
In the regime of a pure phase where different excitations
dominate for different regimes of the field, one may sim-
ply add all terms referring to different excitations rela-
tive to the same phase, i.e.,

F=Uy—TS(T =0)—ksTN 3 3,exp(—eo/ksT) .

(21)

—-2J <H <Hc2 N

—8Wnn<H<H,,
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(200
(20g)
(20h)

(20i)

(20j)

—

For example, for H > H,, Eq. (21) is a sum over two
terms (@=1,2) and this expression then also is correct
right at the critical field H =8Wyn+6WnnN+4J.
Similarly, for H., < H <H_, Eq. (21) is a sum over three
terms (@ =3,4,5), etc. Equation (21) is justified from the
general expression for the partition function Z,

Uy
T kT

a

kg

Z =Qyexp — , (22a)

+ 3 Quexp
a

where (), is the ground-state degeneracy and (), are the
degeneracies of the excited states having energies U,;
from Eq. (22a) we obtain, omitting higher-order terms,

F=—kgTInZ
=Uy—kpT InQ,
—kBTEE?-exp —U—a_-—U—O + -+, (22b)
~ Q kgT
which is Eq. (21) if we define ¢e,=U,—U,,

T,=Q4,/(NQg), S(T =0)=kpInQ, The expansion is
not applicable, however, in the vicinity of the critical
fields H., ..., H.: Eq. (20) shows that the energies €,
of the lowest excited state vanish at these fields linearly
with H. Hence the temperature region where the expan-
sion is valid also decreases linearly with H, whereas at
the critical field itself a just becomes a contribution to
the (nontrivial) ground-state entropy.

As a final topic of this section, we also consider the
high-temperature expansion of the free energy

F=—kyThn| 3 il
= —Kp n exp | —
{S;,0;} kpT
n
© (_l)n _7-[1
=—kzTh |34+ 3 (23)
n=1 n! {S,-,tT,-] kBT

A somewhat tedious but straightforward calculation
yields®

F/N:_kBT1n3+%WNN+%WNNN_%H

4
27k T

32Whn +20Wian +6J2+3H?
+32Wxn Wann — 16HW N

—12WNNNH]+0(T—2) . Q4
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This expansion explicitly illustrates the fact that unlike
the standard Ising Hamiltonian the present model, Eq.
(3), no longer possesses the symmetry F(T,H)
=F(T,—H). This lack of symmetry is due to the fact
that the state S;=1 is twofold degenerate (o;,==1)
while the state S;=—1 is nondegenerate (o;=0). On
the other hand, Eq. (1) is symmetric under the transfor-
mation {c;}—{1—¢;} for J =0, which implies that for
J =0 the phase diagram in the (T,{c)) plane is sym-
metric around the line {¢) =1. Another way to see this
from Eq. (3) for J =0 is obtained® decomposing the par-
tition  function into the  Boltzmann  factor
exp(—F; /kVB T) and the degeneracy factor
Q({S;})=2"4, N;=(N+3,S;)/2 being the total num-
ber of A atoms,

Z= 3 Q{S;})exp
{S:}

=282 > exp
{S;1

=2¥23 exp[ —H;({S:})/ksT1], (25)
{S;]

—FH,({8,))/ky T

%1112 ES, exp[—7‘[1( iS,} )/kB T]

where

(ij NN

—H'SS;,

SiS;+Wann > SiS;

{i,j )NNN

with
|
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kyT

H'=H + In2 . (26)
The Hamiltonian #;({S;}) in Eq. (25) has the full
Ising-model symmetry and hence we now have
F(T,H')=F(T,—H'), with a redefined magnetic field
H’, Eq. (26).

III. CALCULATION OF THE PHASE DIAGRAM
BY THE BRAGG-WILLIAMS MEAN-FIELD
APPROXIMATION

We introduce the probability p (a,/) that on the sub-
lattice a (a=a, b, ¢, or d) one finds the state [
(1=1,2,3), where S=1, o=1 is represented by /=1,
S=1, o=—1 by /=2, and finally S=—1, =0 by
! =3. Normalization of probabilities requires

3
> pla,)=1 for all a . 27
I=1

The entropy of a configuration is then simply given by
S=—kgN; 3, pla,Dinp(a,l) .

In the Bragg-Williams approximation, the energy term
also is expressed in terms of the p(a,/). This is accom-
plished by factorizing the probability that a site on sub-
lattice «a is in state / and that a site on sublattice a’ is in
state /', the two sites being connected by a nearest-
neighbor bond or a next-nearest-neighbor bond, respec-
tively, into the product p (a,!)p (a’,l’). Then the free en-
ergy is written

%Fng S {Enn(LIpa,Dp (b,1")+p (b,Dp(c,I")+p(c,l)p(d,l")+p(d,])p(a,l')]
L

+2Ennn(LI)p (a,Dp (e,1')+p (b,Dp(d,1')]}

—§ S [p(a D+pla,2)—p(a,3)]+ ks TES pla, Dinp(a,D) (28)
a a,l

where the following abbreviations were introduced [note Enn(L,1')=Enn(',1), Exnn(LI)=Egan ', D]:

Exn(L,1)=EnNn(2,2)=Wnn—J ,
Exn(3,3)=Wyn ,
Exn(1,2)=Wyxn+J ,
Exn(1,3)=Enn(2,3)= — Wyn »

ENNN( 1, 1 )=ENNN(2’Z)ZENNN(3’3):ENNN( 1,2): WNNN N

Ennn(1,3)=ENNN(2,3)= —WnNN -

(29a)
(29b)
(29¢)
(29d)
(29e)
(291)

Now Fgw must be minimized with respect to the twelve variables p (a,/), subject to the four constraints written in Eq.
(27) which are taken into account by the method of Lagrange multipliers. After some algebra this yields the following

set of equations:3®

pla,1)=|2+x +exp

Ly
kyT

—1
+24WNNN(2+X)P(C71)—16WNN—12WNNN—2H} ] ] y

4[8W N+ (4Wnn+I)][p (b, 1)+p(d,1)]

(30a)
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p(b,1)= |24y +exp ﬁ{4[8WNN+(4WNN+J>x][p(a,1)+p(c,1)]
B
—1
424 W N (249)p(d, 1) — 16 Win — 12W nn —2H | ] ] ) (30b)
1 1 !
D= |2 —2— — 24w —ple,l ) 30
plc1) +x + FICRE 2—x |exp kBT24 NNN(24+x)[p (a,1)—p (c )]H (30c)
—1
1 1
= _—&— e — W - d,l ) 3Od
pld,1)= |24y + 261 2—y |exp kBT24 NNN(2+Y)[p (b,1)—p( )]” (30d)
8J
x=exp |—=y[p(b,1)+p(d,1)] |1, (30e)
kT
8J
y=exp x[pla,)+pl(c, D] [—1. (30
kT

Note that there are only six instead of eight equations,
due to two symmetry relations which follow from the
minimization of Fgy,

p(a,l)___p(c,l) g(b,l):p(d,l)
pla,2) plc,2)’ p(b2) pd2) "’

The quantities x and y in Eq. (30) are auxiliary variables
defined by

p(a,2)=p(a,1)(14x), p(b,2)=p(b,1)(1+y). (32)

With the help of Egs. (27), (31), and (32) all p(a,2) and
p(a,3) can hence be expressed in terms of the p(a,l1)
and x and y. In the magnetically disordered phase,
x =y =0.

We have written the result for the Bragg-Williams ap-
proximation in such detail since previous work on this
model (or related models) claimed"3? that the probabili-
ty of spin up and the probability of spin down are in-
dependent of the sublattice, which in addition to Eq. (31)
would also imply

pla,1) _p(b,1)
p(a,2) p(b2)

The explicit solution of Egs. (30) in the ferromagnetic B2
and DO; phases shows, however, that Eq. (33) is not
correct in general: Magnetic and crystallographic order
are correlated to each other already on the level of the
mean-field approximation. Explicitly, this is easily seen
in the ferromagnetic B2 phase, where pla,l)
=pl(c,1)s#p(b,1)=p(d,1), x50, y£0. Assuming that
x =y, Eqgs. (30e) and (30f) are reduced to

(31)

or x =y . (33)

1—6J—xp(a,l) -1,

6J
xp(b,1)
P kT

kT

X =exp —l=exp

yielding p (a,1)=p (b,1) in contradiction to the premises
of a B2 phase.

In general, Egs. (30) must be solved numerically.
Defining a vector p=(p(a,1),p(b,1),p(c,1),p(d,1),x,y),
Egs. (30) can be symbolically written as

p=®(p), (34)

f

with ®(p) being defined as the right-hand side of Egs.
(30). The solution is obtained by looking for fixed points
p* of the iteration map

Pyi1=Lp,+®(p,)], v=1,2,..., 0 . (35)

The particular form of Eq. (35) is chosen since the itera-
tion p,,;=®(p,) is badly converging at low tempera-
tures.

It turns out that a solution of the full set of six equa-
tions (30) is only necessary in the ferromagnetic DO,
phase, while in all other phases symmetry relations can
be used to reduce the set of equations considerably. For
example, in the paramagnetic A2 phase x =y =0,
pla,l)=p(b,1)=p(c,1)=p(d,1)=p; ie., Egs. (30)
reduce to a single equation for p (= (c ) /2 in this case),

_l‘[(64WNN +48WNNN )p - 16WNN

2+exp T
B

p=

—12W N —2H] (36)

In the ferromagnetic 42 phase, we now have x =y=<0
and two equations to be solved,
{8[8WNN +(4WNN +J)x]p

pP= |24x+exp

1
kpT
+24WNnN(2+x)p —16WyN

-1
—12WNNN_2H} ] 5 (37a)

1

X =exp 16Jxp | —1 . (37b)

Linearizing the exponential function in Eq. (37b), we find
the expected result for the Curie temperature T-(F) of
the transition from paramagnetic to ferromagnetic 42,
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kpTc(F)

T (c) . (38)
As expected, T decreases linearly with the concentra-
tion of the magnetic atoms.

Next we consider the paramagnetic B2 phase where
pla,D=plc,)=5(1+m +¢y), p(b,1)=p(d,1)=1(1
+m —1,), x =y =0. After some algebra Egs. (30) are
reduced to

(8WNN+6W NN Im
kgT 1+m 1 —
L 1 +¢; 1+m —, _u,
4 4 l—m —1/)1 1-—m +1/}1
(39a)

(8WNN—6W NN Yy
kyT
4

l4+4m —¢Y; 1—m —¢,
1+m +¢, 1—m +1¢,

=0.

(39b)

Expanding Eq. (39b) for small v, yields the critical tem-
perature T¢( AB) of the A2-B2 transition

kgTc( AB)=(8Wxn —6Winn (1 —(m )?)

=(32Wn —24Wxnn X (1—=(c)), (40)

which has the familiar parabolic shape in the (T,{c))
plane. Of course, Eq. (40) applies only where
Tc(AB)>T-(F) and Eq. (38) applies only where
Tc(F)>Tc(AB), as we have always considered transi-
tions to a fully disordered A2 phase. In addition, this
calculation does not show that the transitions from the
paramagnetic A2 phase to the ferromagnetic A2 phase
or the paramagnetic B2 phase are actually second-order
transitions; rather we have obtained T(F) and T-( AB)
as stability limits of the respective ordered phases. The
second-order nature of these transitions is shown, how-
ever, by considering the Hessian matrix H,,, of second
derivatives,

9’F/N
9p,,9p,

mn

’ (41)

p*

in the disordered phase and showing that all eigenvalues
are positive for T > max[T(F),T-( AB)], while one ei-
genvalue changes sign at T-(F) [and another one
changes sign at Tc(A4B)]. The change of sign of these
eigenvalues of the Hessian matrix simply reflects the
Curie-Weiss laws for the ferromagnetic susceptibility and
the staggered ‘“‘susceptibility” conjugate to the order pa-
rameter of the B2 phase: In the paramagnetic 42 phase
the Hessian matrix after diagonalization becomes>®
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_,_ 8*F/N kgT
X;l= = +8W 6w , (42b
4 o I (m)? NN +OWNNN )
3*F /N kgT
Xil= = —8WyN +6W , (42¢)
1 aljl% 1_<m )2 NN NNN
1_F/N _ o _FF/N _ kT
2 = a¢% 3 al/}% 1_<m>2 NNN »
(42d)
3*F/N 2kgT
Xsl= = —8J, 42
> oM? 1+(m) (42¢)
2 2k T
xo'=3E/N P _ 8. @20

opr?:  1+(m)

Here X,X,,X; are just the response functions of F with
respect to the order parameters ¥,v,,¥; [Egs. (7) and
(8)], X4 is the response function dm /dH describing the
change of concentration {c¢) with chemical potential
changes, X5 is the ferromagnetic susceptibility [cf. Eq.
(6)], and X, is the antiferromagnetic (staggered) suscepti-
bility. The quantity M, the staggered magnetization, is
obtained inf terms of the p (a,1), x, and y as

M=—1{x[pa,)+plc,)]—y[p(b,1)+p(d, 1]} ,
(43a)

while the magnetization M is given by
M=—Li{x[p(a,)+plc,D]+ylp(b,1)+p(d, 1]},
(43b)

and m, ¥, ¥,, Y3 are expressed in terms of the p(a,l),
x, and y as

m=[p(a,1)+p(c,1)](1+x/2)

+[p(b,)+pld,1)](1+y/2)—1, (43c)
Yi=[p(a,1)+p(c,1)](14x/2)

—p (b, ) 4p(d, D14y /2) (43d)
v,=[pla,1)—p(c,1)](14+x/2)

+[p(b,1)—pd, 1)1(1+y/2), (43e)
Yy=—[p(a,1)—p(c,DJ(1+x/2)

+Ip (b, ) —p(d, D](14p/2) . 43

Equations (43) are valid in all phases while Eq. (42) holds
in the paramagnetic 42 phase only. The crystallograph-
ic ordering in the B2 or DO; phase has the consequence
that the magnetization is no longer the same at all sub-
lattices and then the magnetization M always is accom-
panied by a staggered magnetization M, Eq. (43a). This
order parameter occurs only in the region of joint mag-
netic and crystallographic ordering, i.e., for tempera-
tures below the multicritical point T,,, which occurs for
4WNN_3WNNN >J at

H3®_x-1s .., mn=1,...,6 (42a)
with

|

2

(¢)=1— I kT, =87 8

4WNN - 3WNNN ’

AW —3WanN

(44)
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It is also of interest to study in more detail the ferromagnetic B2 phase where Egs. (30) (written in terms of m, ¢,

M, M) reduce to

kpT |1 (14m +2M)?2— (¢, +2M)?
(8WNN+6WNNN)m—4\IM+ 4 In 4 (l_m)z_,l/)% =H , (453.)
_ kpT l4+m 4+2M + ¢, +2M 1—m +¢,
(8W N — 6 W nn U —4JM — In - =0, (45b)
NN NN ¥ 4 14+m +2M —,—2M 1—m —,
kyT |1 —2M)?— (¢, —2M )?
T Y B e i (45¢)
4 (14m +2M)*— (¢, +2M)
_ kyT |1 —2M )*— (¢, —2M)?
gpr - KoLy, (LEm 22M) 20, 22U (45d)
4 (14m +2M > — (¢, +2M)
Expanding (45¢) and (45d) for small M and M, one obtains for the magnetic transition
2 172
(¥)?
kpTc(F)=8J 1+;m> ‘ — ¢4‘ =8J({c )2 —(y)2/a)1/% . (46a)
Similarly, expanding (45b) and (45d) for small ¥, and M yields for the 4B transition
kgTc(AB)=(4W N —3Wann)1—(m)?)—2J(1+{(m ) —2{M )?)
+{[(AW NN =3Wrnn (1= (m D) P+ [2J(1+(m ) —2{M )} ]?
+4T (AW N = 3Wann (I =M D[(1+{(m ) —2{M ) 3—{m ))]}/%. (46b)

Near the multicritical point in the ordered phases, we
have

(Y)? < Tc(AB)—T, (M) < T(F)—T ,

and therefore both lines have a kink at this point. Car-
rying the expansion of (45c) and (45d) to third order in
M and M, we obtain

172

2
(M)~V3e <c>2—<—'941)—
1 <¢1> 1/2 <¢1> 172
o I+ 2{c) ] T 2(¢) (47a)
and
2 172
(B~ V3 [mt%
1 (11}1) 1/2 <¢1> 172
XE 1+2<c>| - 1—2(c)
(47b)
with
e=1— TCY("F) . (47¢)

These results analytically demonstrate the existence of a
staggered magnetization induced by the existence of the
order parameter v¥';, as anticipated above.

The phase boundaries of the paramagnetic and fer-
romagnetic DO; phases have been found numerically, by
the iteration method outlined in Eq. (35) starting out in

[

ordered phases and looking for the temperatures where
the order parameters ¥, and v¥; vanish; in addition, the
Hessian matrix H,,, [Eq. (41)] has been diagonalized by
computer programs to show via the vanishing of the ei-
genvalues corresponding to X; ! and X3! in the ordered
phases that the phase transitions are actually second or-
der. It turns out, however, that at low temperatures
parts of the DO;— B2 phase transitions actually are first
order. There it is necessary to start the iteration in both
the DO; and B2 phases, and to use the respective solu-
tions p*(B2) and p*(DO;) to compute the free energy
Fgw, Eq. (28), and locate the first-order phase transitions
by the intersection of the two free-energy branches. For
the case actually studied numerically,

Wann J

=0.5,
WaN

=0.7, 48
W (48)
a direct first-order DO;- A2 transition did not occur on
the paramagnetic (B-rich) side of the phase diagram,
whereas it did occur on the ferromagnetic side. We
defer a discussion of the numerically obtained phase dia-
gram to the next section where it will be compared to
the cluster-variation result.

IV. CALCULATION OF THE PHASE DIAGRAM
BY THE CLUSTER-VARIATION METHOD
IN THE TETRAHEDRON APPROXIMATION

In this section we briefly describe our application of
the cluster-variation method?® to the present problem.
The general spirit of the approach is very similar to pre-
vious work on other alloy-ordering problems with this
method;”~%2%3°~% we hence only summarize the main
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points. Very similar considerations in more detail for recursion relations. Now the free energy F =U — TS is
the fcc case can be found, e.g., in Kikuchi, Ref. 7. The expressed in terms of these probabilities to yield the free
analysis is based on the same tetrahedron on which the energy Fcy in the cluster variation (CV) approximation
ground-state analysis was based (Fig. 2), and considers as Fcy=Ucy — TSy, where

the probability pg.q(1,1’,1",1""") that the tetrahedron

atom belonging to sublattice a is in state /, the atom be- 1
longing to sublattice b is in state /', etc. (tetrahedron N
variables; the labeling of states is the same as the preced-

ing section). As is well known,”%1%39=% gne must con- R
sider all subclusters of the chosen basic cluster (triangles, X Papeal 117", 1"") (49)
NN and NNN pairs and points in our case) and the

analogously defined subcluster variables such as and E(/,1',1",1"") is written in terms of spin variables
Pave (L1, ppea(L1,17), pap (L), pac(L1"), pa(l), etc., S(I) and o(l) [SD)=S2)= + 1, SB)=—1, o(l)= + 1,
which are related to the tetrahedron variables by simple g(2)=—1, 0(3)=0] as

|

Ul{Papea}) 3 EWQLLILIIT)
L

EW@I 1" 1" =WxNI[SDOSUN)+SUNSU")+SUNSU")+SU")S (D] + 2 Wann[S (DS ") +S(1)S(1"")]
—Jloo")+a(l)a")+oI")a(I"")+a(I")o(D]—H[S()+SU")+SU")+S"")]/4 . (50)

Since we only have short-range interactions fitting into the tetrahedron, Ucy=U is an exact expression following
directly from the Hamiltonian, Eq. (3), using the fact that each nearest-neighbor bond is shared by six tetrahedra,
each next-nearest neighbor bond is shared by four tetrahedra, each corner by 24 tetrahedra and that there are 6N
tetrahedra in a bcc lattice with N sites for N — . Hence factors 6 X +=1 result for Wyy and J, but 6 X =3 for
WNNN and 6><'2]—4=% for H.

The analogous expression Scy for the entropy is approximate only (it would become exact in the limit of infinite
cluster size*'). A straightforward application of the standard procedures for deriving such expressions (see, e.g., Refs.
39 and 40) yields,*%* using the notation .L(x)=x Inx,

1

WSC\,:%Z [Lp, () +L(py (1) +L(p (1)) +L(py(]1))]
B ]

— L Py (L)) +L(ppe (LU +Lpeg (L)) +LA(p gy (LUN]— 3 3 [LApae (LI +L(pyy(1,17)]
LI Lr

+3 3 [Lpape (LU ) +LAppeg (LU ) +LAP g (LU 1))+ LApagy (L1,17))]
LI,

—6 S L(papea (LTI (51)

L

Minimizing Fcy with respect to the tetrahedron variables, one must take into account the recursion relations for
the subcluster variables as well as the normalization condition for the tetrahedron probabilities, the latter being done
by a Lagrange multiplier A. One then obtains (cf. also Ref. 43)

pabcd(l,l',l”,l"’)=exp Pabcd(l,ll,l”,l”’) , (52)

_A
6k, T

where the unnormalized probabilities P,,.; are given by

ELI01"1") [pa(Dpy (1 )p. (1" )pg (1]
Pabcd(lyll’lnrl”,)Eexp - ’ g 27 1/6
6kBT [pab(Ll’)pbc(l,vl”)Pcd(l/ ’l /)Pda(l ’l)]
ac(l,ll’ll/) . (l’,l”,l,”) ca(l”,l’”,l) ’ (l,”,l,ll) 172

. [Pas Pbcd Pcd 1/4[’4 b ] ' (53)

[Pac (51" )ppg (1, 1"")]

I
Defining a “‘partition function” Z as A= —6kpTInZ . (55)
Z= S Py Lnrrr, (54) From the minimization procedure it follows that in equi-

IRV librium

the normalization of the tetrahedron variables implies Fey=AN . (56)
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We did not attempt to reduce the number of variables
in the various phases by the use of symmetry relations,
as has been done, e.g.,, in Ref. 19, but rather used
Kikuchi’s’ simple “natural iteration” algorithm with the
full set of tetrahedron variables in all phases:

(i) Choice of a starting distribution {p,,.,(,1',1",1'"")}.

(ii) Calculation of the subcluster probabilities.

(iii) Calculation of {P,,.,(1,1',1",1"")} from Eq. (53).

(iv) Calculation of A from Egs. (54) and (55).

(v) Calculation of the new tetrahedron variables from
Eq. (52).

At high temperatures off the phase boundaries, a few
hundred iterations were sufficient to obtain four
significant decimal places in Fcy. Close to second-order
boundaries in the ordered phases, longer iterations are
necessary: Sometimes the convergence was still unsatis-
factory after 8000 or 10000 iterations (2000 iterations
take about 5 min at a Honeywell-Bull PDS8 computer).
Second-order phase boundaries are located precisely by
computing the Hessian matrix

9’°F/N

= s 57
Hnn apabcd(lrlI)I”;I”’)apabcd(mym')m”)m”,) ( )

and locating the point where the smallest eigenvalues
vanishes. This involves the numerical diagonalization of
80:< 80 matrices [the index n in Eq. (57) labels the 80 in-
dependent variables {pgp.,(1,1',1",1""")}, one variable be-
ing eliminated by the normalization condition].

This “natural iteration method” conserves any sym-
metries present in the initial values {pys.(1,1',1",1"")}, if
these are also symmetries of the Hamiltonian. Thus the
“broken symmetry” appropriate for each ordered phase
has to be put in “by hand” choosing initial values exhib-
iting the proper symmetry breaking. We have done this
by first obtaining equilibrium data for {pg,.4(1,1',1",1""")}
in the disordered A2 phase, for which the algorithm
converges best, cooling down the temperature in small
enough steps from initially high temperatures, and locat-
ing the zero of the smallest eigenvalue of the Hessian
matrix. In the ordered phase, we first apply a
symmetry-breaking field so that the iteration yields some
{Pabea(L,1',1'",1'"")} with the desired symmetry breaking,
and then take these values as initial values for an itera-
tion which switched-off fields and so obtain ‘“‘spontane-
ous ordering.” Such states in turn can be used as an ini-
tial configuration for a neighboring temperature (or field)
in the phase diagram. We found it necessary to apply
“slow cooling” procedures (i.e., starting each iteration
from an equilibrium configuration only a small distance
in reduced temperature kzAT/Wyn <<1 or reduced
field AH /Wy <<1 away), because otherwise some of
the pgpeq(L,1',1",1""") appearing during the iteration [see
cases (i)—(v) given above] would be so small (due to the
factor exp[—E([,1,1",1'"")/6kyzT]) that the program
takes them equal to zero, which is not an allowed value.
Even with this time-consuming ‘slow-cooling” tech-
nique, we have not been able to treat temperatures lower
than about kz T /Wy =1, for the model Eq. (48).

Figures 3-5 now summarize our numerical results for
this model and show that there is a significant discrepan-
cy between the mean-field phase diagram and the

6945

A2 para

B2 ferro

A2 ferro

HI Wy

FIG. 3. Comparison of the phase diagram predicted by the
Bragg-Williams mean-field approximation (thick lines) to the
phase diagram predicted by the cluster-variation method in the
tetrahedron approximation (thin lines), in the grand-canonical
ensemble, for Wynn/Win=0.5, J/Wxn=0.7. Solid dots
denote tricritical points as found in the mean-field approxima-
tion. Second order transitions are denoted by solid curves;
first-order transitions by dashed curves. The cluster-variation
calculation has been carried out for particular points only, as
indicated by circles (in the case of second-order transitions) or
squares (in the case of first-order transitions), respectively. Na-
ture of the various phases is indicated in the figure.

cluster-variation phase diagram, both in qualitative and
in quantitative respects. (i) The mean-field approxima-
tion overestimates the regime of stability of each ordered
phase typically by a factor as large as 1.5. (ii) The
mean-field approximation predicts that the system leaves
the disordered phase for strongly negative H /Wy by a
second-order transition to the paramagnetic B2 phase,
and only at lower temperature can a first-order B2-DO;
transition occur. In contrast, the cluster-variation
method predicts direct first-order A42-DO; transitions,
without an intervening B2 phase, for a broad range of
fields. (iii) The mean-field approximation predicts a
reentrant phase boundary at negative H /Wy for both
the B2 phase and the DO; phase. In the regime

A2 para

keT/Wyy
~

A2 terro

0 02 o 06 08 1

1-<c>

FIG. 4. Phase diagram of the model with Wynn/Wan=0.5
and J/Wyn =0.7 in the canonic ensemble as predicted by the
Bragg-Williams mean-field approximation. Nature of the vari-
ous pure phases is indicated in the figure; the shaded regions
denote two-phase coexistence regions between the two adjoin-
ing pure phases.
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FIG. 5. Same as Fig. 4 but according to the cluster-

variation method in tetrahedron approximation.

—5<H/WxNS —4.6 there is also a double transition

B2-D0O;-B2 due to reentrant shape of the phase bound- -

ary near the critical field H ;. Neither of these features
of the phase diagram are confirmed by the cluster-
variation calculation. These discrepancies also are pro-
nounced in the canonic ensemble, as seen by a compar-
ison between Figs. 4 and 5. It is seen that also the phase

|

if 540, Hxp) <Hx;) ,

— o= ol

— 3 Wix;—xp) if f=i.
[0

It is convenient to realize the transitions x; —x, by di-
viding the interval from zero to unity in three parts I,
I,, I; with the lengths Wi(x;,—x;), W(x;,—x,),
W(x;—>x3). Then a random number uniformly distri-
buted between zero and unity is drawn. If it falls in the
interval I, we perform the move x; —>x,.

The Monte Carlo simulation is carried out in the
grand canonical ensemble. Since in a finite system there
is no broken symmetry in a strict sense (i.e., in a course
of a Monte Carlo simulation the order parameters may
spontaneously change their sign, except if sufficiently
strong symmetry-breaking fields are applied), we record
the following positive definite order parameters:

CIM D), L)), (@F+9h)72) . (59)

Here the order parameter of the DO; phase was sym-
metrized as is appropriate for an ordering with a two-
component parameter. The specific heat (and the sus-
ceptibilities) were computed from the fluctuation rela-
tions

1

C

€ 1y (), 60
= N =0 (60)
Xp=- (M2 — (M| )?) 61)
F™ kpyT ’
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boundaries of the crystallographically ordered phases
(B2, DO;) on the left- and right-hand halves of the
phase diagram are rather distinct from each other. This
lack of symmetry around {c ) =0.5 reflects the interplay
between crystallographic and magnetic order.

V. CALCULATION OF THE PHASE DIAGRAM
BY THE MONTE CARLO METHOD

Unlike the methods described in Secs. III and IV, the
application of the Monte Carlo method to the present
problem is straightforward in principle—though tedious
in practice because of the large amount of computing
time needed. But the general approach to study phase
transitions by Monte Carlo methods, as described else-
where, > 11123444 app0ies to the present problem too, and
need not be repeated here. Hence we only emphasize
that all Monte Carlo runs were performed for lattices of
size N =2L>, where L =6, 12, or 20, choosing periodic
boundary conditions and a single-site algorithm. The
transition probability was chosen as (where x; denotes
the initial and x, the final state of the considered site:
there are three choices both for the initial and the final
state)

exp{ —[H(xp)—FH(x;)]/kpg T} if f5=i, Hxp)>H(x;), (58)

x,=—k%(<¢%>—< FARGE (62)
XDOJ=KNT[<(¢%+¢§)>~<(¢%+¢§>”2>2]. (63)

For locating second-order transitions, it is convenient to
consider the normalized fourth-order cumulant of the

order-parameter distribution®***
(M*)
Up=1—-———F5, 64
F W M2)? (64)
(¥
U=l——F=, (65)
: 3(y})?
(¥3) + (¢3)
Upo,=1— ¢22 * %2 — . (66)
3 3({y3) 2+ (¥3)?)

From the pseudospin magnetization (m ) recorded as
function of H we can make the standard translation
from the grand canonical to the canonical ensemble of
the alloy.>!! Second-order transitions then are located
from peaks of the appropriate susceptibility [Fig. 6(a)
shows an example] and/or from the intersection of cu-
mulants [Egs. (64)—(66)] recorded for different linear di-
mensions L [Fig. 6(b)]. Due to the smallness of the
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FIG. 6. (a) Susceptibility X;, (b) cumulant U,, and (c) order
parameter { |¢,|) plotted vs reduced temperature for
H/Wyn=—1, using 20000 MCS/site and three different
linear dimensions as indicated in the figure. (d) shows { |, |)
plotted vs temperature for H =0, using 600 MCS/site and
L =12. Curves are only guides to the eye.
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simulated system, the variation of the order parameters
with temperature in the transition region is rather
smooth [Fig. 6(c)], and hence the cumulant intersection
method must be used if one wishes to locate the transi-
tion temperature with a relative accuracy of 0.5% or
better. This method, however, requires rather long runs
[typically 20000 Monte Carlo steps (MCS) per site have
to be used with additional 5000 equilibration steps at the
beginning of the run being omitted*’]. If one is satisfied
with a description of a coarser temperature scale, locat-
ing a transition temperature with an accuracy of about
3% only, a short run (600 steps used, 200 steps omitted)
with a medium size (L =12) is sufficient to record the
order-parameter variation, the transition being located
from the inflection point of such a curve [Fig. 6(d)]. The
points with the large error bars in our phase diagrams
below (Figs. 12 and 13) have been recorded with this
rough method only, for the sake of an economic use of
computer time.*® However, for resolving cases where
two different phase boundaries occur close together, as
happens for the ferromagnetic B2 phase, the cumulant
intersection method proves to be very valuable: Fig. 7
shows clearly that the decay of ferromagnetism occurs at
a smaller value of H [Fig. 7(a)] than the decay of B2 or-
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FIG. 7. Cumulant intersection plot for (a) the ferromagnet-
ic order and (b) the B2 order for k3 T/Wxn =2.1, varying the
field H/Wxn. Data for L =6 and 12 are based on 20000
MCS, while only 15000 MCS were recorded for L =20 at each

point. Note that U (as well as U, UDOJ) must converge to %

in the respective ordered region, which is borne out nicely by
the data and to zero in the disordered region, but should not
become negative. The slightly negative values for L =20 in (a)
at small fields indicate hence insufficient statistical accuracy.
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der [Fig. 7(b)]. The data on the size dependence of our
order parameters { | ¢, | ) [e.g., Fig. 6(c)] and { |M | )
are also reasonably consistent with Ising critical behav-
ior (i.e., critical exponents*’ B=~0.32 for the order pa-
rameter, v~0.63 for the correlation length), unlike the
cluster-variation method which invariably implies
B=v=1, since sufficiently close to the transition it
reduces to a Landau-type theory. We emphasize, how-
ever, that in the present work no real effort has been
made too study the critical behavior thoroughly. More
interesting than the critical behavior of the A2-
ferromagnetic— A2-paramagnetic transition and the
B2- A2 transition is the transition at the multicritical
point where both these transitions meet, and the transi-
tion from the DOj; phase to the B2 phase which belongs
to the universality class of the XY model with cubic an-
isotropy, according to the Landau symmetry
classification [cf. Eq. (9)]. However, such an analysis of
the critical behavior would require about an order of
magnitude more effort in CPU time than was available
to us and hence this is left to future work. Here we are
rather concerned with an overall description of the
phase diagram.

We now turn to a discussion of our procedures in the
regions of the phase diagram where the transitions are of
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FIG. 8. Temperature variation of the order parameters (a)
{(|¢¥]|? and ®b) {(Y3+43)'"?) and of (c) the concentration at
the first-order transition between the paramagnetic DO; and
paramagnetic 42 phase, for L =20 and H/Wyxn=—9. Data
were generated by ‘‘sweeping” the temperature upward or
downward, using 500 MCS/site at each data point and the final
state of the previous run as a start configuration.

first order. Typical Monte Carlo data are shown in Figs.
8 and 9. Performing ‘“‘sweeps” in temperature or field
(i.e., changing temperature or field in small enough steps
from one run to the next, e.g., kgAT /Wyn=0.25 or
AH /Wyn =0.1, taking the last configuration of the pre-
vious temperature or field value as starting configuration
for the next value), we look for hysteresis loops (compar-
ing heating and cooling runs when T is changed, or runs
with decreasing field to runs with increasing field). Of
course, such hysteresis is only observed if (i) the system
size is large enough to distinguish clearly the separate
phases in the transition region, and (ii) the observation
time is long enough to equilibrate the system in one
phase but at the same time short enough that one does
not yet observe any jumps from one phase to the other,
and (iii) the steps are small enough so that the region
where the hysteresis occurs is not missed. We have
found that in the present model system the hysteresis re-
gion often was rather narrow and we did not observe
hysteresis because condition (iii) is violated (step width
being too large, e.g., in Fig. 9). Then the first-order
transition shows up as two branches of one function
which do not smoothly join together. In the transition
region, it may be that one observes states slowly relaxing
from one branch to the other (e.g., the point at
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FIG. 9. Variation of the order parameters (a) { | ¢, | ) and
(b) {(Y3+¢%)'"?) and of (c) the concentration with magnetic
fields at the first-order transition between the ferromagnetic
DO; and ferromagnetic A2  phase, for L =20 and
kpT/Wxn=0.75. Data were generated by ‘sweeping” the
field upward or downward, using 600 MCS/site for each data
point and the final state of the previous run as a start
configuration.
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H /Wyn=7.7 obtained by decreasing the field in Fig. 7)
which must be disregarded because of their intrinsically
kinetic origin.

It is obvious that on the basis of “raw data” such as
shown in Figs. 8 and 9 there is some ambiguity in both
locating where the transition occurs and estimating the
magnitudes of the jumps in the various quantities exhib-
iting jump singularities as the first-order transition. A
first-principles method free from such ambiguities based
on finite-size scaling at first-order transitions has recent-
ly been suggested and demonstrated to give very reliable
results.*® This method, however, is very time consuming
since it requires an accurate sampling of the events
where the system jumps from one phase to the other
one(s) which compete with it, so that the quasi nonergo-
dicity (which shows up via hysteresis) is completely elim-
inated. We have not attempted to apply this first-
principles method here and thus our phase diagrams in
the first-order regions have relatively large error bars
(Figs. 12 and 13) because of the ambiguity of locating ex-
actly where the transition occurs (Figs. 8 and 9).

An alternative method of removing this ambiguity is
based on estimating the free energy of the various phases
and looking for the intersection points of the various
free-energy branches. For alloy phase diagrams, the ap-
plicability of this method was demonstrated in Ref. 12,
and hence we have attempted to apply it here, too. Of
course, one has to overcome the standard difficulty of
Monte Carlo work that the free energy itself is not an
immediate output of a Monte Carlo calculation.** While
sophisticated methods for estimating F with Monte Car-
lo techniques have been devised (e.g., Ref. 18), their ac-
curacy in the general case is somewhat uncertain and
has to be reinvestigated in every new application; hence
we have restricted ourselves to the standard ‘“thermo-
dynamic integration” method.!> Here we exploit rela-
tions such as

F=U—TS(T=0+NT [’ (C/T)dT’ 67

and

#F=4WNN+3WNNN+H—2 f_”w (c)dH . (68)
In Eq. (68) the “reference state” with known free energy
is the state at T=0 [F=U —TS(T =0)], in Eq. (68) it
is the state for H—> — o0 (F/N—4Wyn+3Wxnn+H,
{c)—0), and the path integration in Eq. (67) is a path
with H=const; in Eq. (68) it is a path with T=const.
Of course, one can consider any other paths in the
(H,T) plane which are convenient; often we have con-
sidered paths composed of first a piece according to Egs.
(67) and then continuing at constant T according to
1 1 H
~F=nNF(TH)-2 le (¢)dH +(H —H,) .
The application of Eq. (67) requires very accurate
specific heats at low temperatures: due to the denomina-
tor 1/T' small errors 8C get magnified. Figure 10
shows, checking the Monte Carlo data with the low-
temperature series expansions for C following from Eqgs.
(19) and (20), that this difficulty is not too serious in
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practice. Since for many fields the low-temperature
series describes the data accurately for kg T /Wyn $0.5
[e.g., Figs. 10(b) and 10(c)], one can use at very low tem-
pertures directly Eq. (19) as a reference free energy and
need not extend Eq. (67) to too low temperatures. One
has to be very careful, however, for fields which are very
close to the critical fields H,y,...,H.4, as defined in
Egs. (11)=(15): there C has structure at very low tem-
peratures, as seen both from the series and the Monte
Carlo calculation.

Another error in the application of Egs. (67) and (68)
comes from the statistical error of data points as shown
in Fig. 10, or Figs. 8(c) and 9(c), and the fact that for the
integration one has to fit interpolation curves to these
data points. This was done by cubic spline functions.
The error associated with these procedures is difficult to
estimate; since the resulting free energies cross at very
small angle the location of the intersection point is rath-
er sensitive to such an error. We find typically rather
accurately defined intersections at low temperatures
[Fig. 11(a)], while at intermediate temperatures sweeps
with a finer AH would be required to locate the intersec-
tion point precisely [Fig. 11(b)]; however, at the highest
temperatures we sometimes encounter cases [Fig. 11(c)]
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FIG. 10. Temperature variation of the specific heat as ob-
tained from Monte Carlo simulation (dots) and from the low-
temperature series expansion (dashed curves). (a) refers to
H/Wynn=3.2 (inside the regime of the ferromagnetic DO,
phase), (b) refers to H/Wxn= —9.5 (inside the regime of the
paramagnetic DO; phase), and (c) refers to H/Wyxn = —13 (in-
side the regime of the paramagnetic 42 phase). All Monte
Carlo data were taken with L =12 and using 10000 MCS/site.
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of the plot, not the free energy F/N itself, for rather
F/N +%H =F' is shown. Free energies have been obtained by
numerical integration of the specific heat (cf. Fig. 10) and the
concentration (Fig. 9) as discussed in the text.

“0or A2 para P
35}
30t A2 ferro
25
ES B2 ferro
= 20t
l: _u" '\.
£ 15t Fa Y
i "
10+ f DO, b
i para ferro 7
0S5t M 1
L] ‘.
12 10 -8 6 -4 -2 0 2 4L 6 8 10

H/Wyn

FIG. 12. Comparison of the phase diagram predicted by the
cluster-variation method in the tetrahedron approximation
(dash-dotted lines) to the phase diagram obtained from the
Monte Carlo method, in the grand-canonical ensemble. Nature
of the various phases is indicated in the figure. Curves through
the Monte Carlo data (shown by error bars or by dots in case
the error is smaller than the size of the dot) are guides to the
eye only: solid curves denote second-order transitions; dashed
curves denote first-order transitions. Note that the error bars
may be either horizontal or vertical depending on whether H
was varied at constant T or vice versa, in the runs locating the
transition line.
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FIG. 13. Same phase diagram as shown in Fig. 12
(Wann/Wun=0.5, J/Wxn=0.7) but shown in the canonical
ensemble rather than the grand-canonical ensemble. Now
first-order transitions show up as two-phase regions (shaded).
Note that data on transition lines obtained by temperature
variation at fixed field now get a horizontal error bar in addi-
tion to the vertical one, due to the statistical error of the pseu-
do spin magnetization (translating into the concentration) at
fixed field. Data are shown as dots if error is too small for be-
ing resolved. Curves are drawn as guides to the eye only, and
the nature of the various phases is indicated.

where the free energies fail to intersect in the region
where we know from the direct analysis (such as shown
in Figs. 8 and 9) that the transition must occur. We at-
tribute this failure to intersect, as shown in Fig. 11(c), to
a systematic error in F resulting from the interpolation
procedure. Of course, one could do much better taking
many more “raw data” points; we have not done so,
since even with rather conservative error estimates in the
phase diagram (Figs. 12 and 13) its structure is already
quite clear.

Figure 12 compares the phase diagram obtained in the
grand-canonical ensemble to the phase diagram obtained
from the cluster-variation tetrahedron approximation. It
is seen that the latter yields the qualitative features of
the phase diagram correctly (the phase diagram ‘““topolo-
gy” is the same, the order of the transitions is predicted
correctly). Also in quantitative respect, the transition
temperatures are predicted rather accurately: Typically

TABLE 1. Some transition temperatures of the phase dia-
gram in the grand-canonical ensemble (CV denotes cluster-
variation method; MC the Monte Carlo method).

kpTc/Wnn
Field

(H/WxN) Cv MC ATc/Tc
10 3.7597 3.67504+0.0125 ~2.3%
5 2.8208 2.74 =+0.01 ~3.0%
4 1.9010 1.793 +0.007 ~6.0%
3 2.8363 2.732 +0.012 ~3.8%
—1 3.3726 3.29 +0.01 ~2.5%
—5 2.9550 2.845 +0.01 ~3.8%
-7 2.2963 2.175 +0.015 ~5.5%
-7 1.9970 1.88 +0.1 ~6.2%
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the CV method predicts transition temperatures that are
3% too high; see Table I (somewhat larger errors are en-
countered only for cases where the transition lines are
nearly parallel to the temperature axis). Also in the
canonical ensemble the predicted phase diagrams (Figs.
5 and 13) deviate from each other only very little. We
conclude that for the present model the cluster-variation
tetrahedron approximation yields an unexpectedly reli-
able prediction for the phase diagram.

VI. CONCLUSION

In this paper we have analyzed the phase diagram of
bee lattice models for binary alloy AB, where one
species ( A) is magnetic while the other species (B) is
nonmagnetic. The interactions are chosen such that at
low temperatures the model exhibits both ferromagnetic
and paramagnetic crystallographic superstructures of
both the B2 and DOj; type, in addition to the ferromag-
netic A2 phase which occurs as the low-temperature
state on the A-rich side of the phase diagram.

This model may be considered as a first step toward
the modeling of real alloys such as the Fe-Al system.
Unlike Ref. 32, we have not made an attempt to con-
struct interaction parameters such that the phase dia-
gram of the model fits the experimental one for this al-
loy; a realistic description of this alloy must take the
itinerant character of the electrons responsible for the Fe
magnetic moments more seriously.*” Rather, we are
concerned with a critical comparison of several current
methods for the calculation of phase diagrams of model
systems: the Bragg-Williams approximation, the
cluster-variation method (in the tetrahedron approxima-
tion), and the Monte Carlo method. We find that the
Bragg-Williams approximation is seriously in error: it
yields several features of the phase diagram which are
qualitatively incorrect and overestimates many transition
temperatures by about 50% in the model studied numer-
ically. We believe that for other parameter values the
failure of the Bragg-Williams approximation will be
similarly severe. This is a further reason why the fit to
the Fe-Al system obtained in Ref. 32, based on the
Bragg-Williams approximation, is not a valid determina-
tion of effective interaction energy parameters. In con-
trast, the accuracy of the cluster-variation calculation is
rather good, typically the transition temperatures are
overestimated by 3% only (taking the Monte Carlo esti-
mates as reliable estimates for the exact ones). This ac-
curacy of the cluster-variation method is even distinctly
better than in similar comparisons for the fcc lattice (dis-
cussed in Refs. 2 and 3). This close agreement gives fur-
ther credence to the suggestion>? that the rather large
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discrepancies occurring in the case of the fcc lattice with
nearest-neighbor interactions only are a consequence of
the fact that this lattice is “fully frustrated”?’ which is
disadvantageous, a rather exceptional case and not
characteristic for most lattice models of practical in-
terest. The reliability of the cluster-variation method for
the present model is considered as rather nontrivial,
since we have to deal with many distinct phases, three
tricritical points, one tetracritical point, and three criti-
cal end points occur, and some phase boundaries are
rather close together in the phase diagram.

A phenomenon which might be rather interesting also
for experimental studies on real alloys (such as Fe;Al) is
the finding that the crystallographic order induces also a
staggered magnetization in the ferromagnetic state as a
secondary order parameter. Since the squares of the or-
der parameters are proportional to the Bragg intensities
of the appropriate Bragg spots in the Brillouin zone, it is
implied that the neutron diffraction superlattice Bragg
spots of the ferromagnetic DO; or B2 phases have a
magnetic contribution due to this staggered magnetiza-
tion. This magnetic contribution can be isolated by ap-
propriate magnetic neutron scattering techniques. This
staggered magnetization is found already on the level of
the Bragg-Williams molecular-field approximation.

From the present work, it should also be evident that
for complicated models such as the present one the
cluster-variation method requires both some analytical
effort [to construct the entropy expression, Eq. (55) in
our case] and a nontrivial numerical work (solution of
the “natural iteration” equations, diagonalization of the
rather huge Hessian matrix, etc.). Although the Monte
Carlo method requires a factor 10-100 more CPU time
to yield a more reliable phase diagram, as done here, it
has a number of distinct advantages. (i) No analytical
work at all is required. (ii) Change of the model
(different spin quantum number, or choice of classical
XY or Heisenberg spins instead of Ising spins, addition
of larger-range interactions, etc.) is straightforward. (iii)
Reliable results at very low temperatures are easily ob-
tained (see, e.g., Fig. 10). (iv) It is possible to study also
the non-Landau-like critical behavior near the second-
order transitions, including the multicritical points.
Such a study, as well as the generalization mentioned
under (ii), are left to future work, however. What is also
left to be done is to vary the parameters Wynn/WaN
and J/WyN systematically [which presently were held
fixed in our numerical calculation; see Eq. (48)].
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