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A general formalism is developed for analyzing physical systems exhibiting uniaxial, spatially
modulated, high-order commensurate phases which can be regarded as composed of homogeneous
domains separated by ‘‘smooth,” parallel domain walls. Experimental evidence for a variety of such
phases is mentioned; they arise also in various discrete-variable models in d > 2 spatial dimensions.
The free energy may be exactly decomposed into a computationally useful form as a sum of domain-
wall tensions, =, plus pair, triplet, and higher-order wall-wall interaction potentials W, ({I;}), which
depend on the wall separations /;, and on temperature, etc. The principal transitions between high-
order modulated phases are determined by = and the nearest-neighbor pair interaction, W,(/), alone:
only simple periodic phases, having a uniform interwall separation, are stabilized by W,(l); more
complicated mixed phases, in which the wall separations alternate between two values in a regular
pattern, are a consequence of further-neighbor or, in general, many-wall interactions which also
determine the interfacial tensions between coexisting modulated phases. The general form of the
W, ({I;}) at low temperature is elucidated and their explicit calculation by a transfer-matrix method
for models with short-range couplings is outlined. A quasitricritical point, governed by the changing
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form of the wall pair interaction, is analyzed in detail.

I. INTRODUCTION

In the last few decades, increasingly many examples of
complex periodic ordering have been discovered among
materials with simple chemical compositions. In some
cases, the overall structure can most easily be described as
a set of homogeneous, simply ordered domains, broken at
regular but comparatively long intervals by the appear-
ance of well-defined localized walls, to give rise to a
“high-order commensurate (C) phase.” In the simplest
cases, one may consider a “‘uniaxial” or “striped” phase,
where this spatial modulation, say, of wavelength A, is as-
sumed to occur in one direction only, the ordering along
the orthogonal directions being simple and uniform. The
phase in question may then be described as an ( 4*B)
phase, for example, where the stacking of k layers of char-
acter A composes a domain while the B layers represent
walls; if the layer thicknesses are a and b, one has
A=ka +b: see, e.g., Fig. 1. Another class of ordering
arises in substances possessing fwo intrinsic periodicities
which are relatively irrational or incommensurate (IC)
with respect to each other. These two classes of complex
ordering, high-order C and IC phases, may actually be
quite similar in appearance. A two-dimensional adsorbed
layer, for example, may exist in an IC phase if adsorbate
and substrate periodicities are incommensurate.
Adsorbate-substrate interactions will, however, often in-
duce the lattice constant of the layer to lock in phase with
that of the substrate over comparatively long distances,
broken by “phase slips” or ‘‘discommensurations,” which
may be regarded as the ‘‘walls” separating adjacent
“domains” of simple commensurate ordering. The dis-
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tinction between a high-order C and an IC phase then de-
pends merely upon whether the mean interwall spacing is
rational or not.

In this paper, we present a general formalism for dis-
cussing such systems and, in particular, for analyzing
statistical-mechanical models exhibiting commensurate
uniaxial or striped phases. Section II provides an over-
view of the wide variety of physical systems with this type
of ordering, which may be candidates for modeling within
the framework expounded here. In the latter part of Sec.
11, we also indicate the appropriate context for our work
relative to existing explanations of striped phases.

The starting point of our formalism, set out in Sec. III,
will be a decomposition of the exact free-energy density of
a system as a sum of wall or surface tensions,
3(T,u,...)=W(T,u,...), associated with individual
domain walls, plus wall-wall interaction potentials to ac-
count for the effective forces exerted by the walls on each
other. For the decomposition to be exact, it is necessary,
in general, to include n-wall interaction potentials,
W (T,u,...;11,05, ...,0,_1), forall n >2. Here W, ac-
counts for the incremental free energy, at some fixed
values of temperature 7, chemical potential u, and other
thermodynamic variables, of a configuration of n walls at
successive separations /1,/,, . . . ,/, 1, over and above the
contributions to the free energy of “nearest-neighbor” j-
wall interactions W; for all 1<j <n. Thus, W, is just a
‘“pair potential” acting between nearest-neighbor pairs of
walls, W3 is a “three-body potential,” and so on.

The main features of the phase diagram are then
governed simply by the behavior of the tension, Z=W,,
and the two-wall interaction, W, as explained in Sec. IV.
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In particular, we focus on the C-IC transition between the
homogeneous, single-domain “C” phase devoid of walls,
and the uniaxial, striped or “IC” phase. Here the desig-
nation “IC phase” is intended to include both high-order
C and truly IC phases: our analysis concentrates on low
temperatures, where it turns out that these striped “IC
phases” are in fact high-order C phases. The primary C-
IC transition occurs near the locus of vanishing surface
tension, 2(7T,u,...)=0, and can be either quasicontinu-
ous or first order, depending on whether W,(/) remains
positive while decaying to zero, or exhibits a negative
minimum. In Sec. V, we examine the role of the higher-
order interactions W, (.3, in further refining the phase di-
agram by stabilizing or excluding more complicated
“mixed” phases like { A*"BA*B) (k=£k’), etc.

For systems with short-range couplings, the general na-
ture of the W, ({l;}) can be anticipated. Furthermore, for
models with couplings of strictly finite range, expressions
for the W, which are asymptotically exact at low temper-
atures may be calculated by a transfer-matrix method,
whose general features we outline in Sec. VL. Within the
context of the matrix formalism, we analyze, in Sec. VII,
a hitherto uninvestigated quasitricritical point which can
appear on the phase diagram when, as a function of tem-
perature or other thermodynamic variables, the functional
form of W,(l) switches between the behaviors characteriz-
ing first-order and quasicontinuous C-IC transitions. We
have carried out transfer-matrix calculations of the W,
for two specific models, the three-state chiral clock mod-
el'~* and the axial next-nearest-neighbor Ising (ANNNI)
model:>~8 details and the results, which reveal new and
unexpected features of the phase diagrams of these mod-
els, will be presented in Parts II and II1.° A brief account
summarizing both this paper and those results has been
published.'” ‘
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FIG. 1. The (12°) structural phase of Ag;Mg, after Portier
et al. (Ref. 19). The structure is composed of two types of (b,c)
planes, which alternate along the a axis: each type of plane con-
tains a square array of Ag ions (filled circles); at the center of
each square is either a Mg ion (open circle) or another Ag ion.
There are thus Mg ions only in every other plane. [Only a frac-
tion of each (b,c) plane is shown for clarity.] Adjacent planes
are displaced by 1b relative to each other; an additional relative
displacement of t= %(b—!—c) marks the end of each 2- or 1-band.

II. SYSTEMS WITH UNIAXIAL
MODULATED PHASES

Recent reviews of the experimental situation have been
provided by Bak,!! by Pokrovsky and Talapov,'? and, for
three-dimensional systems, by Currat.’* A short but in-
formative review of three specific systems is given by
Axe.!* Our aim here is to highlight a few features of
relevance to our analysis, to introduce notation, and to set
the general background briefly.

A particularly interesting system exhibiting high-order
magnetically ordered C phases is the rare-earth alloy
CeSb, studied by Rossat-Mignod et al.'” The highly an-
isotropic Ce-Ce exchange causes the (100) directions to
be the easy spin axes.'® Thus at low temperatures, all the
Ce moments in each plane normal to a [100] axis are
aligned predominantly parallel (1) or antiparallel (1)
to [100]. In zero field at low T, these planes are stacked
in a regular “two-up, two-down”_ sequence,
..+ 111411L1 - -, conveniently denoted {22}, or more
simply, just (2).>!7 If an external field HJ||[100] is now
applied, the (2) ordering undergoes a series of transitions
to phases in which the sequence of “2-bands” (i.e., pairs
of planes with parallel magnetizations) is interrupted at
regular intervals by “l-bands” (i.e., oppositely magnetized
single layers): experiments have (so far) revealed
(1222)=(123) (with periodic sequence (11ll11), and
(12) (+-- 111 -+ ), before a purely ferromagnetic phase,
(--+1111-+-) or (), sets in at large fields. In the
(12%) phases, the 1-bands can evidently be considered as
“walls” separating {2) domains of width k 2-bands; the
pure (2) phase then corresponds to k—co. It is plausi-
ble that experiments which scan the (2) phase boundary
more closely will discover further interpolating phases
with odd k >5. At higher temperatures in zero field the
experiments show planes with zero mean magnetic mo-
ment which, together with two oppositely magnetized ad-
jacent planes, form a new type of wall which we may, for
brevity, denote §.° (A more systematic but clumsier nota-
tion would be T11.) As T falls below Ty, the highest
zero-field transition point, the sequence of phases (2F3)
with k =0,1,2,3,4,5 (and o) is seen.'’

Once a particular type of wall and underlying phase, 1
or 3 and (2) in CeSb, are identified, the simple periodic
phases like (12%) and (2¥3) might be denoted simply as
[1], where [ (=2k +1 or 2k +3 for the CeSb phases)
represents the separation of successive walls measured,
say, in units of a lattice spacing, a. This is the convention
we will adopt in presenting the general theory below.

The analogs of the { 12¥) magnetic phases of CeSb have
been seen also in various structurally characterized phases
of binary alloys: see the review by de Fontaine and Ku-
lik.!® The ordered bands can be observed directly via
high-resolution electron microscopy. Thus Portier et al."
report that the equilibrium structure of Ag;Mg is the
(12?) phase illustrated in Fig. 1; as the Mg content of
this alloy is varied from 26.5 at. % to 22 at. %, however,
the structures {12%) for k=2,3,4,6, and, finally, « (.e.,
the pure (2) phase) arise successively. The more compli-
cated “mixed phase” (12°12*) was also seen. If we focus
just on the wall spacings, this alternating structure may
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(and will) be denoted [/,/']=[2k + 1, 2k’'+1]=[7,9].

Similarly, van Tendeloo and Amelinckx? find periodic
phases (2k3), with k =0, 3, 4, and «, in AusZn, and
Loiseau et al.?! report over a dozen phases composed of
1- and 2-bands in Ti;,,Al;_,, including higher-order
mixed phases like (12(122)%), which we will denote as
[5,1',1"]=[3,5,5]. Loiseau et al.’! point out that the fun-
damental periods of all the phases which they observed
can be derived from (1) and {(2) by a branching process:
e.g., (1) combines with {(2) to yield (12); then (1) with
(12) yields (112), and (12) with (2) yields (122);
then (122) with (2) yields (123), etc. All these com-
binations are among the observed phases. A similar
“branched” sequence of intermediate phases has been
detected by Komura and Kitano?? at the hcp-to-fcc transi-
tion of various Mg-based Friauf-Laves ternary alloys like
Mg(Cu,_,Zn,),. One of our theoretical aims here is to
understand this branching process, the extent to which it
proceeds, and the resulting phase diagrams on a more
general microscopic basis.

The physical mechanisms responsible for the appear-
ance of these high-order phases in binary alloys are still
debated. The oldest explanations proposed note that a
periodic structural modulation will be stabilized in an
electron-band picture if it introduces new Brillouin-zone
boundaries close to flat portions of the alloy’s Fermi sur-
face.!® (This explanation is also invoked to account for
the stability of charge-density waves in transition-metal
dichalcogenides.) Insofar as it is based on the minimiza-
tion of electronic energy, however, the argument should
be most directly applicable at low temperatures; yet the
high-order C phases of binary alloys often disappear as
the temperature is lowered. This suggests'® that entropic
or fluctuation effects, which require description by
statistical-mechanical models, play a significant role. In
particular, owing to independent theoretical progress,’®
attention has focused?”® on the so-called axial next-
nearest-neighbor Ising (ANNNI) model, an Ising model
with competing first- and second-neighbor ferromagnetic
and antiferromagnetic couplings. In a subsequent paper’
we shall describe the analysis of the ANNNI model ac-
cording to the methods presented here.

More recently, Bruinsma and Zangwill24 have modeled
the periodic phases in the Mg-based ternary alloys*? by a
three-state Potts model with long-range forces: they used
only energy minimization and found it necessary to sup-
plement the model with terms describing elastic lattice
distortions in order to obtain the experimentally observed
higher-order “mixed” phases. They neglect all thermal
fluctuation and entropic effects, arguing that such stabili-
zation mechanisms are ‘“‘ruled out since high-resolution
electron-microscope lattice images show that the
stacking-fault boundaries (which are the corresponding
domain walls) of long-period close-packed structures are
quite flat.” This is an inadequate argument, however: the
observations cited merely mean that the walls are statisti-
cally “smooth” as against statistically “rough.” In a
three-dimensional system one expects walls, surfaces, and
interfaces of all sorts to be smooth and well localized in
crystalline systems below a roughening temperature, Tg,
but to undergo a transition to a “rough” or “diffuse”

phase above Tjg: the stability of both wall phases at
nonzero T is determined by thermal fluctuations.?>2¢ In
fact, the long-period domain walls in the ANNNI model
at low T are perfectly smooth and well localized even
though the many distinct phases are stabilized entirely by
thermal fluctuations.>® In the case of the Ag;_, Mg, ,
alloys, both the 1-band walls and the 2-bands in the
domains are seen to be straight and sharply delineated.'”
However, in some alloys, like AuCu II, striped phases are
found in which the domain walls do appear diffuse or
“wavy.”?” It is possible that some new mechanism is at
work, but it seems plausible that one is simply seeing in-
stances in which originally smooth, flat domain walls have
undergone a roughening transition as the temperature is
raised.>>?> 1In the latter case, an intrinsically statistical-
mechanical treatment is certainly called for.

High-order C structures or “polytypes” are also found
in many minerals;*»? for example, (1), (2), (3), and
(13) phases have been seen in Ni,SiO4-NiAl,04: under
applied pressure, (2) transforms to {(122) and then to
(12).2% It is not certain that all the observed structures
are equilibrium phases, but reversible transitions such as
(1)2( 0 )=2(3)=(2) have been observed in SiC.”’
Moreover, it is worth stressing that existing theories
which predicate the growth of these structures from screw
dislocations or stacking faults either predict types of disor-
der in the crystals which are seldom seen, or yield small
energy differences among the various structures.”’ By
contrast, Yeomans and Price’® have had appreciable suc-
cess in reproducing some observed polytype sequences on
the basis of the low-temperature phase diagram of an
ANNNI model extended to include third-neighbor axial
spin-spin couplings.

Apparently true incommensurate (IC) phases in
(d =3)-dimensional systems are seen in ferroelectrics.
Thus in deuterated thiourea, SC(ND,),, the modulation
wave vector, g (T), varies smoothly with T but then locks
in at ga =1/9 (a being the lattice parameter) at T <193
K.3! Imposition of applied electric fields (up to 1800
V/mm), however, led to the observation by Moudden,
Moncton, and Axe,”> of commensurate (7*8) phases,
with ga =(k +1)/(7k +8), for k=1, 3, and 5. (Howev-
er, their findings have been disputed by Durand et al.,**
who saw no such phases.) Yamada and Hamaya* have
discussed similar C phases within ferroelectrics of compo-
sition 4,BX, on the basis of an ANNNI model with axial
third-neighbor couplings.

Insight into the question of domain walls in IC phases
is provided by the work of Blinc et al.>*3¢ on Rb,ZnCl,.
From the inhomogeneous broadening of NMR line
shapes, they concluded that the “volume density of soli-
tons (domain walls),” i.e., the ratio of wall width to in-
terwall spacing within the IC regime, rapidly decreased
from unity as T was lowered through the paraelectric-IC
critical point. This supports the picture of an IC phase
below criticality as a set of C domains separated by fairly
well-defined walls, in contrast to the near-critical phase
with a smooth, quasisinusoidally varying order parameter.
The interwall spacing was seen to diverge®® on approach
to the low-temperature transition to the C phase. Howev-
er, a domain-wall structure and the locking in of C phases
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are not universal features of IC phases in ferroelectrics.’’

Staged graphite intercalates provide another example of
equilibrium uniaxial high-order C phases. Here, in stage
n, there are n graphite layers between every successive
pair of intercalate layers, which can be regarded as the
“walls.” Beyond these “simple” staged structures, which
have been observed®® up to n =10, one can contemplate
mixed staging patterns with, e.g., alternating spacings:
some recent evidence for such patterns has arisen both
from theory and experiment.**~#! It is also possible for a
given stage-n intercalate, with n fixed, to exhibit various
phases characterized by different stacking sequences of the
intercalate layers themselves. In stage-2 graphite-Cs, for
example, Winokur and Clarke*? have observed that the
stacking of the Cs layers, which evolves from fcc to hep
upon heating, exhibits at least two of the intermediate
phases seen in the Mg-based Friauf-Laves ternary alloys
mentioned above. Here, again, a wall-domain picture
should apply.

The simplest microscopic approach to spatially modu-
lated phases is provided by the (d =1)-dimensional
Frenkel-Kontorowa model'! of particles joined to nearest
neighbors by harmonic springs of natural length b,, but
subject also to a sinusoidal ‘“‘substrate” potential of period
ay and amplitude V. When the mean interparticle spacing
is near that for a C phase of order p, one defines the “‘nat-
ural misfit” by

8=2mw(by—pay)/pag - 2.1)

The ground-state properties of the continuum version of
this model were obtained by Frank and van der Merwe.*}
A general configuration consists of domains, in which the
particles are in close registry with the substrate potential,
separated by relatively short misfit regions which consti-
tute the domain walls (or “‘solitons”). The mean interwall
spacing / adjusts itself to yield the appropriate mean linear
density of particles set by b,. As b, and hence & vary, a
C-IC transition occurs in the ground state. Near this
transition, when the walls are widely spaced so that the
incommensurability Aq « 1// is small, the energy per unit
length of the system assumes the form*!!

E(Aq;8)=(8VV —218)Aq +32VV Age "V /% . (2.2)

Now one may interpret the coefficient of Ag as an energy
or “tension” per wall: the second term then represents an
exponentially decaying wall-wall repulsion. This interpre-
tation, in fact, forms the central theme of our analysis:
the exact energy (or free energy) can be expressed as a
sum of terms associated with individual walls, plus terms
which decay as the interwall separation /o« 1/Aq in-
creases. Note that for

8<8,=4VV /mr, (2.3)
the energy density (2.2) is minimized by taking Ag =0,
which corresponds to the ideal commensurate phase of or-
der p. On the other hand, when 6> §,, the first term of
(2.2) is negative for Ag >0, corresponding to a negative
and, hence, intrinsically unstable tension. The energy E is
then minimized by some nonzero value of Agq, corre-
sponding to a finite spacing, I, of the walls. Thus an IC

phase is stabilized by the wall-wall repulsions embodied in
the second term. In particular, minimizing (2.2) shows
that the incommensurability vanishes logarithmically near
the C-IC transition according to

Aqx1/1~1/In(8—-8,)" . (2.4)

A more realistic treatment of uniaxially modulated
phases must allow for destabilizing fluctuations at
nonzero T and for stabilizing interactions in transverse di-
mensions. A semimicroscopic theory of uniaxial C-IC
transitions in arbitrary spatial dimensions d has been ad-
vanced.*>*® The key ingredients of the free-energy densi-
ty in this theory are: (i) the surface tension of an isolated
wall, which vanishes linearly on approach to the transi-
tion as in the first term of (2.2); (ii) an exponential wall-
wall repulsion as in the second term of (2.2), with a length
scale set by the bulk correlation length, £ _(T,u,...),
within a single domain; and (iii) entropic terms arising
from large-scale fluctuations in the locations of the walls,
modified by the restriction that walls may not touch or
cross. This last feature presupposes rough delocalized
walls, i.e., T > Tx. Minimization of the resultant free en-
ergy to find the incommensurability yields*

Agoc1/1~(5—8,)8 2.5)
with
- 3—d
Bld)= 2d—1) for 1<d <3,
=0 ford>3, (2.6)

there being no C-IC transition at nonzero temperatures
when d =1. The value 8=0 for d >3 indicates a return
to the logarithmic vanishing of Ag as in (2.4): evidently,
d =3 is the upper critical dimension for the relevance of
long-wavelength fluctuations in the walls. These large-
scale fluctuations, in fact, generate an effective wall-wall

repulsion with a potential energy“‘48
kpT —
l) B with 72% , 2.7

for d <3. This slow power-law decay is what leads to the
behavior (2.5).

The value B(d =2)=1 agrees with the result obtained
by Pokrovsky and Talapov* from an exact solution of a
version of the Frank-van der Merwe Hamiltonian in
d =2 dimensions in which the walls may not cross or mu-
tually annihilate. In real two-dimensional systems, how-
ever, p adjacent domain walls can and, statistically, will
touch and annihilate one another in point dislocations (or
“vortices”). One effect of these dislocations is to render a
continuous C-IC transition boundary unstable to an inter-
mediate disordered phase when the order p of the C
domains is too small.’®3! At higher temperatures they
lead to a Kosterlitz-Thouless transition. In the present
work, however, we shall concentrate on d > 2 dimensions,
and can therefore ignore dislocations since, as line defects,
their large free energy strongly suppresses their equilibri-
um density. Likewise, for T < Tk or for d >3 the walls
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will be smooth, and long-wavelength fluctuations, leading
to power laws like (2.7), will not play a dominant role.
Rather the issue will be to understand the more detailed
behavior of the wall-wall interactions as mediated by fluc-
tuations of finite spatial range and their effects on the
phase diagram.

Finally, one must note that direct long-range forces of
van der Waals character, electrostatically generated, etc.,
may play a role. Random impurities of various sorts can
also modify the nature of the C-IC transition, changing
the value of the exponents 7 and B, or can even destroy
the transition.’?~>¢

III. WALL INTERACTIONS: DEFINITIONS
AND GENERAL CHARACTER

Our aim now is to develop a systematic treatment of
systems which, under appropriate conditions of tempera-
ture, T, chemical potential, u, or other thermodynamic
fields, exhibit uniaxial, spatially modulated phases which
can be viewed as consisting of homogeneous domains of
some underlying ordered commensurate phase, C,
separated by parallel domain walls. In the simplest situa-
tion, each domain wall will be physically equivalent to all
the others: this implies that the underlying C phase is
characterized by some p-fold discrete symmetry
(p =2,3,...) which we may suppose is just Z,, i.e., cy-
clic. We will confine ourselves to this situation although
some of our considerations apply in the absence of
domain symmetry or can be readily modified to allow for
other symmetries.

For concreteness, suppose the system has a lattice
structure of N =L ¢ ~'L sites where L is the length of the
system in the relevant axial direction measured in lattice
spacings while, in d dimensions, L, represents the corre-
sponding cross-sectional width. Let Fy(T,u,...) denote
the total free energy of the system which, in general, will
have a dependence on the details of the boundary condi-
tions which we will specify as appropriate.

Consider now a region of the phase diagram, i..,
(T,u,. ..) space, in which C is the stable bulk phase.
Two coexisting domains of “adjacent” symmetry charac-
ter will be separated by an interface or domain wall which
will have a “tension,” i.e., free energy per unit area,
3(T,u,...). The presence of a domain wall normal to
the axial direction can be ensured by imposing appropri-
ate boundary conditions on the perimeters of the L{ !
cross sections which serve to specify the character of the
contiguous domain. This is illustrated in Fig. 2(a) for an
Ising-like or p =2 system in which the two distinct phases
are selected by + or — ordering fields on the boundary.
Note that the boundary conditions specify both the mean
location and mean orientation of the wall. The tension of
the wall will be independent of its location but will in gen-
eral depend on its orientation. Since we are interested in
equilibrium, i.e., minimal-free-energy phases containing
domain walls, we suppose the axial direction is specified
so that the tension is minimal for the corresponding wall
orientation. Now let

Fo(T,u,.. ) =FX(T,u,...)/N

denote the free energy per site of the system with no walls

L L
—————— + 4+ + 4+ + + i e e s
I 1 r 1
1 1 1 |
| | 1 1
! 1 1 '
| | 1 '
: : i 4 '
]
. | : { ;
1 J L ]
—————— + o+t il ot o e
(a) (b)
- == ++++=-==++++
r 1 r 1
1 ' 1 |
1 ' 1 |
1 ] I ]
] 1 d i
]
: 11 jz : : l1 ‘gz ‘e.fm ‘EJV:
1 1 |
L ) : \ )
e o e i ol
(c) (d)

FIG. 2. (a) Schematic cross section of a lattice system exhibit-
ing two homogeneous domains separated by a domain wall stabi-
lized in mean position and orientation by ordering fields, denoted
+ and — (as appropriate for an Ising-like system), imposed on
the boundaries. The length of the lattice in the axial direction,
normal to the walls, is L. (b) and (c) Corresponding
configurations with two domain walls at separation /, and three
walls at separations /, and /,, respectively. (d) A general
configuration of W walls at successive spacings [,
(i=1,2,...,N), as might represent a spatially modulated
phase; periodic boundary conditions have been assumed.

and, say, with all 4 boundary conditions, while
F(T,u,...)=FV/N is the corresponding free energy
with one wall specified by the (4, —) boundary condi-
tions of Fig. 2(a). Then the tension or single-wall poten-

tial, W,, is given by the excess free energy
(FY —F) /L ¢ 1 or, more precisely, by
T, .. ) =W (T,u,...)
= Llim L[F\(T,...)—=FyT,...)], (3.1

where the limit L | — « is also understood. Note that this
definition is perfectly satisfactory whether the wall is
‘“smooth,” and hence ‘“flat” as it will be for T less than
the roughening temperature Ty, or whether it is “rough”
and hence “wanders” in a diffuse manner as above T.

A. Domain-wall interactions

Now consider the two-wall configuration enforced by
the boundary conditions illustrated (for p =2) in Fig. 2(b).
We can associate to each wall its tension, =, but the total
free energy F&'=NF,(T,pu,. . . ;1) for the two walls at sep-
aration [ will, in general, differ from the sum
FO 42391, This difference can be ascribed to wall-
wall interactions with a potential (free) energy per unit
area

Wy(Top,...;D= lim LIFy(T,..sD=Fo(T;...)]

—23(T,...). (3.2)

Formally, this definition of the wall pair interaction is
quite satisfactory but some cautionary words are needed.
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If the walls are rough their mean positions need no longer
be those specified by the boundary conditions; likewise /
may not correctly represent the mean wall separation.
The reason is simply that a rough wall can readily distort
to lower the total free energy: thus, if the potential is
repulsive the walls will, for large L, tend to bow out-
wards and move apart so that the mean separation
exceeds / (and, in general, diverges®™*’ as L, — ). A
more elaborate definition of W,(/) is then needed. This
problem does not arise for smooth walls (with T < Tp),
which is one reason many of our considerations will be
essentially restricted to smooth walls for which the mean
positions remain “pinned” at definite locations within the
lattice. (Even for smooth walls, however, some caution is
required to exclude other configurations of domain walls
which may satisfy the same boundary conditions: to
avoid such problems resort may be had to stabilizing bulk
ordering fields which are allowed to vanish in an ap-
propriate fashion as L | — .)

Clearly we may proceed to define a triplet wall poten-
tial, W;(1,1), in analogous fashion by using the boundary
conditions illustrated in Fig. 2(c). Specifically, if
Fy(l,,1,)=%3,,1,)/N is the free energy per site for a
configuration of three walls with separations /; and /,, we
take

W3(11,12)= L]lm L[F3(ll,12)‘_F0]

=33 W, )—=W,l,) . (3.3)
Likewise, the quadruplet potential will be defined by
Wally,15,13)= Llilnw L[F(1,,15,13)—Fy]
—43 W, (1)) —W,(l)
—Wyl3)— Wil 1) —Willy,15) , (3.4

in which /,, I,, and /5 denote the successive separations of
the four walls. The higher-order W, (T,u,. .
1, _,) follow in the same manner. Note that our definition
of Wis(ly,1,) does not subtract off the second-neighbor
two-wall interaction W,(l,+1,); similarly, in defining
W4(I],12,l3), none of W2(11+12), W2(12+l3),
W,(l,+1,+13), nor Wi(l+1y,13) or Willy, I, +13) are

|

.;11,...,

N N
S | S W.Tu,. ..
i=1

n=1

Sl Sl

AF{LY)

;li7li+l7 “ ..

Ii

L

i=1

the use of F serves to stress the functional dependence on
the configuration {/;}.

This decomposition of the total free energy of a system
with walls will be our basic theoretical tool in analyzing
the existence or absence of various modulated phases and
their location and extent in the phase diagram. As we
have derived it, the formula applies to a situation in which

N
2(Top,. - H'L S WU +Wslnli o+ -0 15

subtracted. This is purely a matter of convention: in
defining many-particle interactions it is customary to sub-
tract all possible lower-order interactions even in one di-
mension where linear ordering allows the alternative natu-
ral choice we have made here. However, our convention
turns out to be physically the more satisfactory for sys-
tems in which the underlying interactions, which generate
the wall potentials, are of short range or decay rapidly.
This is demonstrated by our explicit calculations for the
ANNNI model° which show, for example, that the three-
wall interaction, Ws(l,,l,), as defined here is much small-
er in magnitude than the customary three-wall term [that
we would denote as Ws(ly,1,)—W,(1,+1,)].

In certain models or approximate treatments of a model
it may transpire that the interactions between, say, M
domain walls can be expressed purely in terms of a direct
pair potential, ®([;), where I =L+ 4+ - +1;_; is
the total separation between walls i and j (with j >i). In
other cases’ the effective pair potential operative between
walls i and j actually depends on the number of interven-
ing walls, m =j —i —1, and one has only a pseudopair
potential, say, ®,, ,(/;). For a single pair of walls one
clearly has ®,(/)=®(l)=W,(l). However, it is not hard
to establish the general identity

W,y 0, =@, (L1t - 41, ), (3.5

where for pure pair potentials the subscript on ¢ may be
dropped. Thus any simplifications resulting from pure
pair or pseudopair interactions are easily accounted for
within the more general formalism.

B. Free-energy decomposition

Now consider a system with many parallel domain
walls in a configuration specified by the spacings {/;}; for
convenience one may take periodic boundary conditions
in the axial direction as in Fig. 2(d) so that, for N walls,
Iy represents the separation between the Nth and first
walls around the lattice. The overall free energy per site
may now, by reverting the definitions, be expressed exact-
ly as

HT,u,. . s{LD=Fy(T,u,... )+ AH T,pu,...;{l;}) (3.6)

where the excess free energy is

,1,—+,,_2)

—

the pure C phase is the only thermodynamically stable
phase: the walls are present only because of imposed
boundary conditions (or further auxiliary fields) and, con-
sequently, AF is always positive. If the boundary condi-
tions are relaxed (and other auxiliary fields removed) the
configuration specified by the {/;} will (at best) be meta-
stable. If one then asks for the minimizing configuration
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one must find that it corresponds to the absence of all
walls! Then AF=0 and ¥ becomes Fy(T,u,. . . ), the true
equilibrium free energy per site.

On the other hand, if, as T,u,... vary, the increment
AF should vanish for some configuration {/;} (in the ab-
sence of stabilizing boundary conditions, etc.) it must sig-
nal the limit of stability of the pure C phase. If one then
supposes that Fy(T,u,...), 2(T,u,...), Wy(T,u,...;D),
Wi(T,pu,. . .;11l'), etc. may be smoothly continued beyond
this limit, one may argue that the configuration, say
{l;}=1{l;10)}, actually minimizing AF, which now takes
some negative value, corresponds to a new physical phase
with domain walls present in full bulk equilibrium. The
minimal free energy HT,u,...;{l;0}) is then the true
bulk free energy per site F(T,u, .. ). Note, however, that
in the new phase the tension, 2(7,u,. .. ), which is nor-
mally regarded as intrinsically positive may, and in many
situations will, be negative: of course, repulsive com-
ponents of the wall interactions will serve to limit the den-
sity of such negative-tension walls.

The approach sketched here represents the philosophy
we will adopt even though it is hard to justify on any
rigorous basis. It should be reliable provided the phase
transitions that arise are continuous, quasicontinuous, or
only weakly first order. The problem encountered here is
the same that arises when the isotherm of a gas is imag-
ined as continuing beyond its condensation point to de-
scribe a metastable phase or, more generally, whenever
one locates a phase boundary by “equating the free ener-
gies of two phases:” in reality, there is only one stable
thermodynamic phase at a general point of the phase dia-
gram and always only one bulk free energy. Consequent-
ly, the approach may break down well within the modu-
lated phase region of the phase diagram. Nonetheless, it
can be expected to give correct results near a transition
from a pure, commensurate ‘‘single-domain” phase into a
corresponding modulated phase: furthermore, since the
“single-domain” or C phase may itself have a modulated
structure the limitations are less severe than at first ap-
pears.

One may also argue conversely from the observed pres-
ence of domain-wall modulated phases in real systems (as
discussed in Sec. II) or their demonstrated existence in
model systems,3’12 that a decomposition of the free ener-
gy in terms of a background free energy, F,, a wall ten-
sion, 3, and wall interactions, W,, W,,... which all vary
smoothly with T, u, etc., will provide a proper description
of the phase behavior. This viewpoint will be explored
generally in this paper and tested by explicit calculations
for t}91e1 (;XNNNI and chiral clock models in subsequent pa-
pers.”

C. Decay of interactions

For the decomposition (3.7) of the free energy to be of
practical utility two conditions must be met. First, and
most obvious, is that some concrete information about the
w,(,,...,Il,_,) must be available. By their construc-
tion, each W, decays to zero as any one of its arguments,
I;, becomes large; but the form of the decay, the nature of
the variation at finite /;, and the interplay of the argu-

ments for n >3 would seem relevant. In subsequent pa-
pers,” !0 explicit calculations of W,, W, etc. will be
presented for the general ANNNI and three-state chiral
clock models. However, it transpires that the topology of
a system’s phase diagram is largely determined by quite
general features of the W,, without the need for detailed
calculations. This is demonstrated in the next section.

The second, but related, prerequisite for the usefulness
of (3.7) is that not all the infinitely many W, be of com-
parable importance in determining the phase diagram.
Fortunately, this condition will be fulfilled under fairly
general conditions. To see this, consider systems with
short-range interactions under conditions not too close to
the intrinsic disordering or melting temperature of the C
phase itself and, as already mentioned, in situations where
the domain walls are not rough. The significant correla-
tions in the C phase, which will be dominated by “coun-
terdomain” fluctuations, will, by virtue of the finite-range
interactions, decay exponentially with a characteristic bulk
correlation length, & (T,u,...). In general the correla-
tion decay will be anisotropic; accordingly we will take &
to denote the correlation length for the axial direction,
i.e., normal to the domain walls. At low temperatures £
will become small; indeed, in many systems it can be es-
timated by

E(T)=RokyT/Ae (T—0), (3.8)

where R, is the range of the interactions (in the axial
direction) while A€ is the energy of a local counterdomain
fluctuation on the scale of R,,.

Now the correlations within a C domain can be viewed
as measuring the response at distance / from some local
disturbance or inhomogeneity: this response, and associ-
ated free-energy increments, must decay as

e ""=w' withw=e " and F'=a/f_, (3.9)

where, as previously, we suppose that distances, [, are
measured in units of the lattice spacing a. Evidently, a
smooth (i.e., nonrough) domain wall represents a localized
disturbance. The response caused by a second wall at a
distance ! must then be of order w’ This observation

yields the estimate

| Wy(T,u,...;1)| ~Aew' . (3.10)

Note the modulus bars: the sign of W,(l) is not clear
a priori. If R, and a, are the transverse range of interac-
tions and lattice spacing, respectively, a further factor
(@, /R)*~! should be included on the right-hand side
since W, is a free energy per unit area of lattice cross sec-
tion; but we may assume this factor is of order unity.

The analogous arguments apply for the addition of a
third wall provided one recalls that the definition, (3.3), of
W5(1,1') entails the subtraction of the dominant contribu-
tions W,()~w' and W,(I')~w': the remaining term
must vanish as either / or /' becomes large and hence
varies as w'*!. Extending the argument clearly yields the
fundamental decay property

hitly+ o+l

[ Wl o0l | ~Aew , (3.11)

which, to recapitulate, should hold generally for (d > 3)-
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dimensional systems with short-range forces provided T is
not too large. Note that the basic factor w=e T is al-
ways less than unity and will become small at low tem-
peratures: we will thus regard w as a small parameter
and use it to specify successive orders of approximation.
In particular, we will see that, starting with S=W, and
W,(l), one need invoke W, and the higher W, in the free
energy (3.7) only when necessary to resolve some “‘degen-
eracy,” i.e., near cancellation of lower-order terms, and so
further refine the phase diagram. This procedure is exam-
ined systematically in the following sections.

By examining the propagation of correlations within C
domains in further detail it is possible to develop a
significant refinement of the decay estimate (3.11). This
entails a transfer-matrix (or linear operator) formulation
of the axial propagation of correlation providing, in
essence, an extension of the classic Ornstein-Zernike
analysis. This approach is expounded generally in Sec. VI
below and applied in Sec. VII to discuss quasitricritical
points on the C-IC transition locus for long-period modu-
lated phases. The matrix technique can be implemented
as an explicit computational scheme at low temperatures
in discrete-variable models as will be demonstrated for the
ANNNI and chiral clock models in subsequent papers.
All the general features of the W,, etc., identified here are
confirmed by the explicit calculations.

Finally, note that owing to the structure of the C phase
and the nature of the domain walls the spacing, /, between
domain walls will be restricted, in general, to some
“comb” of integral values, namely,

(3.12)

rather than to arbitrary integers. Thus for the (2%3)
phases described in Sec. II one has p; =2 and py=3 and
so on. For simplicity in the general analysis below we
will ignore this minor complication and suppose, explicit-
ly, that p,=1; but then mixed phases, such as [/, / +1],
and phase boundaries such as [/]:[/ +1] must be inter-
preted generally as [,/ +p;] and [}/ +p,]1=[p.k
+P0]:[p1(k +1 )+po], etc.

I=p,k+py with £=0,1,2,...

IV. PHASE DIAGRAM: MAIN FEATURES

We will now use the decomposition (3.7), with the as-
sumption that 2(T,u), W,(T,u;l), etc. are smooth func-
tions of T and u, in order to study the phase diagram in
the (T,u) plane. For simplicity we neglect thermodynam-
ic fields beyond 7" and pu but stress that u could denote a
pressure, an external magnetic field, etc. In models, u
may denote, for example, a competition parameter, such
as k= |J, | /J; in the ANNNI model, where J, and J,;
represent second- and first-neighbor axial couplings;’~% or
a chiral symmetry-breaking field as in the chiral clock
models,' ~* etc.

In leading approximation (3.7) reduces merely to

AF({1;})~AF, =(N/L)Z(T,u) . 4.1)

If = is positive the equilibrium state is given by N =0, i.e.,
the absence of all walls, in other words, the original C
phase which we will call [cc]. Suppose, however, that =

vanishes and changes sign on a locus, T =Ty(u), and is
negative for, say, T > T(u), as illustrated in Fig. 3. Then
the stable phase for T > Ty(u) corresponds, formally, to
N=WNp.x which describes a strongly modulated, striped
phase of close-packed domain walls with spacing /g)=p,
[see (3.12)] which we will call [py]. If, as we suppose, =
vanishes linearly as T— T, according to

S(T,u) =~ Z(T)[Tolp)—T)= —'8T () , 4.2)

with, for concreteness, ' >0, the phase transition will,
clearly, be first order in character. In this circumstance,
it may well be that the modulated phase differs so strong-
ly from the original C phase that the domain walls no
longer retain their original character and the postulated
description breaks down; however, if the transition is not
too strong the theory should remain approximately valid,
the free energy of the modulated phase [p,] satisfying

F(T,u)~Fo(T,u)—pg ' | 2(T,w) | . (4.3)

To improve this crude first-order picture one should,
clearly, introduce the pair wall interactions which must
play some role once the domain-wall spacing is not ex-
tremely large. In second order we may write

N
AF~AFy({1;})= —2— S LG (T,psl;) (4.4)
i=1
with individual wall free energy per site
G(T,u; D=1 3T, )+ W, (T, ;D] . (4.5)

If we accept the estimate (3.11), one sees that the
domain-wall interactions should play a significant role in

T 4 Modulated
<0 s

[p,]

Commensurate
>0
’ )

B

FIG. 3. Schematic phase diagram for a system of noninteract-
ing walls, with the first-order free-energy density (4.1) deter-
mined solely by the surface tension W,=ZX, which vanishes on
the locus T =Ty(u). For >0, no walls are present; for £ <0,
walls are spaced as closely as possible: the resulting phases are
denoted [ o ] and [po], respectively. The dashed lines bound the
transition region, of width AT,(u) given by (4.6), within which
the phase diagram may be altered by the inclusion of wall in-
teractions, W,, W3, ... in the free-energy expression. The small
square to the left of the transition locus, £ =0, is magnified in
Fig. 8 below (which shows a possible appearance of that region
when W, is included).
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a transition region around the locus To(u) defined by

[ 2| =2 |T—-Tou | < max | Wy(D) |

~Wy(po)~Aew”™ . (4.6)
The width, AT, of the transition region is thus of order
Wz( To,,LL;po)/z'.

Now the behavior within the transition region can be
broadly categorized into two characteristic cases which we
will analyze separately: (A) The pair potential, W,([),
remains positive, i.e., ‘“‘totally repulsive,” for all / (> p,) al-
though, by definition, decaying to zero as /| — «: see, e.g.,
Fig. 4; (B) the potential W,(l) has a unique, negative (i.e.,
“attractive”) absolute minimum at some [ =/, < oo: See,
e.g., Fig. 6, below.

A. Case (A): Quasicontinuous C-IC transition;
devil’s last step

To find the set of wall spacings, {/;}, minimizing A%,
in (4.4) it is advantageous to consider, first, simple periodic
phases in which [; =1 is constant (all i): such phases will
be denoted [/]. For these phases the free energy A, be-
comes, for L — oo, simply equal to G(T,u;l) in (4.5).
Suppose the tension 2 is initially positive. Since W,(I) >0
for all / the minimum is attained for / =/j)= w where
G (1) vanishes. Thus the C phase, [« ], remains stable for
T <Ty(un). Once = is negative, however, G (I) must also
be negative for sufficiently large / since W,(/)—0. To find
the minimizing spacing /(y), note that G (/) can be regard-

FIG. 4. (a) Example of a case (A) two-wall interaction, W,(/),
which is everywhere positive. The physical domain of W,(l) is
the integers / > p,, denoted by tick marks; more generally, see
(3.12) and the associated discussion. (b) Example of coexistence
of two phases [/ ~],[/*] when the wall tension I assumes the
transition-point value X

ed as the slope, on a plot of W,(I) vs I (see Fig. 4), of the
line through the points (, ;) and (0, —X). The required
spacing, /o), is just that value for which the slope is most
negative; the implied graphical construction is illustrated
in Fig. 4. Note that if / is regarded as a continuous vari-
able then the line determining [y, is a tangent to the plot
of W,(l). Indeed if W,(l) is differentiable the minimiza-
tion condition G'(/(5))=0 can be rewritten simply as

Willio)=[2+W,(l))1/19)=Gl)) . 4.7)

Since W,(/)—0 there is no upper bound to the value of
lioy as T and pu and, hence, = vary. In other words, as the
phase boundary, T(u), is approached from the modulat-
ed or ‘“incommensurate” side, infinitely many periodic
phases of increasing period, /;, become stable. From the
construction it is also clear that as —X decreases, the
values of /(; increase monotonically. However, the jumps
in /;, need not consist of unit steps [or steps of size p:
recall (3.12)]. This is illustrated in Fig. 4(b), where [
jumps from [/~ to It as —3 decreases through — 3,
which value thus represents a point of first-order phase
transition. Apart from such successive points of transi-
tion, G (I) always possesses a unigue minimum at / =/,.
Note that, here and below, we implicitly neglect the varia-
tion of W,(T,u;l) with T and p and focus only on the /-
dependence: this simplification is valid for small
exp(—TI'/y)), as demonstrated in the Appendix.

If W,(I) is a strictly convex function, defined by the
condition

AWL(D=W,(I+1)=2W,(D+W,(1—1)>0  (4.8)
or, if / is regarded as a continuous variable, by
d*W,/dl*>0, (4.9)

it is easy to see that all the successive phase transitions
[/]—[I +1] will occur. Conversely, all consecutive spac-
ings will appear as stable phases only if W,(l) is strictly
convex. More generally the allowed values, /;, in the se-
quence of periodic phases, [/(,] (j =1,2,3,...), generated
as X varies, will be all those for which W,(l) coincides
with its convex cover, Wz(l).57

We have spoken above as if the minimization of G (/)
were sufficient to minimize the full second-order free-

energy functional, A%,({/;}) in (4.4). To prove that this
is, in fact, the case, note that since L=33" ,/;, the re-
quisite free-energy difference can be written

N
A?z({lil)—G(l(o,)=% > LIGU)—G )] . (4.10)

i=1
But, provided X is not at a transition point of G, the value
I=1y, locates the unique minimum of G(I). It follows
that each bracketed term in the sum here must be non-
negative with equality achieved only if /;=1,. Conse-
quently, under the approximation AF~AF, of the
system’s free energy, all stable phases are simple periodic
phases. At a point of transition, say from /= to /T, each
/; must, in order to minimize AZF,, take only the values
17 or I": to elucidate the optimal configuration more
precisely requires a study of W;(l,l’), etc., which is under-
taken in Sec. V.
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The second-order refinement of the phase diagram
within the transition region of Fig. 3 appears qualitatively
as shown in Fig. 5(a). The widths, AT, or Au;, occu-
pied by each periodic phase [/(;], decay to zero as j in-
creases. To make this more quantitative, suppose W, (/) is
locally convex, so that (4.8) is satisfied, and let ;" and
= be the transition point values of the tension =(T,u),
say at fixed u, bounding the phase [/], i.e., locating the
pseudo-phase-boundaries [I]:[l +1] and [/ —1]:[/]. Note
that the prefix pseudo is used here since we are working
only within the second-order approximation: the higher-
order analysis of Sec. V will serve either to confirm that
these boundaries represent true first-order transition loci
or to reveal further structure (by way of mixed phases,

etc.). The double tangent construction [see Fig. 4(b)]
yields

SE=—WyDEI[Wy(I£1)—W,(D] ; (4.11)
hence the width of the phase [/] is determined by

AS =3} 37 =IAPW,(D)=U(d*W,/dI?*), (4.12)

where the approximate equality is valid if W,(l) is slowly
varying and [/ is regarded as a continuous variable.

To illustrate this result let us suppose, in accord with
the basic decay estimate (3.11), that the pair potential is

T “0) )

Zy
(Po]
(@) g

7

™y

(b)

(c)

i 1 T | >

0 z

FIG. 5. (a) Refinement of the phase diagram within the tran-
sition region of Fig. 3, implied by two-wall interactions W, (/) be-
longing to case (A), as in Fig. 4(a). Infinitely many simple
periodic phases [I;] arise between [po] and [« ], with
po< "+ <ly<ljiy< -+ . The boundary of [ ] is the locus
X =0, namely, To(u), of Fig. 3(a). (b) Free-energy increment,
AF,, vs the wall tension =; only line segments of slope 1//; are
present in the graph, but their infinite number creates a
quasicontinuous phase transition at To(u). (c) Mean wave vec-
tor, g(T,u), of the phases [/(;] vs =, exhibiting a devil’s last step
at the transition To(p).

given by

Wo()=U,w’ . (4.13)

Then, accepting (4.2), the temperature width of the phase
[plis

AT =2T ! ="' ~le =T (I1=1,) 4.14)
where
T'=U,(1—w)?/23" . 4.15)

By comparison, for a power law W,(l)=U,/l” one finds
AT =Uyr(r+ 1)/,

Further details of the C-IC transition itself follow by
noting that the mean value of the tension and free energy
in the phase [/] follow from (4.11) as

S=LEF+37)
= —H[W,y(I —1)=W,(l +D]— W), (4.16)
AR, (D= —1[W,( =)= W,(I + D] =(dW,/d]) . (4.17)

If, for illustration, we again adopt (4.13) and let 8T
(=8T;) be the temperature deviation in phase [/] [see
(4.2)] we obtain the relations

ST~T'w!~!, AF,~—3'8T/I, (4.18)
provided ! >>2w /(1—w?). Finally, note that the incom-
mensurability, 8g(T,u), which measures the deviation of
the mean wave vector, g(7,u), from the commensurate or
C-phase value, ¢, is given, in the phase [/], simply by

8q(T,u)=2m/la . (4.19)
Reverting the first member of (4.18) yields
1 _adg _ r
I 27 In(T"/87)+InIn(T'/8T)+ T —Inl"
(4.20)

Note that, if we overlook the discreteness of the spacing /,
this law of variation for the incommensurability agrees
with the classical Frank-van der Merwe result (2.4).
Likewise, the free-energy difference vanishes as

AF,~ —3'T8T/In(T"/8T) (4.21)
which corresponds to a continuous transition to the C
phase [« ].

More generally, the results (4.12), (4.16), (4.17), and
(4.19) imply, for case (A) pair potentials, that the C-IC
transition is quasicontinuous with a free-energy envelope
having a continuously variable slope through T(u) al-
though, in fact, the free energy displays an infinite, denu-
merable sequence of discrete but, asymptotically, vanish-
ingly weak first-order transitions: see Fig. 5(b). By the
same token, a plot of the mean wave vector, g(T,u), re-
veals a discrete sequence of increasingly small steps ter-
minating in a vanishingly small “devil’s last step” at the
C-IC transition point: see Fig. 5(c).
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B. Case (B): First-order C-IC transition

In this case W,(/) has a unique absolute minimum of
value, say, Wy at [ =, < oo as illustrated in Fig. 6.
The behavior of W,(I) for [ >, has no consequences
for the stable thermodynamic phases, as we will see
directly; the pair potential may decay monotonically to
zero or, as first stressed by Villain,” it may decay in an os-
cillatory fashion, in which situation a negative minimum
must certainly exist.

It still remains true that all stable phases are simple
periodic phases, [/ ;], determined by the graphical con-
struction described above and illustrated in Figs. 4 and 6.
When Z(T,u) exceeds the value

Su=|Wun(T,pw | = | W (T,u;ln) | (4.22)

the optimal configuration is given by /g, = o0 and the total
free energy is just Fo(T,u). As 2 falls below Z,,, on a
locus T =Ty;(u), the optimal configuration jumps discon-
tinuously to walls at spacing

Lioy=Ila—Al with Al=0,1,2,... >0, (4.23)
and the free-energy envelope decreases according to

AF, =~ —W)nAl= —(Zy —32)/lpp » (4.24)
in which
Wi =Wyl =(@*Wy/dl?),  =Uuw' =", (425

where the last estimate follows if we accept (4.13) for the
envelope of W,(I). Evidently the C-IC transition is now
definitely first order in character. Just as in case (A), the
periods /(;, (j=1,2,...) of the stable phases increase
monotonically with =, but only up to a maximum value
at j =M; the values of /; appearing are again those for
which W,(I) coincides with its convex cover W,(l): note
that W,(I) now contains a level section running from
(ary» Wiap) out to | = .37 The phase diagram thus ap-
pears qualitatively as in Fig. 7(a), in which the sequence

W

FIG. 6. Example of a case (B) two-wall interaction potential,
W, (1), with a unique negative minimum at / =/,. As in Fig. 4,
the domain of W,(l) is the integers / > p, denoted by tick marks.
The potential decays to zero as /- « but may be oscillatory.

of phases is cut off at /s which, in general, will depend
on T (or u). Correspondingly the staircase of wave vec-
tors is cut off at §=gc—2m/l s a, as sketched in Fig.
7(c). In the sense that only a finite number of steps are
predicted, the last step being of width

AZy =l Win » (4.26)

the graph of g(T,u) may be called a “harmless staircase.”’
However, it is important to recognize that this conclusion
is based on a second-order truncation of the full free-
energy expression (3.7). Inclusion of W;, W,, etc. may,
as will be seen, reveal the appearance of further, mixed
phases; indeed an infinite number of such phases might, in
fact, be present®® so that what appears to be a harmless
staircase in a finite truncation would, in reality, be a true
“devil’s staircase.”’

C. Interfacial tensions

As discussed in Sec. II, between any two distinct ther-
modynamically stable phases, say a and /3, which can
physically coexist, there will be a positive interfacial ten-
sion, 2, g If periodic boundary conditions are used, as
we have supposed, and phase a is present over an axial in-
terval of length L, while 3 is present over length
Lz=L —L,, two interfaces will exist in the system. If
one or both a and 3 are modulated, domain-wall phases,

T )] o]
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(a) ‘/\TM )
4 4

.
aF, 0z,
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FIG. 7. (a) Refinement of the phase diagram within the tran-
sition region of Fig. 3, implied by two-wall interactions W,(/) be-
longing to case (B), as in Fig. 6. Only finitely many simple
periodic phases [/;;] arise between [py] and [« ], with
po< - <lp<liin< <lan<oo. The dotted line
represents the locus £=0 in Fig. 3(a), which has no special
significance here. (b) Free-energy increment, AF,, vs the wall
tension 2. As indicated by the dotted line, the C-IC transition
at 2, (7T)>0 is of first order. (c) Mean wave vector, g(7T,u), vs
3, displaying a finite jump at the transition point, =, (7).
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we may use the decomposition (3.7) and calculate the in-
terfacial tension from®

Ea‘ﬁz%[L Ai}’({a |B| I)-LaAFa_LBAFB] , (4.27)

in the limit L,,Lg— . In this expression AF,(T) and
AFg(T) are the, necessarily equal, incremental free ener-
gies per site of the bulk a and 3 phases on the a:3 transi-
tion locus, while {a|fB|}] denotes a configuration of
domain walls which describes the coexisting phases of
lengths L, and Lg.

Let us use this expression to calculate the tension
3 M1 between coexisting [/(y)]=[M] and [ ] phases
on the C-IC phase boundary, T, (1), in case (B) when the
transition is first order in character. The required wall
configuration can be specified by

li:l(M) for i=1,2, .. ,.N"l

=L—(N—1)I(M) fOr I=N, (4.28)

with Liyy=WNly and L, =L —Lp. If we use the
second-order truncation (4.4),(4.5), we find

2w T =324 (T)>0. (4.29)

This has the simple physical interpretation that the
bounded length of phase [M] contains one, terminal,
domain wall which has no matching wall-interaction
term, W,(l,), to cancel its free energy. Incidentally, the
positivity of Z[4)[..] serves to confirm the discontinuous,
first-order nature of the [M]:[ o ] transition.

If one uses (4.27) to compute the tension 2 ;417 be-
tween successive modulated phases [assuming for simplici-
ty that W,(Il) is locally convex] again within the pair-
interaction truncation, one easily sees that the tension
vanishes identically on the corresponding phase boundary
at 2=23;" determined by (4.11). This is, clearly, a cause
for concern if one believes the second-order, pseudoboun-
dary [/]:[/ +1] is necessarily a proper first-order bound-
ary; however, the true significance of this observation is
that in order to determine the tension on the boundary
and, indeed, the nature of the transition at the pseu-
doboundary one must invoke W;(l,l') and, possibly, fur-
ther potentials. Accordingly we turn now to studying the
role of W3, etc., on the [/]:[/ + 1] boundaries.
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V. ROLE OF TRIPLET AND HIGHER-ORDER
WALL INTERACTIONS

In the preceding section the total free energy, AF({/;}),
of a system was studied within the two-wall or second-
order truncation, AF~A¥,: see (4.4) and Figs. 8(a) and
8(b). Only simple periodic phases [/;] were found to be
stable, with free energy densities AF¥,=G (/). On the
boundary [/;)]:[/; ;1)] between two such phases, where G
has degenerate minima at /; and [, all wall
configurations {/;] with each /; equal to either /;, or
l(j 41, become degenerate, according to (4.10). Close to
such a phase boundary, where, say, G(/(;)SG (),
the free-energy increase associated with changing some /;
from [; to I; ) is very small, and may be offset by the
hitherto neglected (n >3)-wall interactions W, in AZF.
One must therefore examine the vicinity of each such
boundary for the possible appearance of new phases not of
simple periodic character. [Note, however, that these con-
siderations do not apply to the final [/ 3 ]:[ o ] boundary
arising with case (B) potentials: this boundary always
represents a stable, first-order transition since, as the com-
putation of the corresponding interfacial tension,
3(M]|[«]» In Sec. IV shows, one cannot construct wall
configurations, {/;}, with some /; equal to [ and others
equal to o except at a non-negligible cost in free energy.]

A. Third-order truncation

For simplicity we will suppose that W,(l) is strictly
convex locally and so consider only [/]:[/+1] pseu-
doboundaries. When the two-wall truncation of (4.4) is
extended to include the next largest term, W;(LI'), in
(3.7), the free-energy density becomes

N
Af73({l,-}):% S S+ W)+ Wil 0], (5.
i=1
which, for a simple periodic phase, [/], reduces simply to
AF([IN=1"[Z+W,(D+W3(LD)] . (5.2)

One may check first that the shift of the [/]:[/ +1] pseu-
doboundary due to the introduction of W is small rela-
tive to the widths, AT, and AT, of the phases [/] and
[/ +1], respectively, given by the two-wall truncation.

L

Le, e+1]

n

FIG. 8. Illustration of the refinement of the phase diagram by inclusion of successively higher-order multiwall interactions: (a)
phase diagram for noninteracting walls (as in Fig. 3); (b) including pair interactions, W>(/), leading to simple modulated phases (as in
Figs. 5 and 7); further magnifications showing mixed phases induced by appropriate (c) triplet and (d) quadruplet interactions.
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Specifically, as shown in the Appendix, the fundamental
decay property (3.11) implies that this shift is of order w'
times AT, . The size of this narrow region between the
old and new [/]:[/ +1] boundaries sets the scale over
which the effects of W; might be significant, as illustrated
in Figs. 8(b) and 8(c).

One must next examine all wall configurations {/;}
where each /; can be either / or / +1. (Recall that any
other values of I; have already been ruled out at the level
of the two-wall truncation, and would lead to a free-
energy density larger by a “large” factor of order 1/w*
with k£ >1.) In the configuration {/;}, we may classify
each of the NV walls /; | /; | by the domain widths, /; and
I; 11, to its left and right, respectively: accordingly, let us
associate wall types and their total numbers as follows:

a|n I+ d+1)b  d+1]14+1
no ny n_ n

(5.3)
J

The periodic boundary conditions we have presupposed
then imply the relations

n_=n,, ni=N-2n_—n,. (5.4)

Observe also that ng, n,, n_, and n, must be non-
negative and that the total system length is

N
L= L=(ng+n N+WN—n, —ny)l+1). (5.5)

i=1

On the [/]:[/ +1] pseudoboundary, which is determined
to third order by

AF([IN=AF([I +1])=AF , (5.6)

the free energy of the arbitrary configuration {/;} relative
to the boundary free-energy density, AF ‘30’, can thus be
written, using (5.1) and (5.2), as

AF (LD —AFQ =L “YINE 4 (ng+n IW,(D+(N—n, —ng) Wyl +1)+noWs(l,1)

+n [Wi(LI+1D)+Wi(l+1, D]+ (WN—=2n, —ng)Ws(I+1,1+1)

—(ng+n MNAF(ID—(N—ng—n N +1DAF([I +1])

=—(n, /LWyLD—Wi(,] + D)= W5l +1, D+ W5l +1,14+1)]

=—(n, /L)YAW,(]) .

By virtue of the decay property (3.11), the double
difference, A,W(l), is dominated by W3(l,/). Depending
on the sign of this difference, two cases arise:

(1) If A,W5(l) <0, the free energy is minimized by
n,=n_=0. As a consequence, only (/|l) and
(I+1]1+1) walls are allowed on the boundary, which
clearly means that the [/]:[/+1] boundary is stable

against the appearance of intervening phases and thus,

represents a true first-order phase boundary. This con-
clusion remains true even if the (n >4)-wall interactions
are included in the free energy, since these are
significantly smaller.

(ii) If A,W;(1) >0, the free energy is minimized by tak-
ing n_ as large as possible, which is clearly achieved by
alternating the spacings / and / +1. Consequently, the
[71:[! + 1] pseudoboundary is unstable: between the two
simple periodic phases [/] and [/ +1] there appears the
new mixed phase [/,/+1] (where the notation [A4,B]
denotes a periodic structure with wall configurations alter-
nating between A and B).

The second case is illustrated in Fig. 8(c). Note that the
new phase [/, ]+ 1], whose stability is governed by the
three-wall interaction W,(l,l'), is constructed from its
neighbors according to the branching process described in
Sec. II. The reason for this specific branching rule lies,
evidently, in the appearance of the factor n, (=n_),

(5.7)

!
which effectively counts the number of [/]|[l/ + 1] inter-
faces in the expression (5.7) for the free-energy difference.
It may be remarked that for models with only quasipair-
wise wall interactions, ®,(!/), as in (3.5), the relevant
wall-interaction difference becomes

AW (1) =A2D5(21 +1)
=d3(2)—2D5(2] +1)+D3(2] 4-2)

~d,(2]) , (5.8)

which shows that the appearance of a mixed, interpolating
phase is, again, really a question of the convexity of the
potentials.5!6?

The new boundaries [/]:[/,]+1] and [I, [ +1]:[] +1]
are, of course, determined by equating the appropriate
free energies AF;. The width, AT, , ., of the [/, +1]
phase follows: it is of the same order as the third-order
shift in the [/]:[] + 1] pseudoboundary as estimated in the
Appendix, i.e., smaller by a factor of order w’ than the
width AT, ., of the [/ +1] phase, as suggested in Fig.
8(c). The -corresponding incommensurability, 67, ;.
=41 /(2] +1)a, interpolates between the values
6g,=2m/la and 63, . ,=2m/(l 4+ 1)a of the adjoining sim-
ple periodic phases, thus adding structure to the mean
wave-vector staircases illustrated in Figs. 5 and 7.
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B. Fourth-order truncation

In precisely the same manner that the [/]:[/ + 1] bound-
ary was analyzed, one must next test for the possible in-
stability of the new mixed-phase boundaries under the in-
clusion of the four-wall interaction, W,, in the free ener-
I

(|ID A L|I+1D)

oo no4

A|I+1]D +1[1]D
n,_ n_op

The periodic boundary conditions and the constraint
n; =0 serve to determine all these in terms of nq,, ng_
and n . alone via the relations

Noo=No—MNo4, Ny_=n, ,

(5.10)

n_o=ng4y, N_ =N —Noy ;

J

gy. As an illustration, the [/]:[/, / +1] boundary will be
examined. On and near this boundary, one already
knows, from the discussion at the level of the three-wall
truncation, that n,, the number of (/ +1|/+1) walls,
must vanish. To proceed, let us denote the total number
of wall pairs, of each type by

(I+1|1]1+1)

n_, (5.9)

T
none of the remaining types of wall pair can arise because
n;=0. The [/]:[/,/+1] pseudoboundary, as shifted by
the inclusion of W,, is determined by the equality of the
free energy

AF([ID=1"[Z+W,,(D+W;5(LD+ W, (LL,D] (5.11)
with, noting that the period of [/, / +1]is 2/ +1,

AF(LT+H1D=L+ D' R2E+ W, (D+ Wyl + D+ W(LT+ D+ WL+ 1, D+ W, 1 +1, D+ W, +1, L1+ 1],

(5.12)

which expressions, when equal, will be denoted AFY". Since n, =0, the total system length L in (5.5) can be rewritten as

L=nol+n (2l +1).

(5.13)

One can now calculate the free energy of an arbitrary configuration {/;} relative to AF” on the [/]:[/, / + 1] pseudoboun-

dary as

AF (L) —AFY =L "V NS+ (ng4+n IW,(D+n, Wyl +1)+noWs(lL,1)

n (Wil L+ D)+ Wi +1, D]+ (ng—no W (LLD+n WoL, 1 +1,D)

o [Wall, LI+ 1)+ Wyl +1, L, D]+ (n, —ng Wl +1,L1+1)

—nol AF[ID) —n o 2 + DAF([L, I +1])

=—(no, /L)W LLD—W L LI+ 1) —W,(I+1,L,D+W,(1+1,1,1+1)]

E—(n0+ /L)A2W4(I) .

Again, by virtue of the decay property, the difference
A, W, (1) is dominated by W,(/,1,1), and two cases arise:

(i) If A,W,4(]) <0, the minimal free energy is given by
no, =0, which, via (5.10), allows only the configurations
[1] or [1, ] +1] so that the [/]:[/, ] +1] boundary is stable
against intervening phases.

(i) If A,W,(I)>0, the optimal configuration should
maximize ny,. Thus the [/]:[/, / 4+ 1] boundary is unsta-
ble and the new mixed phase [/, /,/ +1] interpolates be-
tween [/] and [/, ] +1].

The second case is illustrated in Fig. 8(d).

The analysis of the [/, / +1]:[/ + 1] boundary (the only
other possibility arising at the level of W,) proceeds simi-
larly: the free-energy difference to be minimized turns out
to be the same as the last line of (5.14), but with / and

(5.14)

f

I +1 interchanged; this also implies replacing nq, there
by n,_, defined as the number of (/ +1|/+1|/) wall
pairs. It follows that the [/,/ +1]):[/ +1] pseudoboun-
dary is unstable to the appearance of [/, / + 1,/ +1] if and
only if

AF W D=W L, 1 4+1, =W, 1 +1,1+1)
W+ L, I+, D+ WU +1,1+1,1+1)
~Wal,14+1,1) (5.15)

is positive. The governing four-wall potential differences
reduce to

AW (D =AD,(3] +1)=Dy(3]) ,

(5.16)
AF W (D=AD,(3] +2)=Dy(3]1 +1) ,
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for models having only quasipairwise interactions ®, as
in (3.5).

At this stage it is clear how the refinement of the phase
diagram unfolds, as new phase boundaries are tested for
stability by the inclusion of successively higher-order n-
wall interactions W,. We anticipate that the only new
phases which can appear are those given by the branching
process, i.e., [4,B] between [A] and [B]. In particular, if,
under successive refinements of the phase diagram, [ A]
and [B] first become adjacent phases at the level of the n-
wall approximation, then the appearance of [ 4,B] should
be governed, for small w, by the sign of the appropriate
(n +1)-wall interaction W, .. If this W, | is negative,
[A]:[B] is a stable phase boundary and remains so under
further refinements; but if this W, , | is positive, [ A,B] ap-
pears as a stable interpolating phase of width smaller by a
factor of order w', where [ is the lesser of the two wall
separations being mixed. It should be possible to identify
for the general case what the “appropriate” W, ,; should
be, and so to provide a demonstration of these assertions.
One would then have an algorithm capable of establishing
the existence of a complete devil’s staircase in a given
model at low temperatures (if all the appropriate W, . {’s
turned out to be positive). Indeed, for models with quasi-
pairwise wall interactions, the results (5.8) and (5.16) sug-
gest that the strict convexity of ®,(/) for all n should
yield a complete devil’s staircase. This conclusion has al-
ready been established by Bak and Bruinsma®' (for the
ground state of a one-dimensional antiferromagnetic Ising
model in a field) and, more generally by Aubry.®

C. Interfacial tensions

We can now reopen the question of the tension of an
interface, normal to the axial direction, between coexisting
[/] and [/+41] phases when the [/]:[/+1] boundary
represents a stable first-order transition. A little reflection
shows that the {a|B|] wall configuration required in
(4.27) can be specified to third order, using the notation of
(5.3), by n,=n_=1 with Ljj=I[(no+1) and invoking
the relations (5.4) and (5.5). The evaluation of the right-
hand side of (4.27) to obtain the interfacial tension
27|t +1] then reduces merely to a special case of the cal-
culation in (5.7). We thus immediately obtain

E[[]‘[1+1]:—%A2W3(l)[1+0(w1)]

~—1iWiLh~w?, (5.17)
where the correction factor allows for the neglected four-
wall interactions, etc., while A,W;(/) is defined in (5.7)
and is negative since, by hypothesis, [/]:[/ 4 1] is here a
stable first-order boundary.

A parallel analysis using (5.9), (5.10), and (5.14) with
the specification ng, =n_g=1 yields the higher-order
tension

Sumen=—+8WiD[1+0 w")]
~—1w,LLD~w¥, (5.18)
and, likewise, using n;_ =1 and (5.15), we obtain
S uen=—+AT WiD[1+0 w"]
~—iW (L, 1+1,D~w¥+! . (5.19)

Note, again, that these tensions are positive when the
boundaries are stable.

These results for the interfacial tensions show that the
testing of the stability of the [/]:[/ + 1] pseudoboundary,
etc., can be viewed as analogous to our original first-order
analysis in which the positivity of = was taken as a
demonstration of the stability of the C phase. One may
recall in that situation, however, that attractive or case (B)
wall-wall interactions could induce a transition at small
positive (but nonzero) 2: see Fig. 7. Such an instability
can, in principle, also occur in the higher-order situations.
Nevertheless, since the requisite interactions between the
[1]][!+1] walls must be mediated by the higher-order
potentials, W,, acting between the original walls, an insta-
bility can occur only if the tensions 2 ;4 1), etc., are
anomalously small, corresponding to the transition region
in Fig. 3. More concretely, “anomalously small” must
mean that, owing to some cancellation of terms, 241
is of magnitude w¥ or smaller, in place of the expected
magnitude w? [see (5.17)] and, likewise, in higher order.
This proviso concerning our earlier conclusions about the
stability of the pseudoboundaries must be borne in mind
in general situations: fully definitive results must, clearly,
rest on more concrete information concerning the poten-
tials W,. To this end we now discuss how the decay esti-
mate (3.11) can be refined.

VI. TRANSFER-OPERATOR FORMALISM

In order to gain further insight into the nature of the
wall potentials, W, (T,u;l,,15, .. .,1,_), we return to the
discussion of the decay properties in Sec. III. The cou-
plings between domain walls are effected by the same
mechanisms that propagate correlations in the pure C
domains. These mechanisms consist, essentially, of coun-
terdomain fluctuations, linking the points to be correlated,
with excitation energies (or free energies) determined by
the underlying microscopic couplings or ‘‘interaction
bonds.”

To explore this picture further, consider, first, a single,
flat unexcited, zero-temperature or ‘“‘bare” domain wall as
indicated in Fig. 9(a). At finite temperatures the domain
wall will be ‘“dressed” by excitations. When a discrete
number of states may, potentially, coexist, as in Ising- and
Potts-like systems, and d >2, the predominant excita-
tions, as regards spatial influence, may be pictured as a
“fuzz” consisting of “fingers” or “whiskers” as illustrated
in Fig. 9(b). The statistical weight of a whisker stretching
a distance z from the wall will be a sum of products of
Boltzmann factors for the coupling bonds, say
exp(—Ag; /kgT), each product containing at least z/R,
factors, where R, is the range of the underlying interac-
tions, which we suppose is finite. The variety of individu-
al Boltzmann factors appearing depends, clearly, on the
structure of the interactions and, in particular, on the
number and nature of the local heterodomain or excita-
tion states. The magnitudes of the dominant Boltzmann
factors determine the strength of correlation and, hence,
are measured by the parameter w. The “free” axial prop-
agation of such an interaction chain may, in analogy to
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FIG. 9. [Illustration of a ‘‘bare,” unexcited domain wall
separating distinct commensurate domains. (b) Depiction of a
domain wall “‘dressed” with excitations: the two distinct white
areas and the shaded areas indicate, for this example, three dis-
tinct types of local counterdomain fluctuations.

the bulk transfer matrix for, say, an Ising model, be gen-
erated by some transfer matrix or linear operator, say Vg,
operating on a vector space of dimensionality, say R, large
enough to represent the different excitation states and
their couplings to the desired level of approximation. The
individual elements of V,; must be of magnitude w, or
smaller, if one iteration of V, propagates the chain axially
through one lattice spacing a.

Now consider two dressed walls at separation /. They
may be linked by a single interaction chain, as illustrated
in Fig. 10(a), or by two or more interaction chains, as in
Fig. 10(b). The statistical weight of the latter situations
will, however, be smaller by factors wk with k=1,2, . ..
and may thus be neglected in leading order (in w or 1.9
On the other hand, the propagation of the interaction
chain alone does not yield the desired pair wall interac-
tion, W,(l). Rather, as in the definition (3.2), the separate
free energies of the individual walls must be subtracted
off: the corresponding dressed configurations are illustrat-
ed in Figs. 10(c) and 10(d). Inasfar as matching excita-
tions appear in both (a) and (c) [or in both (b) and (d)], the

F o ———

-—y—

FIG. 10. Illustration of ‘‘dressed”” domain walls as in Fig. 9:
(a) two walls at separation / linked by a single chain of interac-
tion bonds; (b) two walls linked by two distinct interaction
chains; (¢) and (d) corresponding excitation configurations of two
independent walls showing overlapping fluctuations, denoted by
solid black areas, which represent forbidden situations that give
negative contributions to W,(1).

subtraction does not affect the propagation of the interac-
tion chain; however, owing to the proximity of the two,
otherwise independent walls some whiskers from different
walls will “overlap,” as indicated. These forbidden over-
laps contribute negatively to W,(l); they may occur at any
point along the interaction chain and, hence, can be incor-
porated into the transfer operator itself. Taking full ac-
count, likewise, of the ‘““background” fluctuations in the C
medium leads to similar extra overlap contributions. The
net effect is that the true transfer operator, V, which prop-
agates the fully “dressed” interactions between the walls,
has a more complex structure than V, including, in par-
ticular, negative terms in the matrix elements (in contrast
to the full bulk transfer matrix for an Ising or Potts mod-
el in which each element is a single, non-negative
Boltzmann factor).

The specification of V which we have presented here
has, of necessity, been rather sketchy owing to its general-
ity. In subsequent papers’ we will present details of the
construction of V at low temperatures for the ANNNI
and chiral clock models; indeed, the required matrix for
the three-state chiral clock model was previously calculat-
ed in Ref. 4 (see the Appendix) but its direct connection
to the wall interactions was not then realized.

Given the matrix V(T,u) for the propagation of the in-
teractions between walls, the chain termination conditions
at the walls can be described by vectors a(7,u) and
b(T,u) with elements again constructed from appropriate
Boltzmann factors; both a and b as well as V will be
smooth functions of T and u. The pair potential can
finally be expressed as!®

W,(h~a'Vib , 6.1)

in which the dagger denotes the appropriate transposition
or duality operation. Note that the corrections of relative
order w'! due to pairs of interaction chains, etc., have been
neglected here.

The three-wall and higher-order interactions can be
generated similarly. The new feature is that, owing to the
definition of W3, W, etc., the single dominant interaction
chain must span the full extent, I, =I;+0,+ - +1,_1,
of the potential. However, when the interaction chain
propagates through the intermediate walls somewhat
different local excitations and couplings must be involved.
These can be accounted for (as is most readily seen in ex-
plicit calculations®) by a modified transfer operator, say
C(T,u), again a smooth function of T and pu. Then the
multiwall interactions can be expressed as

Ww,(,1")=a'Vicv'y
WL 1") ~a'Vicv/cv!p

(6.2)
(6.3)

etc., where, again, the multichain contributions of orders
w!'*" or w!*"+!" times the leading terms have been
neglected. (It may be more convenient, in practical calcu-
lations, to replace the powers [I')]"”,... by
I'—po,l" —pog, - . . to allow for the width of the intermedi-
ate walls represented by C.)

Now the operators or matrices V are not, in general,
symmetric or Hermitian: Nevertheless, with the aid of
the Jordan normal form or its analogs they will have a
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spectral resolution entailing the eigenvalues of V, say, A,
(r=1,2,...,R). For simplicity at this point we will
suppose that the corresponding eigenvectors form a com-
plete set. Then we may rewrite (6.1)—(6.3) in the more ex-
plicit forms!®

R
Wy(Tu;h= S A (T,w[A(T,0)],

r=1

(6.4)

R
Wi(Tw Ll = 3 A, AT,wAAL, (6.5)

rr=1

and so on. Note that the variation of the eigenvalues A,
and amplitudes 4,, 4, ,, ... with T and p is smooth pro-
vided no eigenvalue degeneracies are encountered; in that
case, however, the dependence of the A,, 4,, 4,,, etc.
will, in general, be singular but of a character determined
by the order of the degeneracy and the fact that the ma-
J

Wo(D~ Age " sin[w(l +€)] ,

WS(I,I,):eAI‘()tH—I’)

W11 ~e oI

+ A_ _sinfo(l —1I"—1"4+€__

and so on. The oscillatory form of W,(/) implies a case
(B) situation with an absolute minimum at [, between
| =7/0w and | =37 /2w for Ay>0, or less than 7/2w for

{ A sinf[o(l +1'+€, )]+ A_sinf[o(l —1"+€_)]} ,

A, sinfo +1I'+1"4+€, )]

trices V and C and vectors a and b are smooth functions
of T and u. An illustration of this principle is provided in
the next section where we analyze a situation entailing a
crossing of eigenvalues.

The expressions (6.4) and (6.5) reveal the characteristic
forms of decay that should be anticipated. Thus, in the
simplest situation one eigenvalue, say, A,;=exp(—1I"),
strongly dominates and yields

-1yl

W,()~Ae ", —htsn

W3(l,l')':A“e 5 (66)

etc. in direct accord with the fundamental decay property
(3.11). When A, is positive one has a case (A) pair poten-
tial; the sign of A;; then determines, via (5.7), the stabili-
ty of the [/]:[/ +1] boundaries or the appearance of the
mixed phase [/, ] +1].

If a pair of complex eigenvalues, AL =exp(—T(tiw),
dominates, one obtains the forms

(6.7)
(6.8)
+ A, _sinfo(l +I'"—1"+€, )]+ A__ sinfol —1I"+1"+€__)]
), (6.9)
{
transfer matrix of the lower triangular form
Ao O
V,= vo A (vo5£0) , (6.12)

A <0. Note that W;(/,]), which determines the stability
of the simple periodic boundaries, is proportional to
A sin(2wl +we )+ B which varies strongly with [ yield-
ing, when | A, | > |B | =| A_sinwe_ |, alternating re-
gions in which mixed phases do or do not appear. Such a
situation is found in concrete calculations for the ANNNI
model.>1°
When two real eigenvalues are comparable in magni-
tude one has forms
Wyl)~ A e “hiy A,e B ,
—T U+

(6.10)

W}(l,l')’:e )( A”+A21€_Arl+ Alze_Arll

+ Ay “ATUHDY (6.11)
etc, with AT=I',—I';>0. If 4, and A4, are both posi-
tive, W,(l) embodies a simple case (A) situation. Howev-
er, if 4, is negative but 4, + 4, >0, the potential has a
simple minimum at [,)~In(l',4,/T,| A, |)/AT and
the case (B) analysis applies. As 7 and pu vary one may,
evidently, have a changeover from case (B) to case (A):
this yields a quasitricritical point which we analyze further
in the next section. Such a thermodynamic feature is real-
ized in explicit calculations for the three-state chiral clock
model®!° and might well arise in real systems also.
Finally, we mention a rather special degenerate case
which, nonetheless, arises, in leading approximation, in
models like the ANNNI model.!® This is epitomized by a

which possesses a unique eigenvalue, A, and only one
eigenvector, namely, [{]. The formula (6.4) does not ap-
ply but from (6.1) one finds the form

Wo(D=(Agl + A)e . (6.13)

If Ay and A, are positive, one clearly has a realization of
case (A), with an infinite number of simple periodic
phases and a quasicontinuous C-IC transition. If V; were
the exact transfer matrix there would be no more to say;
if however, as will be typical in model calculations, it
represents a leading approximation, corrections, say of
higher order in w, should be present. In that case one
must expect that the eigenvalue degeneracy entailed in
(6.12) will be broken. The resulting perturbed and/or en-
larged matrix® will have two eigenvalues A, and A_ cor-
responding to A, (and two independent eigenvectors). If
A, and A_ are real, the resulting potential, W,(I), will
then take the form (6.10) but will be qualitatively similar
to (6.13) and, hence, of the same case (A) character al-
though differing quantitatively to a small extent. Con-
versely, it may well happen, as we find in the ANNNI
model,” !° that the original eigenvalue, Ao, splits under the
higher-order perturbation into a complex conjugate pair.
Then the oscillatory expression (6.7) applies and W,(l) ac-
tually realizes case (B) with a bounded number of simple
periodic phases! Thus the original conclusion of a
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quasicontinuous C-IC transition is falsified by the in-
clusion of the higher-order corrections: the details of this
mechanism and the phase diagrams, etc., that may result
in these circumstances will be seen in our explicit analysis
of the ANNNI model.

VII. THE QUASITRICRITICAL POINT

An instructive application of the general domain-wall
interaction formalism we have developed is to study the
phenomenon of quasitricriticality in which the nature of
the C-IC transition in the phase diagram switches, as T or
u varies, from quasicontinuous with a “devil’s last step”
[case (A)] to first order with a finite jump in the incom-
mensurability at the transition [case (B)].

To analyze a quasitricritical point and its vicinity it
suffices to suppose that only two eigenvalues of the
transfer operator, V, are important and thus to consider
the simplified situation in which the pair wall interaction
is represented by

B,
B,

wy(D=[1,1]V' , (7.1)
in which V is a 2 X2 matrix and B, and B, are smoothly
varying functions of T"and u. [The representation of a'in
(6.1) by the constant vector [1,1] will be of no conse-
quence.] We shall examine quasitricriticality in a general
framework which, however, is actually realized in our
study of the three-state chiral clock model,>!® where the
lowest-energy excitations contributing to W,(l) give V
with the diagonal form

1+6 O

o 1-sl> (7.2)

V=7»O

in which Ay, which is of order w, and 6 are smooth func-
tions of 7" and p. This yields

Wy()=A[B,(1+8)'+B,(1—8)1, (7.3)

which parallels (6.10) of the general discussion: as ob-
served there, if the amplitudes B; are of opposite sign and
satisfy the relations

B1>O’ Bz<0, B|> |B2‘ N (7.4)

the crossing of the eigenvalues AL =Ay(1+5) as & passes
through zero causes W,(/) to switch from case (B) behav-
ior for & <O to case (A) behavior for §>0. Thus, as illus-
trated in Fig. 11, =0 represents a quasitricritical point.
On approaching this point from the first-order side where
8 <0, the maximum interwall separation, /), determined
by the minimum of W,(/), diverges with a simple-pole
singularity, according to

The qualitative appearance of the modulated phases in the
vicinity of a quasitricritical point in the (7,u) diagram can
be seen in Fig. 1 of Ref. 10 (see also Ref. 9).

The quasitricritical point at §=0 is evidently a special
point where the transfer matrix V of (7.2) displays a high

A

A A4+
Ap——= <

A4+ A_

case B——sr<«———case A

W,
‘ ¢

FIG. 11. Variation of transfer-matrix eigenvalues to leading
order near a quasitricritical point at §=0. The corresponding
two-wall interaction W,(/) [see (7.1)-(7.4)] has a negative
minimum for 8§ <0 [case (B) behavior] but not for >0 [case
(A)]; hence the C-IC transition changes from first order to
quasicontinuous.

o
~
S

degree of symmetry. One should anticipate that perturba-
tions due to higher-energy excitations, etc., will spoil this
special symmetry and, perhaps, thus alter the character of
the quasitricriticality. As implicit in the discussion of Sec.
VI, inclusion of higher-energy excitations in the calcula-
tion of W,(l) will generally require that the dimension of
V be increased, but it will be possible in general to obtain
the leading behavior by projecting the enlarged matrix
back to a 2X2 matrix with slightly modified elements.’
We shall therefore consider a general perturbation under
which (7.2) becomes

1+8
h_+g_b&

h,+g,5

V="~ 1-8

(7.6)
This is, in fact, the most general form of perturbation,
since any changes in the diagonal elements can be ab-
sorbed into redefinitions of A, and &, while the off-
diagonal elements contain terms which are separately even
and odd under change of the sign of 8. Since these per-
turbations arise from higher-order excitation processes,
one expects to have

lhe |, |gs | =0 (w)<<1 . 7.7

The analysis of (7.6) that follows reveals that this gen-
eral perturbation does not destroy the quasitricritical point
implied by the ideal form (7.3). Rather, a limited range of
possibilities emerges: either the quasitricritical point is
simply shifted to some nonzero value of &, or, additional-
ly, there may appear a new pair of conjugate quasitricriti-
cal points bounding a small region of case (B) behavior
but, otherwise, lying wholly within the case (A) regime.
However, in the generic case, the simple pole divergence
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(7.5) is modified, yielding either a logarithmic or square-
root divergence: see (7.25)—(7.27), below.
Now the eigenvalues of the perturbed matrix (7.6) can

be written
Ae=Ao[1£s(8)], (7.8)

where the (positive or negative) variable which will stand
in for & is

s28)=(14+g,8_N8—8,)*+Q , (7.9)

in which the small shift parameters are
g_h, +g h_

Sop=———7— 7.10

0 2(1+g,8) 7.10
and

hoh_—Xg_h, —g, h_ )
=t F (7.11)

l1+g.,.8_

Note that, for 8 in the vicinity of §,, (7.7) implies that s
is small, namely, of order hi_ =0 (w?). One may there-
fore rewrite the eigenvalues (7.8) in a more convenient
form as

2

(7.12)

Xo=Ao[1—1s24+0(sY], y=1+0(s?) . (7.13)

The new form of the two-wall interaction following from
these perturbed eigenvalues is

W,()=D X' +D,A" , (7.14)
in which the new amplitudes D; are most readily found by
matching this expression with / =0 and / =1 to the corre-
sponding results computed directly from (7.6) and (7.1).
This leads to
C(3) (

ysl__ , —vsl
s5) ¢ e )|, (7.15)

Wal=Xg {E(e”1+e‘“’)+

where, recalling the relations (7.4), we have

B=1(B,;+B,)>0, C(8)=Cy+C;5, (7.16)

1
2
CoE%(Blh_+B2h+) ’

CIE%[Bl(1+g~)‘B2(l—g+)]>o .

(7.17)

Having obtained a general expression for W,(l), we
wish to determine the conditions under which it belongs
to, say, case (B). Since the criterion for that case is that
W, possess a negative minimum, and since W, decays to
zero as [— oo, it follows that W, belongs to case (B) if
and only if it possesses zeros. There are two cases to con-
sider in (7.15): (i) if s> <0, so that s =i |s | is pure imag-
inary, one obtains

W,()=2X}% |Bcos(y |s |l)+%sin(y|s | D) (7.18)
which always has a zero, at / given by

tan(y |s |)=—B|s | /C ; (7.19)

alternatively, (i) if s2> 0, so that one may take s >0 real,
one can write

W, () =2% } | B cosh(ysh)+ %Sinh( ysl) (7.20)
which has a zero at / given by

tanh(ysl)= —Bs/C , (7.21)
if and only if

C <0 and C < —B(s})'?. (7.22)

These results identify a locus of potential quasitricriti-
cality in the (s?,C) plane, and thence, via (7.9)—(7.11),
(7.16), and (7.17), etc., in the (T,u) plane, which separates
the regimes in which W,(/) exhibits case (A) or case (B)
behavior, respectively. This locus is exhibited on Fig. 12.
On the (s2,C) plane, one can also plot the principal “tra-
jectory” of the system as parametrized by 8: according to

C4

1
>
0 Q=0 :
P g

A

Q

~em e mmm—m
~

.

S .
N
SN
N
N,
7/
y ’
/
/ §
/
/

A n
FtrstI order
\

. -
<+—W, osc. re——— W, nonosc.———

FIG. 12. Characterization of quasitricriticality under a gen-
eral perturbation (see text for definitions of the parameters s* and
C). The heavy curve composed of the s2=0 axis for C >0 and a
parabola for C <O is the locus of potential quasitricriticality,
separating regimes of first-order and quasicontinuous C-IC tran-
sitions. The trajectory of the system is also a parabola in this
plane, of which the dash-dotted, dotted, and dashed curves
(a)—(g) represent examples: the labeling corresponds to the
classification in the text. Quasitricritical points occur at those
points (circled) where the system trajectory crosses the locus of
potential quasitricriticality. Within the first-order regime, the
wall-wall pair interaction potential W, (/) is oscillatory for s? <0
but nonoscillatory (a sum of two exponentials) for s>>0. The
divergence of the maximum period, /), on approach to quasitri-
criticality from the first-order regime is logarithmic for C <0, as
a square root for C >0, and as either a square root or a simple
pole for C =0 (see Tables I and II).
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(7.9) and (7.16), this is the parabola

sA8)—Q =(1+g,g_)C(8)—C(8,))*/C} . (7.23)

Several of these parabolae, corresponding to different loca-
tions for the vertex [s?=Q, C =C (8;)], are shown in Fig.
12. A quasitricritical point occurs whenever the system
trajectory crosses the locus of potential quasitricriticality
where W,(l) switches between case (A) and case (B) be-
havior. All possible situations are thus readily categor-
ized. However, it is important to note, as one may verify
from (7.22) and (7.23), that the system trajectory is always
a broader parabola than that defining the locus of poten-
tial quasitricriticality in the half-plane C <O, except in
“pathological” cases in which the original amplitudes are
of widely differing magnitudes and satisfy

B,/B,<2/g_=0w™"). (7.24)

Barring this unlikely circumstance, only the following sit-
uations can occur (the labels corresponding to those of the
system trajectories drawn on Fig. 12):
(i) if @ >0, then
(a) under the perturbations there continues to be only
a single quasitricritical point (QTP), at C <0, which,
in general, occurs at some shifted, nonzero value
6=5,;
(i) if @ <O, then either
(b) there is again only a single QTP, which may be
either at C <0 or C >0; or
(c) there are two QTP’s at C <0 and one QTP at
C >0; or
(d) there is one QTP at C <0 and two QTP’s at
C >0

(iii) if Q@ =0, then either
(e) there is a single QTP at C =0; or
(f,g) there is a single QTP at C <O.

The quasitricritical points occurring at C <0 are of
somewhat different character from those occurring at
C >0, since on approaching the former from the case (B)
regime of first-order C-IC transitions, W,(/) is nonoscilla-
tory, as given by (7.20), whereas the latter quasitricritical
points have W,(/) oscillating in the case (B) regime, as in
(7.18). This difference is reflected in the manner in which
the maximum wall separation, /s, diverges as the quasi-
tricritical point is approached. When W,(/) is nonoscilla-
tory (C <0), Iy diverges only logarithmically at the
quasitricritical point at =95, according to

I(M)z%[§/|C(86)|]ln|8—86]*1 ; (7.25)
but when W,(l) is oscillatory (C >0), /s exhibits the
square-root singularity

Ian=~m[2(14-g .8 )8 —8.)(8—8,)1"12%, (7.26)
as 6—8.. Provided Q£0, the special quasitricritical
point at C =0 is again characterized by a square-root
singularity, with /(s varying as one-half the right-hand
side of (7.26). When Q =0, as in trajectory (e) of Fig. 12,
the special quasitricritical point at C =0 has the same
simple-pole singularity found for the original, unperturbed
situation [compare with (7.5)], namely,

tanh~'[(B/C,)(1+g_.g_)"?]
(14+g,8_)%85,—8)

From the appropriate asymptotic form of /), one can
also check the shape of the C-IC phase boundary through
the quasitricritical point in the (§,7) plane: see Fig. 13.
As discussed in Sec. IV, the boundary of the C phase,
[« ], is given in the quasicontinuous regime simply by the
locus, T =Ty(8), on which the surface tension, X, van-
ishes. In the first-order regime, however, the C phase
boundary, T =T),(8), is shifted away from T(8) by an
amount, AT, which is determined according to (4.2) and
(4.22) as

AT = | Wz(l(M)) I /2.

(M= (7.27)

(7.28)

Now, in§ofar as W,(l ) is dominated by the exponential
factor A o™ [recall (7.18) or (7.20)], one would expect that
a simple-pole or square-root divergence of /,s), as in (7.5),
(7.26), or (7.27), causes the phase-boundary shift, AT, to
vanish exponentially, whence the C phase boundary con-
tinues smoothly through the quasitricritical point. A loga-
rithmic divergence of /,;, however, as in (7.25), should
produce a power-law behavior in AT,

AT~ |88, %, (7.29)
with an exponent
¢=LBIky"H/|C(5,)| (7.30)

which is nonuniversal, depending on the particular pertur-
bation amplitudes, g4+ and A, through C(8,) [recall
(7.16) and (7.17)]. Note that, since Ag=Ai,=0 (w) is a
small Boltzmann factor, ¢ will tend to be a large ex-
ponent, thereby again imparting a high degree of smooth-
ness to the C phase boundary through the quasitricritical
point.

These expectations have been verified by explicit evalua-

Ta / /
Modulated/

T, ()
T, (8) /[
“ o Tu(8) =T, - aT
ATI Commensurate
e
1
8¢ s

FIG. 13. Illustration of the C-IC phase boundary in the vicin-
ity of a quasitricritical point at §=5,. On the quasicontinuous
side, the C phase boundary is given by the locus, 7' =T,(8), on
which the wall surface tension, X, vanishes; on the first-order
side, the C phase boundary, T =T)(8), differs from T,(8) by a
shift, AT, which vanishes either exponentially or as a power law
as the quasitricritical point is approached: see Tables I and II.
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tion of (7.28); detailed amplitudes of the various asymp-
totic forms are collected and displayed in Tables I and 1I,
which summarize all the types of quasitricriticality that
we have discussed.

Finally, notice that within the case (B) regime of first-
order C-IC transitions, it is possible that W,(l) will
change between the oscillatory form of (7.18) and the
nonoscillatory form of (7.20), as in trajectories (b) and (c)
of Fig. 12 that cross the ray s?=0, C <0. One can, how-
ever, check that /,, continues smoothly across this ray,
being given, in the vicinity, by

lap=(B/|C |)—nky)~'. (7.31)

This completes our analysis of quasitricriticality on the
C-IC transition locus. Unlike ordinary bulk tricriticality,
as observed, e.g., in 3He-*He mixtures or in metamagnets,
three distinct forms of asymptotic singularity may arise
although only two, the logarithmic and square-root forms,
should be generic.

VIII. CONCLUSIONS

We have explored features of the phase diagrams of sys-
tems exhibiting uniaxial modulated phases, by focusing on
the interactions among the domain walls. A systematic
method has been outlined for determining the general
features of these interactions, and their effects on the to-
pology of the phase diagram. This approach may be use-
ful for modeling a wide variety of physical systems at
temperatures sufficiently low that the walls are well
defined and pinned to the underlying lattice.

Especially noteworthy is the demonstration that al-
though the pair potentials, W,(l), are responsible for sta-
bilizing the simple periodic phases, [/], and determining
the locus of the C-IC transition, it is the many-body po-
tentials, W,(l,,l;,...) for n >3, that control the appear-
ance of higher-order or mixed phases [/,]+1], etc.
Moreover, for systems with short-range interactions, a
transfer operator method reveals the general character of
the W,(l,,l,,...). Using this approach, asymptotically

exact low-temperature expressions for W,y(I), Wi(l1l'),

are calculable for a variety of statistical mechanical
models: a detailed account will be given in subsequent pa-
pers.’

Finally, we have noted the existence and studied the
properties of a novel quasitricritical point on the C-IC
transition boundary, governed by the functional form of
the two-wall interaction potential W,(/). This is a feature
which might be detected by further experiments on sys-
tems with uniaxial modulated phases.
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APPENDIX: PHASE BOUNDARY SHIFTS

The purpose of this Appendix is, first, to justify the
claim in Sec. IV, that the variation of W,(/) with the pa-
rameters 71, u, etc., can be ignored in refining the phase
diagram near the first-order [pgl:[ ] pseudoboundary.
In particular, imagine traversing the phase diagram by in-
creasing T at fixed . Suppose the stable phase is alleged-
ly [/], bounded by [/ +1] at T=T,(u) and [/ —1] at
T=T,_i(u) [see Fig. 8(b)]. If, as asserted, these boun-
daries are to be insensitive to the variation of W,(T,u;l)
with T across the phase width

AT, =T, _(u)—=T)(u) , (A1)
it is sufficient to establish
ArWy= | WoT,_ ;1) =W, (T;D |
<<A1WZE ! WQ(TI,I)—Wz(T[,I-Fl)’, A[,]WZ .
(A2)

TABLE 1. The various types of quasitricritical points, as characterized by the form of the two-wall
interaction potential, W,(/), on the first-order side of the C-IC phase boundary (see Fig. 13). On the ap-
proach to the quasitricritical point at §=3§,, the functional form of W,(l) [as well as the sign of the asso-
ciated amplitude C(8,)] determines both the divergence of the maximum interwall spacing, /5, and the
vanishing of the difference, AT, between the actual first-order C-IC boundary and the potential quasicon-
tinuous C-IC transition locus [see (7.28)]. The coefficients a; and b; are listed in Table II.

Asymptotic form of

Form of W,(l) Iy (—o0) AT (—0)

a, [ 6— -1
Unperturbed a|6—8. " by |86, a5 ° %
nonoscillatory
[Eq. (7.3)] (5.=0) (5. =0)
Perturbed C(8.)<0 aln|86—-8.| ! by |88, 1¢
nonoscillatory

a 1S — \7]
[Eq. (7.20)] C(5.)=0 PREEE by [8—5, |Kod 0%

~a, |65 |~ 1/2

Perturbed C(8,)>0 a, |88, bak ot ¢
oscillatory

[Eq. (7.18)]

as i5—5c l —1/2

~ag|8—5_ 112
bsls'ﬁcil/zkos c
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TABLE II. Coefficients of the asymptotic forms listed in Table I, in terms of the parameters defined

in Sec. VII of the text.

a|=%ln(B1/|Bz |)

a,=1B/|C(5,)]

by=[4]C(8,)| /Z'Ro]

a;=g "*tanh~'(Bg'/’C7")
a4=1T(2g’50—3c 1 )>1/2

1
a5=5a4

by=2(B; | B: | )" /(Z'ky)
¢=1[1+BRy/|C(8.)]]

C|C(5.)| +B%(5.—8y) |°

2]C(8,)]2

by=2(C}—B %) /(2'Ky)
by=2C(8.)/(2'Ro)
b5 =27B /(042,R0)

', g=l+g.g_

Now T is determined by equating the individual wall free
energies per site, G(/) and G (/ +1), given in (4.5). To be
specific, we adopt the form (4.2) for 2(7,u) and (4.13) for

W, (1) with
w(T)=e T~exp(—a Ae/RokyT) , (A3)

as suggested by (3.8) and (3.9). The temperature depen-
dence of X', U,, and Ae may be regarded as negligibly
weak compared with that displayed. One then has, as in
(4.11),

whence, as in (4.14),
AT, =2T 1w (Ty)] !

with T given by (4.15). This yields the estimate

(AS)

W,

ArWas\ar

AT,
T

aT Ae
Rokp

N
T,

2
=2W, (T, u30) [W(TH)I' ', (A6

whereas one has

A,W2=W2(T1;1)[l—w(T,)]z Wz(TI;I) N (A7)

and similarly for A;_;W,. The presence of the extra
small factor w/~! in (A6) relative to (A7) ensures the va-
lidity of the desired condition (A2).

In similar fashion, one can also restore to the free ener-
gy the next largest term Wj, as in (5.1), and check that
the resultant shift of the [/]:[/ 4+ 1] pseudoboundary is
small relative to the phase widths AT, or AT, ,. Equat-
ing AF5([1]) and AF;([/ +1]) from (5.1) gives, in place of
(A4),

SATo—T))= [IW(T;;l +1)—(1 + DW(T;D]

+[IW(T;1+1, 1+ 1)U+ DW(T;LD],
(A8B)

where the third-order shift of the phase boundary is evi-
dently represented by the second bracketed term. To em-
body the fundamental decay property (3.11) as in (4.13),
we may adopt the form

Wi(Tou;ly, 1) =Usw ' (A9)

Then the shift term in (A8) is of order lw?(T,), which is
indeed small relative to the estimate (AS5) for the phase
widths AT, or AT, (by factors w'*! and w’, respective-
ly).
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