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Tunneling microscopy of Ge(001)
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The closely related geometric and electronic structure of the Ge(001) surface have been investi-
gated with the tunneling microscope. An asymmetric dimer reconstruction is observed that does
not require vacancy-type defects for stabilization at room temperature. Regions of local (2&1),
c(4)&2), and p(2&2) symmetry are found, and the atomic positions in these regions are modeled
with use of different arrangements of asymmetric buckled dimers. This model leads to a geometric
and electronic surface configuration that is consistent with the tunneling-microscope images.

I. INTRODUCTION

The Ge(001) surface has been the subject of recent
theoretical' and experimental investigations. This sur-
face is an interesting example of a system that possesses
both a strong short-range interaction as well as an ener-
getically weaker, longer-range ordering. The basic (2 X 1)
reconstruction is generally accepted to entail the forma-
tion of dirners, created through pairing of nearest-
neighbor surface atoms. The driving force for pairing is
bond formation with an interaction energy characteristic
of chemical bonds, on the order of several electron volts.
Associated with the dimer bond are two surface states
roughly corresponding to the bonding and antibonding or-
bitals of the free diatomic molecule.

Symmetrical dimerization results in an odd number of
unpaired electrons per surface atom, forming a half-ulled
band corresponding to a metallic surface. Such a system
can spontaneously reduce its symmetry in a Jahn-Teller-
type distortion. This distortion lowers the energy of the
states in the occupied half of the band, thereby energeti-
cally stabilizing the surface and, at the same time, intro-
ducing a gap between the occupied and unoccupied states.
Indeed, a metal-insulator transition has been observed on
this surface using high-resolution angle-resolved photo-
emission, ' ' and has been treated theoretically in terms
of a structural order-disorder phase transition of asym-
metric dimers. Chadi introduced a symmetry reducing
distortion in a model of the Si(001) surface by using
asymmetrical rather than symmetrical dimers. In this
empirical tight-binding total-energy calculation, the op-
timal (2X2) and (4X2) surface reconstructions corre-
spond to different arrangements of buckled asymmetric
dimers with partially ionic bonds between dimer atoms.
This model is also supported by Yin and Cohen' and
Ihm" et al. using self-consistent pseudopotential calcula-
tions. According to the buckling model, half of the sur-
face atoms recede towards the bulk crystal; the remaining
half relax outward. In addition to buckling, where the
two atoms have different perpendicular displacements, the
dimer can be asymmetric in that the atoms have different
parallel displacements. Rehybridization of the atomic or-

bitals caused by these geometrical changes may lead to
charge transfer from the receding atoms to the outwardly
displaced atoms, ' although this is disputed.

Ordered arrangements of asymmetric dimers generate
various higher-order surface reconstructions [e.g. ,

p (2X2), c (4X2)]. As the dimers are spatially separated,
the interactions that drive this longer-range ordering are
energetically weaker (-0. 1 eV) than the driving force of
bond formation ( —1.0 eV) that leads to dimer formation.
Accordingly, the amount of higher-order reconstruction
is expected to depend sensitively on minor differences in
surface preparation.

In this work we study the Ge(001) surface "topographi-
cally" and electronically with the tunneling microscope.
We have obtained constant-current tunneling images that
are consistent with the formation of dimers by pairing of
adjacent rows of surface atoms along the ( 110) crystallo-
graphic directions. These images have low concentrations
of missing dimer type point defects, deemphasizing the
importance of m.-bonded defects' for the Ge(001) surface
reconstruction. Terraces formed from the primary (2X 1)
surface reconstruction were found to be separated by steps
of 1.4 A height, with the orientation of the reconstruction
rotating through 90' at each monatomic step. In higher
resolution images we observed domains of local p(2X2)
and c (4X2) symmetry. Similar higher-order reconstruc-
tions have been recently reported in tunneling microscope
studies of the Si(001) surface, ' however this surface was
found to contain a high concentration of missing dimer de-
fects' that may be necessary to stabilize the buckling of
dimers at room temperature.

Spectroscopic information obtained from the I-V
characteristics of the tunnel junction at constant vacuum
gap show spectral features in agreement with other sur-
face sensitive techniques and with recent theoretical calcu-
lations" for the layer density of states (LDOS) at
I (k~~

——0) for filled initial states below EF.
Comparison of images tunneling into empty sample

states and tunneling out of filled sample states, collected
simultaneously on either side of the surface band gap,
shows that the tunneling microscope maps densities of
states that are consistent with the asymmetrical buckled
dimer model of this surface. '
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II. EXPERIMENTAL PROCEDURES

The tunneling microscopes used in this study are simi-
lar to that described by Binnig et al. ' The tunneling mi-
croscope consists of a piezoelectric tripod whose legs form
an orthogonal coordinate system on which a polycrystal-
line tungsten probe tip is mounted. Application of 0 to
1000 V to the metallic plates evaporated on the piezoelec-
tric legs allows the tip to be accurately positioned any-
where within a 1-pm cube. The lateral motion of the tri-
pod was calibrated from tunneling images of the Si(111)-
(7 X 7) reconstruction where the distances are well known.
The vertical motion was calibrated by looking at small
steps on the Si(111)and Ge(001) surfaces for one of the mi-
croscopes, and by electron interferometry' for the other
microscope.

The microscope is mounted on a piezoelectric plate that
is kinematically supported and capacitively clampable so
that it may step the tripod-probe-ti. p structure in intervals

0

of 1000 A to 1 pm over millimeter ranges. Monitoring the
field emission current between the tip and sample during
the final approach allows the probe tip to be brought to
within a few angstroms of the sample surface without
"touching" the region to be scanned.

The tunneling probability varies both with geometric
and electronic changes in the gap between the tip and
sample. The particular electronic states contributing to
the tunneling current can be selected to some extent by
varying the magnitude and sign of the applied bias be-
tween probe tip and sample. In the limit of an applied bias
V that is much less than the work function +, the tunnel-
ing image has been shown to represent the changing abso-
lute position as the tip follows contours of the surface lo-
cal density of states at the Fermi level (EF ) at the center of
curvature of a locally spherical tip. ' The intermediate
voltage range where V&+ has been discussed by Sim-
mons. '

In the constant current mode, ' an integrating feedback
loop positions the tip with the Z piezoelectric transducer
so as to maintain constant tunneling current, of magni-
tude 0.1 to 1 nA, between the tip and sample. As the tip is
scanned laterally across the surface, the Z piezo length is
corrected by the feedback loop to maintain constant tun-
neling current. Linear scan rates vary from 50 to 200
0 0

A/sec; with data acquired on 1 A boundaries, an area of
0

100)&100 A is covered in a few minutes.
The current difference mode has been described by Ha-

mers, Tromp, and Demuth. Here the feedback control
circuit used to maintain constant tunnel current is gated
for short intervals during a raster scan by placing a track-
and-hold circuit in the feedback loop. When the feedback
loop is active, a constant voltage is applied between probe
tip and sample; when inactive, the position of the tip is
held stationary and the current difference between select-
able pairs of bias voltages is measured. Repetition of this
sequence during a raster scan allows the current-difT'erence
characteristics of each point along the raster scan to be
determined simultaneously with the constant-current im-
age.

The junction I-V characteristics are obtained with the
tip held stationary over the sample surface at constant

tip-sample separation. The constant gap spacing is ob-
tained by gating the feedback loop while it is stabilizing
the microscope at a demanded bias and current, then rap-
idly measuring the instantaneous current on a time scale
too rapid for the tunneling tip to drift while the feedback
loop is gated. This procedure is repeated 200 times for
signal averaging. The I-V measurement is performed at
various values of tip-sample separation to achieve a large
dynamic range in the tunneling current, and to look for
dispersion with respect to k~~.

The measurements were carried out in two different
UHV microscopes (base pressure 1X10 '" Torr), with fa-
cilities for in situ ion sputtering and direct current heat-
ing. One UHV system was equipped with a low-energy
electron diff'raction (LEED) apparatus for sample charac-
terization. The samples were 1-0 cm p-type and 0.2-A cm
n-type Ge(001) wafers. These samples were sputter
cleaned with a dose of 100 (Ar+ or Ne+, 1 keV) ions per
surface atom. After sputtering, the samples were an-
nealed at 800—850'C for 1 to 20 minutes and subsequently
cooled at 1'C/sec. After this treatment a sharp two-
domain (2 X 1) LEED pattern was observed. There was
no evidence of quarter order spots or streaks that would
be indicative of c(4X2) domains extending over the
LEED coherence length, although some LEED investiga-
tions ' ' at room temperature have found such features.
These features are more commonly found on the Ge(001)
surface at room temperature than on Si(001). The rever-
sible appearance of quarter order LEED spots below 230
K has been reported in an order-disorder transition on
Ge(001)"'

The probe tips were prepared by ac electrochemical pol-
ishing of 20 mil polycrystalline tungsten wire in a 1 mol
NaOH solution. The probe tips were cleaned in situ by
drawing 1 —100 pA of field emission current, and in some
cases the tips were sputter cleaned in order to obtain re-
peatable junction current-voltage characteristics.

III. RESULTS AND DISCUSSION

A. Constant-current images of the Ge(001) surface

Figure 1 shows a constant-current image of a 1Q-cm p-
0

type Ge(001) sample. This terrace region ( —150 A
square) was acquired with a 0.1 nA demanded tunneling
current at a —0.90 V bias applied between the tunnel
probe tip and the sample. Under this bias condition, tun-
neling of electrons occurs predominantly from the Fermi
surface of the probe tip into empty states above the Fermi
level of the sample. The Fermi level of the clean Ge(001)
surface is pinned by the surface states and the surface is
expected to be strongly p type irrespective of bulk resistivi-
ty as will be discussed below. In Fig. 1 the rows run
along the ( 110) crystallographic direction and are
separated along the (110) direction by ao&2 or 8 A,
where ao ——5.66 A is the bulk lattice constant of Cie. This
corresponds to twice the lattice constant of the unrecon-
structed surface ao/&2=4 A. It is reasonable to assume
that these rows are formed by surface dimers, although
the individual dimers along the row are not resolved in
this low resolution image. The total range of the gray
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FIG. 1. Constant current tunneling microscope image of the Ge{001)-(2&1) surface. White areas are surface protrusions and black
areas are depressions, with a total range of 1.5 A. The rows run along the ( 110) crystallographic direction.

0
scale in this image is 1.5 A with the corrugation between
peaks at the top of the rows (light) and the valleys between
the rows (dark) equal to 0.26+0.05 A. Under optimal
operating conditions, implying maximum lateral resolu-
tion, peak to valley corrugations of 0.44+0.05 A have
been measured. The defects in rows b, d, and f of Fig. 1

are believed to be associated with missing dimers al-
though, without further characterization, other causes
(such as adsorbate atoms) cannot be ruled out. A model
for the (2X1) surface reconstruction of Si(001) given by
Pandey' is based on missing dimer defects. This +-
bonded defect model additionally incorporates defects
that occur in a cross linked manner connecting different
rows as seen in rows k and l in Fig. 1. It is clear, however,
that the concentration of missing dimer type defects in
this scan is much less than 1 in 4, the concentration pre-
dicted in the m-bonded defect model. '

Figure 2 shows a stepped terrace region. In this figure it
can be seen that the orientation of the reconstruction ro-
tates through 90' in terraces that are separated by mona-

0

tomic steps of 1.4 A height. This step height is close to the
expected step height of ao/4= 1.42 A. Because step
heights and configurations on the Ge(001) surface are of
interest for epitaxial growth of GaAs on a germanium
substrate, we shall discuss them in more detail here.

In Fig. 2 the steps separating (001) terraces with edges
in the ( 100) and ( 110) directions have a height of one
interplanar distance ao/4, although the short step to the
right of rows j, k, and I is nearly a double step. Double
steps, of height ao/2, have been detected in a LEED study
of vicinal Ge(001) by Olshanetsky et al. A number of
different types of steps are shown in this 150&& 150-A im-
age. In rows 5 —8 of Fig. 2 the step is in the ( 110) crystal-
lographic direction with the reconstruction continuing
right up to the step edge. In rows 1 —4 the step is in the
(100) crystallographic direction. This step is formed
from kinks (missing dimers) in the ( 110) direction. Simi-
lar to the ( 110) steps that are observed on Si(001),' two
different configurations can occur at these steps depending
on whether the atoms forming the lower step edge also
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FIG. 2. Stepped terrace region. The contrast has been enhanced by light sourcing (gradient) to show all 5 terrace levels. The ter-
races are separated by monatomic ( 110) and (100) steps. The rows run along the ( 110) direction.

participate in dimer bonding, or whether the dimer bond-
ing starts at the next atomic row. Rows 1 —4 on the upper
terrace appear to terminate on valleys formed by rows
b —f of the lower terrace, while rows a —e appear to ter-
minate on the rows of the terrace containing rows 5 —9. In
the first case, the atoms forming the lower step edge parti-
cipate in dimer bonding while in the second case the dimer
bonding starts at the next atomic row. Steps and step re-
lated states will be considered in more detail below.

B. Electronic properties of the probe tip-sample tunnel junction

Since it has been shown in previous tunneling micro-
scope studies of semiconductor surfaces that the electron-
ic structure of the sample surface can dominate the
geometric structure in the tunneling images, no discus-
sion of the structure of the Cie(001) surface would be com-
plete without a discussion of the I- V characteristics of the
tip-vacuum-sample gap.

As was described in Sec. II, a constant vacuum gap
spacing I-V curve is obtained by gating the feedback elec-
tronics that stabilizes the microscope at a demanded bias
and current, then rapidly measuring the instantaneous
current on a time scale too rapid for the tunneling tip to
drift while the feedback loop is gated. The resulting I-V
curve, taken at stabilization biases of —2.0 and —2. 5 V,
and signal averaged 200 times, is shown in Fig. 3 plotted
as d lnI/d ln V against V. In this figure positive bias cor-
responds to tunneling from filled tip states into empty
sample states, and negative bias corresponds to tunneling
from filled sample states into empty tip states. The posi-
tion of peaks in a plot of d lnI/d ln V versus V are expect-
ed to show a close correspondence to the positions of reso-
nances in the densities of states of both sample and
tip. ' Spectral peaks in such a plot are considered to be
meaningful here only if the spectra are reproducible.

In Fig. 3 a surface state band gap of 0.9 eV width
separates the filled and empty state features, although
voltage drops within the sample cannot be excluded. Two
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ers in the appropriate energy range of the electron. The
second group, which includes Geld emission spectroscopy
and field ionization spectroscopy, derives their surface
sensitivity from a sampling of the exponential tails of the
initial- and final-state wave functions of the tunneling elec-
tron. As this group of spectroscopic techniques are most
closely related to the tunneling microscope, they will be
considered first.

1. Tunneling spectroscopic techniques

0 I

-4 -5 —2

ENERGY (eV)

FIG. 3. The ratio of differential to total conductivity vs ener-
gy, relative to the Fermi level. Stabilization voltages of 2.0 and
2.5 V and a demanded tunneling current of 0.5 nA were used.
For negative energies, tunneling occurs from filled sample states
into empty tip states. For positive energies, tunneling occurs
from filled tip states into empty sample states.

filled state features are found at —1.0 and —2.6 eV below
the surface Fermi level and have FWHM on the order of 1

eV. An empty state peak is found at +0.9 eV above the
Fermi level and also has a FWHM on the order of 1 eV.
The features at —1 eV on either side of the surface band
gap were reliably reproducible, while the peak at —2.6 eV
was less reproducible, and, indeed, is seen to be weaker
than the features in the vicinity of zero bias. We believe
the features at +1 eV arise mainly from the surface densi-
ty of states of the germanium sample as will be discussed
below. Additionally, the features at —2.6 eV may be reso-
nant with bulk states, and require a "special"
configuration of the tip to reliably image.

Two different curves are shown in Fig. 3, corresponding
to separations of 7.2 and 7.6 A for stabilization voltages
of —2.0 and —2. 5 V, respectively, as determined by elec-
tron interferometry. ' It can be seen that the results are
almost independent of separation, showing that the ex-
ponential dependence of the transmission probability of
the electron on gap separation and voltage, that appears in
dI/dV, tends to cancel ' in the ratio of (dI/dV)/
(I /V) =d lnI /d ln V.

If the resonances in the density of states of the tip are
not pronounced, the peaks in the spectra of Fig. 3 can be
identified by comparison to other surface spectroscopies
that are sensitive to the density of states of the sample.
The peaks can also be compared to theoretical results for
both surface" and bulk densities of states.

The surface sensitive spectroscopic techniques can be
grouped into general categories depending upon the na-
ture of their surface sensitivity. The first group, which in-
cludes photoemission (both angle integrated and angle
resolved) and inverse photoemission, owes its surface sen-
sitivity to the elastic mean free path of an unscattered
electron that limits the signal to at most a few atomic lay-

In field emission, the final-state wave function g/ is
known, so that the number j of electrons tunneling at
given energy e per unit time is sensitive to the exponential
tails of the initial-state wave function P; in the vacuum.
In the case of field ionization, on the other hand, the ini-
tial state P; is known so that j (e) samples the exponential
tails of the unoccupied final sample states P/ that are
above the Fermi energy. In vacuum tunneling both the in-
itial and final-state wave functions are unknown, so that a
statement about one requires an assumption about the
other. In general, an assumption is made about the tip
wave function, but in the recent calculations of
Lang ' ' the tip is treated on an equal basis as the sam-
ple using the wave functions that arise in a self-consistent
density functional calculation for a jellium surface with an
adsorbed atom for both tip and sample.

The use of field emission as a probe of surface density of
states below the Fermi level has been discussed by Penn
and Plummer and the use of field ionization for measure-
ment of surface density of states above EF by Penn.
While field-ionization spectroscopy (FIS) and field-
emission spectroscopy (FES) give complementary infor-
mation for the empty and filled surface states, they sample
different regions of momentum space. The tunneling bar-
rier in FES is nearly five times that in FIS so that only
electrons with k~~

——0 can contribute to the signal in FES,
while electrons with a broad distribution of momenta con-
tribute to the tunneling process in FIS.

The technique of field emission has been used by
Shepherd and Peria and Arthur for the observation of
surface state emission in the energy distribution of elec-
trons field-emitted from (001) oriented Ge. The theory of
field emission from semiconductors and the energy distri-
bution of field-emitted electrons has been discussed by
Stratton. Shepherd and Feria found that the field-
emission energy distribution from the (001) facet of Ge ex-
hibited a double peak. By comparing the measured distri-
bution with theory it was shown that the lower energy
peak arose from valence-band emission, while the higher
peak, between 0.6 and 0.7 eV below EF, represented emis-
sion from a band of surface states overlapping the bulk
valence band. These states were localized to the center of
the (001) facet and were sensitive to contamination. The
peak at —1 eV in Fig. 3 also has an onset between 0.6 and
0.7 eV below EF.

Field ionization has been used to study the empty sur-
face states of field evaporated Ge tips. Ernst and Ernst
and Block ' show the correlation between the regional
brightness of field ion (FI) and field electron (FE) patterns.
They interpreted the strict correspondence between FE
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and FI patterns by supposing that the same surface state
band discussed above takes part in field ionization as well.
They felt that the high field strength (1 V/A) in field ion-
ization would bend the bands upward causing the surface
to become p-type degenerate. The surface states just
above the valence-band edge are then empty, so that elec-
trons of the image gas atoms could then tunnel into these
empty surface states. In this way, the filled (001) surface
states that give rise to the regional brightness in the field-
emission pattern, also have associated empty surface
states that give rise to the correlated regional brightness in
the field ion pattern. No kinetic energy distributions of
the field-ionized noble gases were measured, so that the
energy distribution of unoccupied electronic states were
not determined.

If the tip used in metal-vacuum-metal tunneling exhib-
its nonfree-electron-like behavior, spectral features arising
from the band structure of the tip could in principle be ex-
pected in a spectrum such as shown in Fig. 3. The tip used
was polycrystalline tungsten, however the dimensions of
the tip apex are smaller than the polycrystalline grain size
so that it is essentially a single crystal; the ( 110) crystal-
lographic direction is often found to be coincident with
the tip axis in field-emission studies of polycrystalline
tungsten field emit ters. Field-emission and field-
ionization spectroscopy have been used to show the band-
structure effects exhibited by the low index faces of
tungsten.

The energy distribution of electrons field-emitted from
tungsten samples has been investigated by Young and
Muller and Swanson and Crouser. ' Swanson and
Crouser ' found that while some of the higher index
single-crystal faces exhibited free-electron-like behavior,
the total energy distribution of field-emitted electrons
from the (001 ) direction displayed band-structure effects.
In particular, the total energy distribution for the (001)
direction displayed a hump at 0.35 eV below the Fermi
level. This filled tip state feature would give rise to a spec-
tral peak at 0.35 eV above the Fermi level in Fig. 3, but
such a feature is not apparent.

Field-ion spectroscopy has been used to study the unoc-
cupied energy region from 0 to 4 eV above E~ on clean
tungsten surfaces. Utsumi and Smith" identified spectral
features in their field-ion energy distributions on the (001)
and (011) faces of tungsten that they felt were related to
surface and bulk densities of states. On the (001) face they
observed spectral features at 1.3, 2.0 and 2.7 eV above EF
and related these features to peaks in theoretically deter-
mined bulk (2.0 eV) and surface (1.25 and 2.7 eV) densi-
ties of states. These measurements were repeated by Han-
son and Inghram who only found structure at 2.0 eV
above EF. These authors also proposed alternative ex-
planations that did not involve density of states effects. If
this feature is related to the density of states, then it would
give rise to a spectral peak at 2.0 eV below the Fermi level
in Fig. 3, but such a feature is also not apparent. More re-
cently the unoccupied surface states for W(001) have been
investigated by inverse photoemission. At I, Drube
et al. observed an unoccupied surface state at 0.25 eV
above the Fermi level. The angular dependence and
chemisorption behavior identified it as a d 2 surface state

similar to the filled state observed just below EF (Refs. 43
and 44) as discussed above. A spectral peak at EF +0.25
eV is also not apparent in Fig. 3.

A further complication arises if there is structure in the
I-V spectrum from adsorbates on the tip. The structure
that would be expected has been discussed in the general
case by Lang. ' The specific structure that would be ex-
pected for germanium or hydrogen adsorbed on a
tungsten field emitter has been discussed by Gadzuk and
Plummer. The role of the tip in vacuum tunneling I-V
spectra can thus be dependent on the crystalline structure
of the tip apex region, as well as on adsorbate atoms in this
region. It is because of these possible variations in the tip
structure that spectral features in d lnI /d ln V are taken as
meaningful only if the spectrum is reproducible.

2. Other surface sensitive spectroscopic techniques

The peaks in Fig. 3 at —1.0 and —2. 6 eV can be com-
pared to spectral peaks in photoemission data for the
Ge(001) surface; however, a comparison between the two
techniques must take into consideration their inherent
differences. As has been discussed, the surface sensitivity
of the tunneling microscope limits it to the detection of
states that are confined to the surface whereas photoemis-
sion experiments may probe a few layers inside the sur-
face, picking up bulk states as well. Although the photo-
electron current in photoemission is essentially deter-
mined by the initial density of states, the intensity of a
given state

~

i ) is determined by the square of the matrix
element M&;

——(i
~

r
~ f ), where r is the quantum-

mechanical interaction of an electromagnetic field with an
electron. Possible selection rules that may arise in this
matrix element have been discussed by Gadzuk. '

An angle integrated photoemission spectrum has been
given by Rowe and Christman for the Ge(001) and Si(001)
surfaces using photon energies in the interval h v=11—21
eV. On the Ge(001) surface they found two surface sen-
sitive features with intensities depending strongly on sur-
face order (changed by Ar-ion bombardment) and on sur-
face purity (changed by H, Oz, or Cl adsorption). At that
time, they associated a peak at —1.3 eV with dangling
bond surface states that appeared to be almost completely
filled. The corresponding peak on the Si(001) surface was
at —0.8 eV with respect to EF. They also found a lower
peak at —2.4 eV below EF on Ge(001) and a correspond-
ing peak on Si(001) at —3 eV with respect to EF. While
the spectrum of Fig. 3 also has two peaks below EF, the
peak at —2.6 eV is lower than the peak at —2.4 eV found
in photoemission, and the peak at —1 ~ 0 eV in Fig. 3 is
higher than the peak at —1.3 eV found in photoemission.
The differences could arise from the different ranges of k

~~

sampled by these different techniques. Nonetheless, the
correspondence is reasonable, especially when taking into
consideration the width of the peaks ( —1 eV FWHM) in
Fig. 3.

More recently, the Ge(001) surface has been investigat-
ed with angle-resolved photoemission spectroscopy. As
will be discussed below, the tunneling microscope is most
sensitive to states with k~~

——0, ' ' ' so that comparison
with normal emission spectra for states at the I point of
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the surface Brillouin zone are expected to be most
relevant. The signal-to-background ratio for surface
states relative to bulk states is also improved in angle-
resolved spectroscopy. The angle-resolved photoelectron
spectroscopy investigation of intrinsic surface states on
the Ge reconstructed (001) surface by Nelson et al.
shows two surface states at —0.6 and —1.3 eV below the
bulk valence-band maximum at the I point of the surface
Brillouin zone. Surface sensitivity was demonstrated by
the attenuation of these peaks upon oxygen exposure and
a lack of dispersion (in normal emission) with photon en-
ergy in the interval of hv=12 —27 eV. The intensity of
these peaks varied with the incident photon energy and
was interpreted in terms of atomic photoemission from
states with different angular momentum quantum num-
bers l. At low photon energies, p states have a higher
photoemission cross section than s states, but the p cross
section decreases with increasing photon energy much
more rapidly than that for s states. Thus the photon ener-
gy dependence of the surface states at I indicates that
they have different symmetry properties. At the lowest
photon energies, the —0.6 eV peak was the most intense
surface feature, while at higher photon energies the —1.3
eV= peak was more intense.

A later study by Hsieh et al. , using p-polarized light,
identified peaks in their normal emission spectra at bind-
ing energies of —0.5 and —1.3 eV with respect to the
valence-band maximum, but they felt that these peaks at
lower photon energies (h v= 10—16 eV) were in fact
predominantly bulk peaks with perhaps some minor con-
tributions from surface state transitions. At higher pho-
ton energies (h v=26 —45 eV) they felt that it was very
likely that these features were derived from surface state
emission. These authors point out that these peaks cannot
unambiguously be assigned to surface states based solely
on binding energies as these energies are close to bulk re-
lated features. The peak with a measured binding energy
of —1.3 eV may be associated with the L4 & or L 6 critical
points; the theoretical binding energies of L~5 and L, 6
are —1.4 and —1.6 eV, respectively. The peak with a
binding energy of —0.5 eV is also close to the theoretical
binding energy ( —0. 3 eV) of the I 7 critical point. How-
ever, Hsieh et al. felt that this assignment was unlikely
as there is no corresponding feature in the spectra that can
be associated with the I 8 critical point at 0.0 eV. Thus the
interpretation of these features is somewhat controversial.
Hsieh et al. did not use the contamination test used by
Nelson et al. to distinguish surface from bulk peaks, as
they felt that bulk peak intensities could be changed by
the suppression of surface reconstruction and surface or-
der through surface diffraction or scattering effects, espe-
cially in the case of peaks arising from surface umklapp
involving surface reconstruction.

The peak at —1 eV in Fig. 3, that extends from —1.5 to
—0.5 eV, is in good overall agreement with the angle-
resolved photoemission results, although the two distinct
peaks at —0.5 and —1.3 eV found in photoemission ex-
periments are not individually resolved in the tunneling
spectrum. This could arise from the sensitivity of the pho-
toemission cross section to the incident photon energy.
At lower photon energies, the —0.5 eV peak is the more

intense feature, while at higher photon energies the
—1.3-eV peak is more intense. The photoemission spec-
tra taken with lower energy photons, that emphasize p
states, are in better qualitative agreement with the tun-
neling spectrum in Fig. 3 than photoemission spectra tak-
en with higher energy photons, which emphasize s
states. As will be discussed below, the two features that
are expected to contribute to peak at —1.0 eV in the tun-
neling spectrum have different symmetry properties, and
the tunneling microscope is expected to be more sensitive
to a protuberant p, -like dangling bond state than it is to a
recessed backbond state. Taking account of these symme-
try considerations, the agreement between angle-resolved
photoemission and the tunneling spectra is quite good.

The peak at —2.6 eV in Fig. 3, which is close in energy
to the peak at —2.4 eV in the angle integrated spectra of
Rowe and Christman, is also close to a peak that was as-
signed to a direct bulk transition from the valence band
along 6& in the angle-resolved spectrum of Hsieh et al.
and Nelson et al. This peak was assigned to a bulk tran-
sition because it showed a small, but nonetheless detect-
able, dispersion with photon energy in the interval
h v= 10—16 eV. Bulk states at the X point, having a large
wave vector in the (001) direction, will contribute to the
formation of (001) surface states and could be influential in
the formation of the peak at —2.6 eV in Fig. 3. The X5
critical point was determined to be near —3.0 eV in the
valence-band optical densities of state by Grobman and
Eastman. Similar results are seen in the spectra of Hsieh
et al. and the theoretical calculations of the bulk Ge
band structure.

High resolution angle-resolved photoemission studies of
Kevan and Stoffel ' ' showed an additional feature in
their normal emission spectra that is at or near the Fermi
level at room temperature. This metallic surface state
showed emission that was observed only over a narrow
range of k~~ near the center of the surface Brillouin zone.
The state slowly disappeared as the temperature was
lowered from room temperature to 77 K. This meta1-
insulator transition corresponded to a predicted and
observed transition from a disordered to an ordered
c(4X2) structure. In the case of the tunneling micro-
scope J-V characteristic, by definition, d lnI/'d ln V=1 at
V =0 so that the spectrum show in Fig. 3 is not expected
to show detail at E~.

There is unfortunately much less experimental data to
compare with for the empty states above Ez. In Fig. 3 a
peak at 0.9 eV with a width (FWHM) on the order of 1 eV
is seen. Evidence for an empty surface state can be found
in the partial yield photoemission spectra for clean and
adsorbate covered Ge(001) from Miller et al. and in the
joint density of states measured by ellipsometry by
Meyer. Meyer determined a peak at 1.7+0.2 eV that
could be phenomenalogically described by transitions be-
tween a band of filled surface states and a band of unfilled
surface states positioned roughly symmetrically with
respect to the band gap on a clean Ge(001) surface. This
transition would correspond to promotion of electrons
from the filled surface state at —1.0 eV to the empty sur-
face state at +0.9 eV in Fig. 3. The difference in transi-
tion energy measured with the tunneling microscope (1.9
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FIG. 4. The orbital character of pronounced surface features
is shown schematically for the reconstructed buckled asym-
metric dimer model. D„„andDd,„„arethe filled and empty dan-

gling bonds, respectively, and D; is the dimer bond. The dimer
antibonding orbital D; as well as the backbonding B& and B3
that are associated with the up and down atoms, respectively, are
not shown in this figure.

eV) and that measured by ellipsometry (1.7 eV) could arise
from the difference in k space emphasized by these tech-
niques; the 1.7 eV transition in ellipsometry is a threshold
energy difference that need not occur at the I" point of the
surface Brillouin zone, which is emphasized in the tunnel-
ing spectrum. Similar filled and empty state features have
been determined on the related Si(001) surface by photo-
emission, ' ' inverse photoemission, reAectometry,
and surface photovoltage spectroscopy.

3. Comparison to theoretical results

The peaks in d lnI/d inV of Fig. 3 can also be com-
pared to the recent first-principles electronic structure
theory for the Ge(001) surface given by Kriiger et al. '
and Pollman et al. ' Using a local-density-functional for-
malism in a self-consistent scattering theoretical method,
these authors determined the surface band structure for
the Ge(001) surface comprised of asymmetric buckled di-
mers. Kruger et al. ' found that the asymmetric dimer
reconstruction gave rise to four salient bands that were in-
timately related to the surface dimer: the dimer-bond
band D;, the dangling bond band D„~,the dangling bond
band Dd, „,and the antibonding dimer band D;*. The
D„~(Dd,„„)band originates from dangling bonds at the
up (down) atom of the asymmetric dimer. In addition,
they found back bond states that had sp bonding character

(B;) or mainly s character (S;). The energy interval
shown in Fig. 3 includes two of these backbond states; B

&

that is associated with bonding between the up atom of the
dimer and the first atomic layer, and B3 that is associated
with bonding between the down atom of the dimer and the
first atomic layer. A schematic representation of some of
these dangling bonds is shown in Fig. 4.

The discussion of the density of states associated with a
particular atom is perhaps clearest in terms of localized
electronic states. A discussion of the asymmetric dimer
reconstruction in terms of localized atomic levels has been
given by Ihm et al. " for the related Si(001) surface. The
dimer bond, D; in Fig. 4, was described as a covalent bond
[at K ( —2.2 eV) on Si(001)]between p, +p„andp, —p or-
bitals localized on the two atoms of the dimer (o bond-
ing). The corresponding antibonding combination D;* is
not shown in Fig. 4. The filled dangling bond state D„~
was described as developing from a bonding state of p or-
bitals associated with each surface atom [at J'( —0.3 eV)
on Si(001)], while the unoccupied dangling-bond state of
the down atom, Dd,

„„

in Fig. 4, originated from m. anti-
bonding of the p, states associated with the two atoms of
the dimer pair [at J' (0.6 eV) on Si(001)].

The measured tunnel junction characteristics from Fig.
3 are compared to the theoretical layer density of states at
the I point (of the surface Brillouin zone) in Fig. 5. The
theoretical density of states at the I point have been
chosen for this comparison with the data as these states
are expected to dominate the tunneling current. Currents
arising from a state with a parallel wave vector k~~ will de-
cay into the vacuum with an inverse decay length
K ( 2m p/A' +k

1
)', where p is the average barrier

height. ' ' ' For this reason, states with nonzero k~~ have
a shorter decay length and, at a given energy, states with

k~~ =0 will dominate the tunneling current. Only in the
situation where no such states exist is it possible to ob-
serve significant tunneling to or from states with large k~I

values.
The shaded region in the density of states in Fig. 5(a)

shows the contributions of the s, p„and s * orbitals to the
electron density curves separately for comparison to pho-
toemission and inverse photoemission data. Such an or-
bital decomposition is also of interest for comparison to
tunneling spectra. As discussed by Lang, ' wave func-
tions with azimuthal quantum number m&0 (e.g. , p ~
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FIG. 5. Comparison of the ratio of differential to total conductivity as a function of energy (a) LDOS at I" (from Ref. 62). The shad-
ed region shows the s, p„and s* contributions to the LDOS, separately. (b) Surface electronic band structure (from Ref. 15). The
shaded region shows the bulk electronic band structure. Surface bound states are shown as solid lines and pronounced resonances are
shown by dashed lines. The dots represent ARUPS data (from Ref. 4). (c) d 1nI/d 1n V [from Fig. (3)].
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states), have a node on the z axis, and as a consequence
their main weight is towards the sample. Their contribu-
tions to the tunnel current, for lateral separations that are
not too large, are smaller than those for m =0 (e.g., s and
p, states) that are protuberant from the surface since the
current decreases exponentially with separation.

The self-consistent electronic band structure of the
Ge(001) surface' is shown in Fig. 5(b) to indicate the
dispersion of the various surface state bands. Here surface
bound states are indicated by solid lines and pronounced
resonances by dashed lines. The solid dots represent ex-
perimental photoemission data of Nelson et al. All three
figures have been drawn with a common energy scale on
the vertical axis. The zero of the surface Fermi level in the
plot of d lnI/d ln V in Fig. 5(c) has been placed at the bulk
valence-band maximum ' in the surface band struc-
ture. The Fermi level at the surface of Ge(001) is expected
to be pinned by the filling of surface states with elec-
trons out of the valence band ' and has been measured
to be within 0.1 eV of the bulk valence-band maximum.
This pinning of the Fermi level is confirmed by compar-
ison of features in the photoemission spectra measured
relative to the surface Fermi level, ' with those measured
with respect to the bulk valence-band ' maximum

Peaks occur in the theoretical LDOS at the I point at
—2.9, —1.1, 0.2, and 0.6 eV in Fig. 5(a) that can be asso-
ciated with the B3,B&, Dz,„„,and D surface state bands,
respectively. A peak associated with the D„zdangling-
bond state has not been labeled in the LDOS of Fig. 5(a).
This is because this feature becomes a broad resonance at
I for Ge(001), giving rise to only a shoulder in the
LDOS." Although this resonance was found to be
broad in energy (about 1.5 eV), ' the surface charge density
at the I point in the surface Brillioun zone at 0.8 eV below
the valence-band maximum was found by Pollrnann
et al. ' to have the dangling-bond character of a surface
state, e.g., D„~.Peaks in the experimentally determined
d lnI/d lnVcurves occur at —2.6, —1.0, and +0.9 eV as
seen in Fig. 5(c). These peaks are rather broad in energy
(FWHM = 1 eV). The peak at —2. 6 eV is close in energy
to the B3 backbond peak in Fig. 5(a) that is associated
with the down atom of the dimer pair. Nonetheless, this
peak is weaker than the other spectral peaks in Fig. 5(c),
and may be resonant with bulk states as was described
above in the discussion of photoemission spectra. As this
state is a p ~-like backbonding state, it is not expected to
be a predominant feature in either tunneling spectra or
photoemission spectra (using p-polarized light at 60' from
the sample normal} as both of these techniques emphasize
p, contributions relative to p,p contributions. Calcula-
tions are presently underway to determine the contribu-
tion of state density that is associated with the D; band in
Fig. 5(b) to the LDOS in Fig. 5(a) around —2.6 eV for
points just away from I in the surface Brillouin zone. The
peak at —1.0 eV is intermediate in energy between the
shoulder in the LDOS at —0.8 eV that is associated with
the D„~dangling bond, and the B

&
peak at —1. 1 eV that

is associated with the backbond of the up atom of the di-
mer pair. These two features are of different symmetry
types; the D„„statesbeing formed from ~ bonding of p,
states and the B

&
state coming from p~~-like backbonding

states. The tunnel current could be sensitive to these
different symmetries, as was discussed above in the corn-
parison to angle-resolved photoemission spectra. Indeed,
Pollmann et al. ' compare the surface LDOS and
surface-plane averaged charge densitiesp(E, z}at k~~

——0 as
a function of E for z =0 and z =1.25 A, and have found
that while p (E, z =0) is very similar to the LDOS,
p(E, z =1.25 A) is drastically different, having a strong
D p peak at —0.80 eV and no sign of the B i peak that
dominates p(E, z =0) and the LDOS. They felt that the
lack of the B

&
peak in p(E, z = 1.25 A ) was due to the fact

that B& is a backbond resonance whose charge-density
lobes are directed from the surface to the subsurface layer
rather than into the vacuum. With these considerations in
mind, the agreement between the experimental spectrum
and the theoretical LDOS for filled states below EF is
quite good.

The peak in d lnl/d lnV at +0.9 eV is significantly
higher than either the 0.2- or 0.6-eV peaks in the LDOS
that are associated with the Dz, „andD;* bands, respec-
tively. This lack of agreement in energy position across
the band gap is not surprising when comparing to a theory
based on the local density approximation. ' The band gap
in the local-density-functional eigenvalues (Kohn-Sham
gap es) is typically 30—50%%uo less than the band gap ob-
served in the optical spectrum. The band gap energy has
been recently addressed by Hybertsen and Louie in a
first-principles theory of the quasiparticle energies in
semiconductors described in terms of the electron self-
energy operator. Viewed as a correction to the density
functional eigenvalues calculated with the local density
approximation, these results show a correction dominated
by a large jump at the gap. These results were only calcu-
lated for the case of band structure in solids and an un-
reconstructed surface, so that this correction cannot
rigorously be applied to the data given here, but the re-
sults suggest that the Dz, „peakcould have a substantial

. self-energy correction.

C. Tunneling into and out of asymmetric dimers

Figures 6 and 7 show the spatial relationship between
images collected simultaneously that emphasize surface
state bands on either side of the gap. When the tip is
biased negatively, as in Fig. 6(a), electrons tunnel from the
tip into the empty states of the sample above the Fermi
level. When the polarity is reversed, as in Fig. 6(c), elec-
trons tunnel from the filled surface states below EF. Fig-
ure 6(b) is a superposition of figures (a) and (c) showing a
clear phase shift along the dimer rows in tunneling to and
from the sample.

The image shown in Fig. 6(a) (cyan) is a constant
current tunneling micrograph taken with a —1.0-V po-
tential applied to the probe tip, relative to the sample,
which was held at a virtual ground. In this situation tun-
neling can occur from the Fermi surface of the tip into all
empty sample states lying between the Fermi levels of the
sample and tip. From the band structure diagram in Fig.
5, tunneling into these empty sample states would be ex-
pected to emphasize features associated with the Dz,

„

dangling-bond surface state, although contributions from
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FIG. 6. (a) Constant-current image with —1 V applied to the probe tip, tunneling into empty sample states. (b} Superposition of (a)
and (c) showing the phase shift between images tunneling into and out of the surface. (c) Current-difference image between V&

———0.5

and Vz ———1.2 V, tunneling from filled sample states. (d) Ball and stick model of atomic positions in (a) —(c). Cyan indicates the down
atom and yellow the up atom of an asymmetric buckle dimer (from Ref. 9}. (e}Perspective view.
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FIG. 7. Same as Fig. 6, but the step edge is now in the ( 110) crystallographic direction.
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D, that are not too much higher in energy, cannot be ex-
cluded. The image in Fig. 6(c) (yellow) is a current
difference image that was collected simultaneously with
the tunneling image shown in Fig. 6(a). In Fig. 6(c) the
current difference was taken between sample biases of
—1.2 and —0.5 V, thus bracketing the peak in
d 1nI/d ln V at —1.0 eV in Fig. 3. The diff'erence image
can be interpreted primarily as an image of the electronic
states giving rise to this peak. From the band-structure
diagram in Fig. 5(b), it would be expected that an energy
window from —1.2 to —0.5 eV would bracket the filled

D„~dangling-bond surface resonance centered at —0.8
eV at the I point of the surface Brillouin zone, as well as
the backbond state B& at —1. 1 eV that is associated with
the D„atom of the asymmetric dimer. Although there
are two channels for tunneling from filled states in the en-

ergy window between —1.2 eV and —0.5 at I, both of
these filled states are associated with D„and the current-
difference image can be interpreted as an image of the
electronic states associated with this feature. The charge
density at the I point associated with D„zat —0. 8 eV is
protuberant from the surface' and would be expected to
dominate the tunneling current relative to the B I feature
that is a backbond resonance and is recessed from the sur-
face. Hamers et al. have discussed the difficulty of im-

aging of Si-Si backbond states in the case of Si(111)-
(7 X 7). Although it would be useful to have, it is not pos-
sible to acquire a current-difference image between +0.5
and + 1.2 V, bracketing the empty state at + 1.0 V, while
stabilizing the tunneling microscope at + 1.0 V. The feed-
back loop, to first order, nulls the difference in tunneling
current at these two voltages that are in close proximity to
the stabilization voltage. Since the tunneling process em-
phasizes surface states over bulk states, it is expected that
the constant-current tunneling image and current-
difference image collected while stabilizing the micro-
scope at the filled state at —1.0 V would show the same
spatial conformation; indeed this has been demonstrated
on Si(001). Figure 6(b) is a superposition of Figs. 6(a) and
6(c). This figure clearly shows a phase shift along the di-
mer rows that occurs when the tip bias is reversed.

Recently Stroscio et a/. have shown how the contrast
in current difference images can be crucially dependent on
the choice of bias voltage used for the stabilization point
of the topographic image. In particular they noted a
phase reversal between topographic and current-
difference images that was associated with geometric
changes in the tunneling gap, rather than density of state
features. To check for such geometric effects we have re-
peated the topographic measurements, and have simul-
taneously collected images on either side of the surface
band gap by revising the tip polarity in alternate line
scans. The superimposed images (cyan tunneling into
empty sample states, gold tunneling out of filled simple
states at +2 eV bias) are shown in Fig. 8. The spatial con-
formation and phase shift between filled and empty sam-
ple states in Fig. 8 are in agreement with the images in
Figs. 6 and 7, so that any geometric changes in the tunnel
gap do not appear to cause a phase reversal between topo-
graphic and current difference images as was found by
Stroscio et al. on the Si(111)-2X1 surface.

FIG. 8. Superposition of constant-current images tunneling
into and out of the sample on either side of the surface band gap.
The cyan image shows tunneling into empty sample states at an
applied tip bias of —2 eV. The gold image shows tunneling from
filled sample states at an applied tip bias of + 2 eV. The two im-
ages were collected simultaneously by reversing the tip polarity
on alternate line scans.

If the surface electronic structure is considered in a
simplified model where the lower occupied surface bands
around I are associated with states localized around the
"up".atoms of the dimer pair, and the upper unoccupied
surface bands around I are associated with the "down"
atoms, then Figs. 6(a) —6(c) lead to the model structures
shown in Fig. 6(d) and 6(e). Figure 6(d) is an orthographic
projection of the surface structure, and 6(e) is a perspec-
tive view that emphasizes a (100) step between points I
and I' in this figure. In Figs. 6(d) and 6(e) the atom core
positions are shown, with yellow denoting an up atom and
the blue denoting a down atom. The atomic displace-
ments are based on the asymmetric dimer geometry de-
scribed by Chadi and Ihm et al. " for Si(001), scaled to
the Ge lattice constant. We use a simple ball and stick
model to indicate atomic core positions rather than the
approximation of spherical atomic charge superposition,
as this approximation has been shown to be substantially
in error for reconstructed semiconductor surfaces. A
modified atomic charge superposition, that allows for
different atomic charge distributions for the two dimer
atoms, has recently been calculated for the Ge(001) sur-
face.

In Fig. 6(a) the rows labeled 1 —7 have an apparent zig-
zag structure that is attributed to rows of buckled asym-
metric dimers in which the direction of buckling alter-
nates from dirner to dimer along a row. This "antiferro-
magnetic" ordering would be expected to lower the sur-
face Madelung energy if a dipole moment were associated
with each dimer pair. Such a dipole moment could arise



36 TUNNELING MICROSCOPY OF Ge(001) 6091

from a charge transfer from the down atom to the up atom
of the dimer pair. A charge transfer of 0.36+0.02 elec-
trons results from the formation of an asymmetric dimer
in Chadi's model for the Si(001) surface. This surface di-
pole moment would result in an increase of O.S1 eV in the
work function of the ionic surface relative to that of the
covalently bonded (symmetric dimer) surface if screening
and substrate polarization effects are ignored. Experi-
mental evidence for this extra dipole contribution to the
work function of Si(001) is given in the surface photovol-
tage spectroscopic measurements of Monch et al. By
using arguments based on chemical-bond theory, Pauling
and Herman concluded that the (001) surface of Si in-
volved asymmetrical pairs of a tricovalent Si (s p ) atom
and a tricovalent Si+(sp ) atom, with the electric charge
on Si and Si+ somewhat reduced by the partial ionic
character of the bonds formed by these atoms and by some
resonance of the unshared electron pair from Si to Si+.
Evidence for a small amount of charge transfer, from the
down atom to the up atom in a tilted dirner, was also
found in a helium diffraction experiment to determine the
surface structure of Ge(001). The question of charge
transfer has also been considered by Schluter for the
Si(001) surface. Schluter points out that Chadi's empiri-
cal tight binding (ETB) calculations were done without an
explicit term in the expirical Hamiltonian that would ac-
count for silicon's resistance against charge transfer (the
intra-atomic Coulomb repulsion U). The post hoc estimate
for U=0. 3 eV was felt to be small.

In rows 1 —3 of Fig. 6(a), correlations between the phase
of buckling between the rows gives rise to local p (2X2)
symmetry. We have seen no evidence of local c(2X2)
symmetry. In rows 3 —7, the buckling is 180' out of phase
giving rise to local c(4X2) symmetry. The same local
symmetry is found in the current-difference image of Fig.
6(c). Here the lozenge shapes seen in rows 4—7 are inter-
preted as a convolution of contributions from sources on
neighboring dimer rows. The filled state maxima in Fig.
6(c) have a surface concentration of 3. 12 X 10' /cm, or
normalized to the surface atom concentration of
2/ao ——6.24X10' /cm, a factor of 1 in 2. This surface
concentration is also consistent with a filled surface state
associated with the up atom of an asymmetric dimer, that
also occurs in a surface concentration of 1 out of every 2
surface atoms.

An interesting asymmetry is seen in rows 3 —S of Fig.
(7). In Fig. 7(a), a constant current micrograph tunneling
into empty sample states, these rows exhibit little or no
"wiggling" amplitude associated with the alternation of
buckled asymmetric dimers. Nonetheless, an asymmetry
in the charge distribution can be seen from the superposi-
tion of the filled and empty state tunneling images in Fig.
7(b). The yellow, emphasizing the filled sample states
shown in the current difference image of Fig. 7(c), is
weighted towards the top of rows 3 —5 in Fig. 7(b). Thus
even in the case of local (2X 1) symmetry, the dimers can
exhibit asymmetric behavior. This local (2X 1) domain is
a boundary region between the local c (4 X 2) symmetry of
rows (1,2) and (6,7). Rows 2 and 7 show the behavior at
phase boundaries between regions of local symmetry, as
well as varying degrees of asymmetry for the tilting of the

dimers.
The electronic structure of the Si(001) surface has been

recently investigated by Hamers et al. with the tunnel-
ing microscope. These investigators found one filled and
one empty state in the energy interval of —2 to +2 eV
with respect to the surface Fermi level, and identified
these states with atomic features of a dimer model. They
concluded that tunneling from filled sample states oc-
curred exclusively though the Si-Si dimer bond, while tun-
neling into the sample occurs through the empty dangling
bonds for symmetric looking dimers. Hamers et al.
were unable to ascertain with their tunneling images
whether the symmetric-looking dimers were truly sym-
metric or whether they were only sensitive to the time-
average position of dimers that were rapidly switching be-
tween the two buckling directions. These authors point
out that the ion scattering studies of Tromp et al. find
best agreement for buckled dimer models. The buckled
dimer model was also supported by the helium diffraction
experiment of Cardillo and Becker for the reconstructed
Si(001) surface, and by Lambert et al. for the Ge(001)
surface.

In tunneling microscope images of Si(001), Tromp
et al. ' and Hamers et al. ' also observed buckled di-
mers, but only close to point defects. Based on the loca-
tion of the buckled dimers near defects, they argued that
the buckled dimers observed with the tunneling micro-
scope at room temperature were stabilized by defects.
When the dimers were buckled, they found different elec-
tronic structures on each of the two atoms. The atom that
appeared highest at negative sample bias gave rise to the
least tunneling current at positive sample bias and vice
versa. Harners et al. gave this as evidence for a transfer
of charge from the lower atom to the upper atom upon
buckling, since the single filled state is localized on the
upper atom while the single empty state is localized on the
lower atom.

D. Step related states

Two of the different step configurations that were
shown in the stepped terrace of Fig. 2 occur separately in
Figs. 6 and 7. In Fig. 6(a) the step labeled I is in the ( 100)
crystallographic direction. This step is formed from kinks
(missing dimers) in the ( 110) direction. This step appears
between point I and I' of the models in Figs. 6(d) and 6(e).
Another (100) step is shown between points II and II'.
The atomic positions in this model have been indicated in
such a way that the atoms forming the lower step edge do
not participate in dimer bonding. These atoms are
colored yellow as they also have dangling bonds forming a
(ill) minifacet at the step edge. These two dangling
tetrahedral bonds show up very predominately in the
current-difference image of Fig. 6(c) along lines I and II,
and contribute to current-difference images that bracket
the surface band gap.

Figure 7 has a step in the ( 110) direction that has been
labeled I in each of the images. It can be seen that the di-
mer reconstruction extends right up to the step edge here.
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In Fig. 7(b) and the models in Figs. 7(d) and 7(e), the yel-
low that has been associated with the up atom of the di-
mer is in line with the rows in the terrace below. The cyan
that runs along the upper step edge is in line with the val-
leys formed between the dimer rows on the lower terrace.
This observation is in agreement with the steps that were
observed on the Si(001) surface. ' Here the up atoms in
the upper plane step edge were always aligned with the
center of the dimer in the lower plane while the down
atoms were aligned with the gap between dimer rows in
the lower plane.

IV. CONCLUSIONS

We have found that the predominant reconstruction
mechanism for the Ge(001) surface is dimerization. The
concentration of missing dimer point defects is much less
than on the Si(001) surface, ' and they do not appear to be
necessary for either the (2X 1) surface reconstruction, or
for higher-order p(2X2) and c(4X2) ordering. ' We
have found no evidence for a c (2 X 2) ordering.

Our tunneling images and I-V spectra for filled sample
states are in good qualitative and quantitative agreement
with previous observations of surface state emission in the
energy and emissivity distributions of electrons field-
emitted from (001) oriented Ge. ' We have found quali-
tative agreement between our tunneling images for empty
sample states and the regional brightness of field ion im-
ages, where electrons of the image gas tunnel preferential-
ly into empty surface states. ' Our tunneling spectra
have also been found to be free of nonfree-electron-like be-
havior of the tungsten probe tip.

Our tunneling spectra have been compared to other sur-
face sensitive techniques. ' The best agreement is
found for techniques that emphasize the k~~

——0 region of
momentum space. ' We have found that symmetry con-
siderations can also be important. '

The peaks in d lnI/d lnV below EF are also in agree-
ment with spectral features in the layer density of states at
I in a first-principles electronic structure theory" ' for
the Ge(001) surface comprised of asymmetrical buckled

dimers. The agreement with other experimental tech-
niques mentioned above, as well as with theoretical pre-
dictions, suggests that d lnI jd ln V is related to the LDOS
(Refs. 29 —31) on Ge (001) and that the tunneling current
is dominated by states near I for sufficient probe tip to
sample separation. ' '

A simplified model of the atomic positions using
Chadi's asymmetric dimer configuration, that associates
a lower occupied surface band corresponding to electronic
states localized around the up atom and an empty upper
band corresponding to states associated with the down
atom of an asymmetric dimer, leads to a geometric and
electronic surface configuration that is consistent with the
tunneling microscope images.

The Ge(001) surface has been found to be comprised of
asymmetric dimers at room temperature that do not re-
quire point defects for stabilization in contrast to Si(001).
The asymmetric dimers are arranged in local p (2 X 2) and
c (4 X 2) domains that are stable at room temperature, sug-
gesting that the low-temperature phase transition predict-
ed and seen ' ' on this surface is more complex than a
simple dimer Aip and may involve collective interactions.

Steps on this surface are of monatomic height, and
occur in primarily two configurations. In one config-
uration the steps are in the (110) direction, with the di-
mer pair reconstruction extending up to the step edge. In
the other configuration the step is in the ( 100) direction,
and is comprised of kinks formed by missing dimers. This
step configuration has a higher linear density of filled
dangling-bond states than the ( 100) steps.
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