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A general formalism recently introduced for the study of physical systems exhibiting uniaxial,
spatially modulated commensurate phases is applied to the three-state chiral clock (CC;) model in
d > 2 dimensions with arbitrary coordination numbers, g, in-layer and g, between layers. Asymp-
totically exact low-temperature expressions for the domain-wall tension, and for the pair and trip-
let wall-wall interaction potentials, are calculated explicitly by a transfer-matrix method. The wall
interaction potentials determine the phase diagram at low temperatures. The results are compared
with those of a similar analysis for the axial next-nearest-neighbor Ising (ANNNI) model, reported
in part II: qualitative differences in the phase diagrams directly reflect the different forms of the
domain-wall interactions in the two models. The limit of infinite coordination numbers yields the
exact low-temperature mean-field phase diagram, which is seen to be qualitatively incorrect for
describing the original, g, =2 CC; model; the phase diagrams for g; >4 exhibit a quasitricritical
point on the phase boundary between the modulated and single-domain phases.

I. INTRODUCTION AND SUMMARY

This is part III of a series of papers on domain-wall
interactions in physical systems which may exhibit uni-
axial striped phases in which homogeneous domains of
an underlying ordered phase are separated by an array
of parallel, localized walls at successive separations
Iy, 15, 13, - -+ . The formalism used here and presented
in part I of this series,! regards the model’s exact free-
energy density as a sum of domain wall tensions,
2(T,u, - - ), associated with individual walls, plus pair,
triplet, quadruplet, and all higher-order many-wall in-
teraction potentials, W,(T,u, - - - ;{l;}), n>2, which
account for the effective forces exerted by the walls on
one another. The determination of the (T,u, - - - ) phase
diagram proceeds in a hierarchical fashion, whereby the
simplest stable wall configurations arise from considera-
tion of only the wall tension and the pair interaction W,
while more complicated intervening phases are stabilized
successively by the influence of the three-wall and
higher-order interactions W, . 3.

In part II of this series,” we applied the approach to
the axial next-nearest-neighbor Ising, or ANNNI model,
in which short-range competing couplings are responsi-
ble for the appearance of uniaxial striped phases. A
transfer-matrix method was applied in II to calculate
asymptotically exact low-temperature expressions for the
fundamental domain wall interactions, W,, in d >2 di-
mensions. Here we consider another model with short-
range competition, the three-state chiral clock, or CC,,
model, originally introduced by Ostlund® and by Huse.*
Along one special lattice direction (normal to the
domain walls), a chiral field breaks the Z; symmetry of
ordinary nearest-neighbor three-state clock couplings in
this model, and supplies the competition which, in the
ANNNI model, is created by the presence of first- and
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second-neighbor Ising couplings of opposite sign. Con-
sequently, the phase diagrams of the ANNNI and CC;
models, in the plane of competition parameter versus
temperature, have certain resemblances even though
there are significant differences which can be attributed
directly to the different types of wall interactions in the
two models. A brief comparative summary of our re-
sults for these two models, together with an outline of
the approach described in I, has been published.’

Our transfer-matrix calculations extend the CC; mod-
el to arbitrary in-layer and interlayer coordination num-
bers, gy and ¢g;. For the simple cubic lattice with g, =2,
the only case hitherto considered, it turns out that we
can employ the same matrices introduced by Yeomans
and Fisher®’ to calculate the coefficients in a low-
temperature series expansion of the CC; free energy: the
resulting phase diagram which we obtain corroborates
their findings. (See Fig. 1 of Ref. 6 and Fig. 3, below.)
Upon extending these calculations to arbitrary ¢q; >4,
however, we find that qualitative changes ensue in the
phase diagram: see Fig. 3 below which summarizes our
findings.> Specifically, the model now exhibits a quasitri-
critical point at which the transition between the “com-
mensurate,” or single-domain, and ‘“‘incommensurate,”
or spatially modulated, phases switches from first order
to quasicontinuous: a general analysis of this
phenomenon was given in I. Insofar as the quasitricriti-
cal point persists even in the limit of infinite coordina-
tion numbers, where we obtain the the exact mean-field
limit of the model, it follows that mean-field theory gives
a qualitatively incorrect picture of the original (¢, =2)
CC; phase diagram even at arbitrarily low temperatures.
This somewhat surprising result explains a discrepancy
recently discovered between the asymptotically exact
low-temperature g; =2 phase diagram derived by Yeo-
mans and Fisher,”” and a series expansion of the mean-
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field CC, free energy by Siegert and Everts.®

The layout of this paper is as follows. Section II in-
troduces necessary notation and summarizes the compu-
tational procedure developed in parts I and II of this
series. In Sec. III we develop the transfer-matrix calcu-
lation of the wall potentials, W,, for the simplest case of
interlayer coordination number ¢g;=2. These calcula-
tions are extended to arbitrary ¢, >2 in Sec. IV, and the
behavior near the quasitricritical point, which then
arises, is examined.

II. DEFINITIONS AND FORMALISM

The competition among interactions which seems
necessary to produce high-order spatially modulated
phases is achieved in the ANNNI model by the intro-
duction of an axial second-neighbor coupling J,, whose
sign is opposite to that of the first-neighbor coupling J;.
But one can also create such competition in a model
with only nearest-neighbor (NN) couplings, at the ex-
pense of replacing the simple binary Ising spins with
multistate spins. Perhaps the simplest such models are
the p-state chiral clock (CC,) models,>* composed of
commuting spin variables n, which take the values
0,1,...,p—1. It is convenient to visualize these p
values of n, as the p equispaced points around the unit
circle that form an angle (27 /p)n, with respect to an ar-
bitrary fixed axis. The spins reside on the sites r of a d-
dimensional lattice, in which a special “axial” direction
or z axis is singled out. Within every (d —1)-
dimensional lattice ‘“plane” or ‘“layer” normal to this
axis, any two spins separated by a nearest-neighbor lat-
tice vector 8 experience the simple “clock” coupling

—Jocos[(2m/p)n. s—n.)] .

Note that this term can assume [1p ]+ 1 distinct values,
as determined by the p possible distinct values of the
cosine’s argument. Only for p =2 or 3, then, is this in-
tralayer clock coupling equivalent to the fully symmetric
Potts model coupling

_JOB(nr’nr+8) ’

where 8(x,y) is the Kronecker delta function. In the
chiral model, however, spins separated by a nearest-
neighbor lattice vector &' between adjacent layers experi-
ence a clock coupling whose mirror symmetry (invari-
ance under spin interchange) is broken by the addition of
a chiral field k. The Hamiltonian is thus taken to be?

H=TZ |—Jo 3 cos -Z-E(n,”,—n,)
r 8
—J1 > cos 2—ﬂ(n,+8r—n,—ic)
Y
—H cos zf(n,—er) , (2.1

where the last term accounts for a possible ordering field
H,, acting at site r at an angle (27 /p)0, relative to the
spin direction n,=0. Let the coordination numbers
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within a layer and among adjacent layers be denoted g,
and g, respectively: for the commonly considered sim-
ple cubic lattice, one has g, =4 and ¢, =2.

In zero field, the chiral-clock Hamiltonian is invariant
under the transformations®’

K— —K, n.——n, (modp) (2.2)

and

k—14k, n,—(n,+2z) (modp), (2.3)

where z denotes the z coordinate of lattice site r (the lat-
tice constant along the z axis being set to unity). Hence
it suffices to study the phase diagram for, e.g., O<k<i
or +<k<l.

It will be assumed throughout that J; >0, J, >0, and
H,=0. Then in the ground state it is clear that, as for
the ANNNI model, each layer will be ferromagnetically
ordered (all spins taking the same value), so that the
ground state can be described by specifying the sequence
of these spin values along the z axis. This sequence is
readily determined by examination of the second term in
(2.1). At k=0 (the pure clock model), % is minimized
when

An.=n. g —n, (2.4)

assumes the value O (fully ferromagnetic ground state).
As k increases toward 1, however, An =1 is increasing-
ly favored relative to An, =0, until at k=1, the states
An,=0 and An =1 are energetically degenerate. For
1 <k <1, the Hamiltonian # is minimized by An,=1, so
the ground state is the “right-handed helical” sequence

e 012 (p—1)012---(p—1)012- -~

along the z axis. [Note that this conclusion also follows
from the known ferromagnetic ground state for 0 <« < 1,
by (2.2) and (2.3).] There is thus, as in the ANNNI
model, a multiphase point of infinite ground-state degen-
eracy at k=4: at this point, a ground-state layer se-
quence may have An =0 or 1 for each r individually.
This degeneracy implies a finite zero-temperature entro-
py per layer (of kgln 2) but still zero entropy per spin, in
accord with the Third Law of Thermodynamics.

To describe the different possible ground states at the
multiphase point k=1, it is convenient to adopt a nota-
tion® similar to that used for the ANNNI model (see
Sec. II of part II): {j,j, - - - j, ) will denote a periodic
layer sequence whose fundamental period consists of j,
layers all in the same state m (a “j; band”), followed by
J2 layers all in the state (m +1)(modp) (a “j,-band”),
then a j;-band in the state (m +2) (mod p), and so on,
concluding with a j,-band. (Note that when H,=0 the
value of m does not matter.) Thus, the ferromagnetic se-
quence is denoted by { « ?, and the right-handed helical
sequence by (1).

For p =2, the chiral-clock Hamiltonian (2.1) for any
fixed k (and H,=0) is just that of a d-dimensional Ising
model with uniaxial anisotropy, which exhibits only a
simple ferromagnetic-disordered phase transition. [At

k=1, the model decouples into a set of independent

2
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(d —1)-dimensional isotropic Ising layers.] To obtain
more complicated phases, one must consider p > 3; most
work so far has focused on the case we shall consider,
namely, the (p =3)-state model. (Some calculations for
p >3 have been reported by Yeomans.*!0)

The breaking of the ground-state degeneracy of the
multiphase point at low temperatures may be treated
along the lines used for the ANNNI model. The low-
temperature free-energy series expansion about an arbi-
trary ground-state configuration, carried out by Fisher
and Selke for the ANNNI model and described in II,
has also been applied to the CC; model by Yeomans and
Fisher.%” For the CC; Hamiltonian (2.1), breaking a sin-
gle “in-layer” ferromagnetic bond is associated with a
Boltzmann factor!'!

J
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—3Ky/2

w=e with K, =J,; /kgT for i=0,1. (2.5)

I

Hence, the principal small parameter of this free-energy
expansion is the total in-layer Boltzmann factor

Wo=w % (2.6)

associated with ‘“‘overturning” one spin in a fully fer-
romagnetic layer. Note that the spin can be flipped to
either of fwo other states, but the in-layer pure clock
coupling is insensitive to the final state. The axial chiral
clock coupling is sensitive to the flipped spin’s final state,
however, so the Boltzmann factors associated with
changes in axial NN bonds can be expressed’ in terms of
two parameters, y and 6, defined by the weights

(00—01)=(11—12)=(22—>20)=exp lKI cos —231(1-;() —cos %ﬁx ]Eye, 2.7)
27 21
(00—-02)=(11—-10)=(22—21)=exp 'Kl cos 7(2—;() —cos | 57K ]zy. (2.8)

Thence one has the Boltzmann factor

(01—02)=(12—10)=(20—21)=yp -7, 2.9

since the reverse transitions [like (01 —00)] are associat-
ed with the reciprocal Boltzmann factors. From the
CC; Hamiltonian (2.1), one can relate y and 6 to w and
«: for this purpose, it is convenient to define a parame-
ter & which measures displacement from the multiphase
point k= according to

cos(2m/3)(1—«k) 9

5=
cos(2m/3)k
z%(l(——%) as k1 . (2.10)
One then finds
8
= —_——m y 2-
543 (2.11)
_ 211/2 _ 2
1701046 _p1ol1-8/6+00 ;]‘ 2.12)

The first step of the series expansion, which considers
only a single flipped spin, indicates a wedge of (2)
phase in the (k,T) plane, of width Ak=0 (K[ 'w,) at
fixed small 7, springing from the multiphase point and
separating { o ) from (1). By virtue of the symmetries
(2.2) and (2.3), the o0 ):(2) and (2):(1) pseudoboun-
daries are mirror images of each other in the line k=1;
we shall confine our attention to the (2):(1) pseu-
doboundary, on which K8 assumes the value’!!

q,/2

K 8"(T)=(8/¢,)(1—p"" ", . (2.13)

On this pseudoboundary, all layer sequences composed of
1 and 2 bands only have the same free energy through
order wy. Further terms of the series, of order w3 and
higher, are needed to resolve which of these sequences

actually appear as stable phases between (2) and (1).
This (2):(1) pseudoboundary is therefore precisely
analogous to the (3):(2) pseudoboundary of the
ANNNI model: as in II, one may now characterize all
phases that may appear on the (2):(1) pseudoboundary
as composed of {2)-phase domains separated by 1-band
walls, where a domain of width k is comprised of k adja-
cent 2 bands, and a wall consists of a single 1 band. Of
course, no reason has so far been given for preferring
this description of the possible phases to the alternative
which regards them as composed of (1)-phase domains
separated by 2-band walls: our choice of convention is
guided by the results of the complete Yeomans-Fisher
expansion,’ which indicated that the phases interpolating
between (2) and (1) are of the form (12%), in which 1
bands do indeed occur only singly as “walls.” It is im-
portant to note, however, that our identification of
domains and walls at this point is purely arbitrary and
will not influence or restrict the set of phases that we
subsequently establish as being stable. In particular, for
the case of arbitrary interlayer coordination number
g, >2 we shall explicitly demonstrate, in Sec. IV B, the
stability of phases more complicated than just the ‘“‘sim-
ple periodic” (12*) phases, and, in Sec. IV C, we shall
find it convenient to adopt the alternative convention of
(1)-phase domains separated by 2-band walls in order
to resolve part of the phase diagram more fully.

To proceed with the refinement of the phase diagram
according to the formalism of I, we shall find it compu-
tationally convenient, as in II, to introduce the reduced
free-energy density

f=Fy/NkpT , (2.14)

where Fy is the total free energy of a lattice of N sites,
and the reduced domain wall tension and wall interac-
tions, namely,



5366

o(T,k)=2(T,k)/kgT
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actly in terms of the background free-energy density f,,
of the pure (2) phase and the reduced n-wall interac-

W,,(T,K;Il, ce sl =W ATy, .. 1, 1) /kpT, tions W among the 1-band walls, as
(2.15) ST LD =Fo T+ AF (T {1]) (2.16)
Then the reduced free-energy density may be written ex- with the basic decomposition
J
1 N
Af(T,k;{l;})= lim ——2 o(T,k)+ 2 700 031 1 P T AP
LN— L — n—=2
N — e
=L}\ifm — (No+ I [Wr)+ Wi, )+ -+ ] (2.17)
N = e i=1
Here WV denotes the number of walls in a system of L and, for general n >3,
layers, and the /; denote the axial distances between suc- — Ky ok, Ky,
cessive walls: specifically, if there are k; 2 bands be- Wally,lo, oo 1y ) =(127112 12 b, (2.22)
tween the ith and (i 4 1)th 1-band walls, then those two with I, =2k; +1. The coefficient @, =(1) in (2.20) has a

walls are [;=2k;+1 lattice layers apart (with [; > 1).
Notice that we must allow for the possibility that two
walls may be separated by zero 2 bands in order to re-
tain full generality.

The wall interaction potentials W, in (2.17) may be re-
lated to the ‘standard structural coefficients” of the
Yeomans-Fisher free-energy expansion®’ in precisely the
same manner as was done for the ANNNI model in
Secs. II B and II C of II, if every mention of a 3 band”
there is replaced by “1 band.” Therefore, in the
remainder of this section, we only summarize the
correspondence, referring the reader to II for more de-
tailed discussion and proofs. Following Yeomans and
Fisher,®”'? we may write the reduced free-energy densi-
ty as

fUpwy,8)=ao(w,y;8)+ 3 a,(w,y;8)p, , (2.18)

where the p, are variables which denote the number of
occurrences per layer of the layer sequence v in the
ground-state configuration about which the series expan-
sion is being done. For example, the configuration
(1212%) of period eight layers has p;=21=1, p,=3,
p2=%=1%, pipi=+, etc. These p, are not all indepen-
dent variables, but satisfy various linear relations, analo-
gous to Eq. (2.16) of II; the sum in (2.18) extends only
over a linearly independent or ‘“‘standard” subset of all
possible layer sequences v constructed according to the
following convention.'?
The standard sequence of length m +2 bands built
from an inner core sequence v of length m bands is 1v1.
If we introduce the convenient abbreviation
a,=(v) (2.19)

for the standard structural coefficients in (2.18), the re-
duced wall interactions W, are then directly given by

o(T,k)=(1),
W, (T,k;1)=(12F1) (I =2k +1),

(2.20)
(2.21)

nonzero value even in the lowest order (one flipped spin)
of the Yeomans-Fisher expansion, which is’

o(T,k)=a,(T,k)=—1q,K,[6 —8{"(T)]+ 0O (wd),
(2.23)

where K;8{'(T) denotes the location of the (2):(1)
pseudoboundary as given by (2.13). Thus, the wall ten-
sion o vanishes on this pseudoboundary, in accord with
the generic behavior discussed in I and the correspond-
ing result for the ANNNI model in Eq. (2.21) of II.

The leading term of the higher-order coefficient
(12¥1)=W,(2k 4+ 1) is determined by summing the total
Boltzmann factors of all the lowest-order excited states
of the lattice whose lattice counts involve a nonzero
value of p .. Those states are axial chains of flipped
spins, linked to one another by the coupling J; and ex-
tending across or “‘spanning” a layer sequence at least as
long as 12¥1. An example is

1§88 (8885|885 -+ 858,

(2.24)
k 2-bands

where each s denotes an entire ferromagnetically ordered
layer, a string of adjacent s’s indicates a stack of layers
all in the same spin state, vertical bars denote band
edges, and the circumflex, §, marks a single overturned
spin within the layer. The in-layer Boltzmann factor of
an excited state like (2.24) is w3**?% consequently,
(12%1)=0 (w *?). At this leading order, chains span-
ning the other three possible (nonstandard) layer se-
quences 1v'2, 2v'1, and 2v'2 (where v’ =2%) also contrib-
ute to (12*1). The signs to be associated with these con-
tributions are given by:?

Rule 1: The sequences 2v'2 and 1v'1 contribute nega-
tively to a e =( 12¥1), but 2+'1 and 1’2 contribute pos-
itively.

Further contributions at leading order come from all
possible axial decompositions of any of these chains,
through the excluded volume effect: thus, for example,
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the excited state consisting of the two disconnected seg-
ments |§|$5| and |§8|8| contributes to (12%1). The
signs to be attached to these disconnected conﬁgurations
are given by:?

Rule 2: A decomposition into p segments of one of the
sequences listed in Rule 1 contributes to (12¥1) with a
sign of (— 1)~ 1.

In summary, then (refer to Sec. III A of part II for a
more complete discussion), one obtains the leading term
of (12*1) [and similarly for the higher-order coefficients
of (2.22)] by summing the total Boltzmann factors of all
chains of 2k +2 flipped spins spanning the sequences
governed by Rules 1 and 2. This summation, for the
simplest case of axial coordination number g, =2, was
performed by Yeomans and Fisher using a transfer-
matrix method,” which we shall describe in Sec. III A;
the effect of corrections to these lowest-order expressions
will be discussed in Sec. III B. In this way, W, and W,
are obtained explicitly, and the resulting phase diagram
is deduced. In Sec. IV, we generalize this method to ar-
bitrary q,, and investigate the qualitative changes which
result.

III. THE DOMAIN-WALL POTENTIALS
AND THE PHASE DIAGRAM

A. Lowest-order transfer-matrix results

In order to refine the (x,T) phase diagram within the
crossover regime of width O(w3) about the (2):(1)
pseudoboundary (2.13), one must, according to Sec. IV
of part I, calculate the domain-wall interactions

W,(=(12%1) (I =2k +1),
Wi, =(12%12%1) ,

(3.1
(3.2)

and so on, where we have recalled the equivalences to
the standard structural coefficients (v)=a, from (2.21)
and (2.22). Consider first the calculation of the
coefficient (12%1). To compute the Boltzmann factor of
one of the chains mentioned in Rules 1 and 2, imagine
constructing the chain by successively adding on flipped
spins to its left end. We choose to add bands on the left,
as in II (but opposite to the ordering adopted by Yeo-
mans and Fisher’), in order to obtain a closer correspon-
dence with standard matrix notation: for the same
reason we shall count bands m =1,2, . . . starting on the
right. Each newly added flipped spin (call it §,,) carries
a Boltzmann factor wozwqo to account for the broken
in-layer bonds, and, additionally, it interacts with its
(flipped) axial nearest neighbor to the right, §,, _,.
Throughout this section we assume the simplest case of
axial coordination number g, =2: there is then only one
axial nearest neighbor on each side of s,,. Now, in their
unflipped states, s,, and s, _; might be either in the
same band (i.e., s,,S, _1), or separated by a band edge
(Sm | Sm —1)- In the former case, the unflipped spins s,,
and s, _; are both in the same state (which may be tak-
en to be O without loss of generality), but the flipped
spins §,, and §,, _, can then independently be in either
state 1 or state 2. To account for all four possibilities, it
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is convenient to write down a 2X2 matrix B’ whose
(i,j)th entry is the Boltzmann factor of the bond 5,,5,, _;
relative to the bond s,,s,, _;, when

(3.3)
for i,j =1,2. Using the Boltzmann factors defined in

(2.7)-(2.9), one can then write the transfer operator asso-
ciated with adding §,,, to the chain of flipped spins as

8, =(s,, +i) (mod 3), §,, _;=(s, _1+Jj) (mod3),

1y‘9

y 1 (3.4)

V(fmfmwl)EwOB’sz
Similarly, for the second case mentioned above, where
s,, and s, _, are separated by a band edge, say,
(s,,,|s _1)=(0|1), one can have §,=1 or 2 and
$,» _1=2 or 0. Again, the four possibilities are con-
vemently recorded in a 2X2 matrix C’, with entries
defined as in (3.3), so that the transfer operator for this
case is

1 1—-6

y=? 1

V(g\m |§m_,)EwOC':w0 (35)

The partial partition function (i.e., sum of total
Boltzmann factors) of a chain like §|§5|$% then corre-
sponds to the product w3 C'B'C'B’, where the definition
of matrix multiplication ensures that both possible states
of each flipped spin are properly summed over. This
matrix product must be left-multiplied by a row vector
accounting for the broken axial bond before the leftmost
flipped spin of the chain, and right-multiplied by a
column vector for the bond after the rightmost flipped
spin. The appropriate vectors, which depend on wheth-
er these end bonds lie within a band or across a band
edge, can readily be deduced from (2.7)-(2.9) as

s$:b=[y%y], s (3.6)

iS cO [y ,,VA-G],

and

—6

-8 3.7)

s f[SZC]Z y

y
Sy b1= y9

One can, therefore, finally write the partial partition
function of a chain, summed over all possible final values
of its flipped spins, as, for example,

=b,C'B'C'B'c,w} . (3.8)

So far, however, this transfer matrix notation applies
only to fully connected chains. According to Rule 2 of
Sec. II, one also needs the Boltzmann factors for all pos-
sible decompositions of such chains. A decomposition
can occur between any two flipped spins of the chain,
and carries an extra factor of —1. Suppose the chain is
separated between two flipped spins labeled §,, and
$» —1,» Which, for purposes of illustration, will be as-
sumed to be in the same band. Then, as in Sec. III B of
part II, one convenient way to account for that decom-
position is to subtract from the transfer operator

“S§|SF|SS s - .-

V(s,,,s 1), which adds §,, to the chain, the operator
V(s_s —1° " " SmS, —1) associated with adding the un-

derlined spins:” the argument of this latter operator is
meant to indicate that it accounts for the two interior
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ends of the two subchains that result when the chain
constructed by V(8,,5,_;) is disconnected between
bands m and m —1. In this example, if s,,s, _;=00
and §,5, _;=11, then the value of the operator
V(8uSm —1° " * $mSm —1) is simply the product of the two
Boltzmann factors (00— 10) and (00— 01), which, from
(2.7-2.9), is y Xp?=yp'*® Therefore, to include all
possible decompositions, one should replace the transfer
operator V(§§)=w B’ of (3.4) by

VES)=V(ES)—V(ESs - - 58)
140 502
1 —y 1+6

similarly, one must replace V(3 |§)=w,C’ of (3.5) by

l—y

=woB=w, y—p20

; (3.9)

W,(2k +1,2k +1)=(c)—b})(CB)*C(CB)*C(b, —c)w

The remark after (3.11) applies equally here.

To evaluate the indicated matrix products, note first
that from the definitions (2.7)-(2.10), one can verify the
identity

yP=exp |K 8 cos—23lx (3.13)
Consequently, on the (1):(2) pseudoboundary,
8=581(T), given by (2.13), one has (with g, =2)

PO=142(1—pVwo+0 (w07 %), (3.14)

whence it is permissible to set =0 as a first approxima-
tion in (3.11) and (3.12). (Further discussion of the va-
lidity of this simplification is presented below in Sec.
III1B.) The matrix to be iterated is then just'?

2 y
CB=(1—y)?D=(1—y)?

 2a2payt| s G

This matrix D is Hermitian with eigenvalues

WD) = — w3 (1—p)* 4 A, A% A A% A, (A FIAF14+0(kw™ )] .
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The four types of chains 1v'1, 1v'2, 241, and 2v'2, with
v =2*, including all their possible decompositions, can
now be summed according to the signs given by Rule 1
of Sec. II to yield finally,” using (3.1),

W,(2k +1)=(c}—bH)(CB)*C(b;—cwd +2

X[140 (kw™ )] . (3.11)
The error term here is dominated by the next-to-leading
excited states, obtained from a leading excitation like
(2.24) by flipping an additional spin which is an in-layer
nearest neighbor to one of the flipped spins of the chain;
as written, however, this error estimate is excessively
large whenever k exceeds order unity, as will be dis-
cussed in Sec. III B.

The three-wall interaction W;(1,1)=(12¥12¥1) is given
by an analogous sum of matrix products, the only
difference being that now the core v' of the four types of
layer sequences entering Rule 1 is v' =2*%12%, so that’

3140 kw' )] . (3.12)
I
Ar(p)=u()rylv(m]V?,
u(P)=2+y +iy% vy)=2+4y +iy?, (3.16)
and orthonormal eigenvectors
p—174 1
ui(y)= ‘/§| 1+%yi-\/; | ) 1+%yi\/; . (3.17)

Working in the basis of these eigenvectors, one con-
cludes from (3.11) that’

Wy (D=wd+2(1—p)* 3[4 Ak + 4 _A% ]

X[140 (kw* )7, (3.18)
where [ =2k + 1 and the amplitudes are
A:(0)=01—p)[(ef—bhus][ulClb—c)] | o-0

=(1—)FQ2+ly + ]2, (3.19)

where the dagger denotes the Hermitian conjugate ma-
trix or vector. Similarly, (3.12) assumes the form

(3.20)

By comparing this to (3.12) computed directly when k =0, one finds

A, =4y—A,  —A__,

so that (3.20) can be alternatively written’

W)= —wd+3(1— /% +4[ap (A AP+ (A4 A% — 4 A )E —2)][+0 kw1,

(3.21)

(3.22)



36 DOMAIN-WALL INTERACTIONS. III. CHIRAL-CLOCK MODEL 5369

where / =2k + 1 and the remaining amplitudes are

Aii()=—(1—y) 14, (@hcuy) |40

=—A.(y) 1% (3.23)

Yy
2[v (y)]'/?

With these explicit low-temperature forms for W, and
W, in hand, one can now determine the phase diagram
according to the program of I. To accomplish the initial
refinement of the (1):(2) crossover regime, based on
W,(1) alone, first observe that over the entire range of
values (0,1) accessible to the Boltzmann factor y at
nonzero temperatures, one has

O<A_(y)<A (y) (3.24)

and
A_(»)>0, 4, ,(y)<0, A_(y)> |4, .

Consequently, W,(]) has the form shown in Fig. 1, with
a unique negative minimum at /,, =2k, + 1, where

A_In[wd(1—y)*A_]
| A4 [In[wd(1—p)A,]

(3.25)

K pan(T) ~In

/111(7»+ /h_)

=v2y "'In(14+V2)[14 0 (kz T /q0J,»)] -

(3.26)
According to the classification of I, then, Wz(l ) belongs
to case B, and it is convex for 1 </ </,,. One therefore
concludes that, among the simple periodic phases { 12¥),
which display just a single interwall separation, only
(12), (122), (123), ..., (12" (with no gaps in the
sequence) will be stable within the crossover regime near
the (1):(2) pseudoboundary. Moreover, the maximum
separation k., (T)~y~'—> o as T—0, so that the
phase diagram is precisely that found by Yeomans and

W, (£)/wZ (1-y)®
A

A

0 T Bl —
\—’7/7

-

- T——I ~ 22 po(143)

< max

_./// \ k
A A A%

+

FIG. 1. Sketch of the pair interaction W,(I) vs I for the
three-state chiral clock (CC;) model, for axial coordination
number ¢q;=2, as given by (3.18). Here we have put
A+=wd(1—yp)?A+(y) while / =2k +1. The potential has a
unique minimum and epitomizes case B of the general
classification of I.

Fisher. (See Fig. 1 of Ref. 6 and Fig. 3 below.) Finally,
note from (3.23) and (3.25) that one has

A, ,(y)>0, A4__(y)<0 forallO<y <1, (3.27)
whence, from (3.22), one obtains

Wi(l,1)<0 forall I>1. (3.28)
According to Sec. V of part I, then, each

(12%):(12%*1) boundary remains stable to all orders of
the free-energy expansion (2.17). The phases shown in
Fig. 2 are thus the only ones present at those tempera-
tures low enough for (3.18) and (3.22) to be valid expres-
sions for W, and W;.

It was, of course, only to be expected that the results
of this treatment should agree with the findings of Yeo-
mans and Fisher. The advantage of the present ap-
proach, however, is that it reveals more clearly how the
characteristics of the forces between domain walls are
reflected in the appearance of the phase diagram. Also,
it is readily generalized to alterations of the model, as
will be explored in Sec. IV. First, however, we briefly
discuss the nature of the corrections to these lowest-
order results for W, and ;.

B. Higher-order corrections

Two approximations were made in our calculation of
domain wall interactions in Sec. III A: (i) setting y9=1
in the matrix products (3.11) and (3.12); (ii) neglecting
higher-order excited states containing more flipped spins
than are present in the axial chains like (2.24). Regard-
ing approximation (i), it was noted in (3.14) that the
corrections are of order w,, which is always assumed to
be much smaller than unity. The eigenvalues A. of the
matrix D « CB, however, are separated by an amount
2y[v(»)]"?=0(y), according to (3.16). Now when
correction terms of order w, are added to each of the
matrix elements of D in (3.15), the gap between eigenval-
ues will be altered by a term of order (ywy)'/% for such
a correction to be negligible, one must have

y>wo or goJo>J; . (3.29)
In fact, as established in Sec. IV D, this type of correc-
tion would drive v (y) negative in the anisotropic regime
where (3.29) fails, thus making A, complex eigenvalues.
[See Fig. 2(b), below, where A=y for g, =2.] The two-
wall interaction W,(I) would then be an exponentially
damped sinusoidal function of /. Such a form still exhib-
its a negative absolute minimum and so still belongs to
the classification of case B. Consequently, the phase dia-
gram of the CC; model would continue to exhibit a
harmless staircase with only finitely many ( 12%) phases
at any fixed temperature, although the quantitative de-
tails of the phase diagram would of course be altered.

These corrections due to the nonzero value of 6 are,
however, overshadowed by the corrections arising from
higher-order excited states. The contributions of these
states can be incorporated in the transfer-matrix nota-
tion used here, at the expense of introducing larger ma-
trices, as discussed in Sec. VI of part I. For example,
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suppose it is desired to account for the leading correc-
tion

(3.30)

vy 9

|$|85|55|58|88| -+ |SS|5]°

where an extra in-layer nearest neighbor to one of the
spins in the chain is flipped. Note that since the leading
excited state has every spin in the chain flipped, the lead-
ing correction must be constructed by flipping an extra
in-layer NN, in any of the 2k +2 layers of the chain.
This is a significant difference from the ANNNI model,
where (because of the second-neighbor axial couplings)

J
’ ’
Sm Sm—1
—
Sm Sm—1

Here it has been assumed that s,, and s,, _; will not be
axial NN, so that there is no interaction between them.
To include the possibility of such interactions, one
would have to make each B;; 5X35; indeed, in the limit
where all possible excited states of the layer m are to be
included, each B;; would become infinite-dimensional.
Note, however, that the corner element of each B, is
simply (B;; )oo=b;.

Now the matrix D < CB, thus enlarged, will, in the
appropriate basis, exhibit the form

(5 +Kk)(mod3) (s, _, +1)(mod3)
(8, +i)(mod3) (s,, _;+j)mod3)

+w D, (3.32)

where A,(y) are the eigenvalues (3.16) of the original
2 X2 matrix, and D’ is a 6 X6 matrix with elements of
order unity, embodying the effects of the higher-order
excited states. It is clear from this form that D will pos-
sess two largest eigenvalues, A, ,=A/, close to the origi-
nal eigenvalues A, as well as several smaller eigenvalues
A;=0(Asw™ %) for i =3,4,5, .. .. Hence, the two-wall
interaction will still exhibit the general form

WyD=wd 2 (A M+ AN+ 4,0k,

i>3

(3.33)

with corresponding forms for W,, n > 3. Because of the
factor w’~? multiplying D’ in (3.32), the principal ei-
genvalues A} and amplitudes 4 in W,(/) may be found
using perturbation theory, without resorting to a com-
plete diagonalization of D. Although this analysis is not
carried out here, comparison of (3.33) with (3.18) reveals
that the correction factor [140 (kwqoﬂz)] given in
(3.18) must simply be the leading term in an expansion
of (A'p /A ¥ or (A_/A_), ie.,

A S, YO (3.34)

for k,1 =0, 1, or 2.
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the leading excited state had only every second spin in
the chain flipped, and the leading correction came from
flipping an extra in-chain spin: see Sec. III C of part II.
To accommodate states like (3.30), for either of the two
values to which a spin s,, of the chain may be flipped,
one must allow for three possibilities: either s,, is the
only spin flipped in layer m, or one of its g, in-layer NN
spins, s,,, may also be flipped to one of two other values.
This enlarged number of possible states requires that
each of the elements b;; of the matrix B (and similarly
for the matrix C) be replaced by a 3X3 matrix, B;,
whose (k,/)th entry is the relative Boltzmann factor for
the change

(3.31)

f

Now, as noted above, such a correction to A, will be-
come significant, perhaps even transforming A, into
complex conjugate eigenvalues, when it is of the order of
the gap 2y [v(y)]'/2=0 (y) between A.. Conversely, one
may neglect these corrections from higher-order excited
states provided

y>>wq°_2 for (go—2Wo>J, . (3.35)

In that case, (3.18) overestimates the error when k
exceeds order unity, and the proper form for all k is as
given by (3.33) and (3.34). Notice that the condition
(3.29), required to ensure the validity of the approxima-
tion 6=0, is automatically satisfied whenever (3.35)
holds: the inequality (3.35) thus gives the fundamental
limitation on the results presented here. Observe that
the model with isotropic couplings on a simple cubic lat-
tice (Jo=J, go=4), which is most commonly adopted
for numerical studies, is admitted by (3.35).

IV. ARBITRARY COORDINATION NUMBERS
AND THE MEAN-FIELD LIMIT

A. Pair interactions and quasitricritical point

The results presented so far apply for general in-layer
coordination number g, but the axial coordination num-
ber is restricted to the simplest case g; =2. One would
like to obtain expressions valid for general g, in part to
permit examination of the limit ¢; — « with ¢;J; con-
stant (i =0, 1), in which mean-field theory becomes ex-
act. This requires alteration of the transfer matrices B
and C which describe the addition of one more flipped
spin §,, to the left end of the axial chain of flipped spins.
Observe that §,, can occupy 1g, positions relative to
S _1- Upon adding §,, to the chain, one must account,
as usual, for the g, in-layer broken bonds surrounding it,
but also for: (i) the single bond between §,, and 5, _;;
(i) the 1g;—1 remaining axial bonds between §,, and
unflipped spins in layer m —1; (iii) the 1g, — 1 remaining

a~

axial bonds between §,, _; and unflipped spins in layer

a

m. If the chain is to be disconnected between §,, and
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a

S _1, then the bond of type (i) no longer exists, but
there are now 1gq; bonds of types (i) and (iii). As an ex-
ample, then, consider the entry b;; of the matrix B,
which gives the Boltzmann factor for the case where s,
and s,, _; are in the same band (say, s, =s,, _;=0) and
are both flipped to §,, =5,, _;=1. For arbitrary ¢,, one
has, using the Boltzmann factors (2.7)-(2.9),

q,/2—1 8(g,/2—1) q,/2 6g,/2
by =1g,(1xy """ xy ! —y Xy

1, o 1+6
>91)

(1—p'*9), (4.1)

where the abbreviation

a2 4.2)
has been introduced and will be used henceforth. Notice
that for ¢, =2 one simply has y=1.

In the same fashion, one can construct all the ele-
ments of B [compare (3.9)], of the matrix C which de-
scribes the case where §,, and §,, _, are separated by a
band edge [see (3.10)], and of the row and column vec-
tors b;, ¢; (i =0,1) which account for the broken bonds
at the ends of the chain [see (3.6) and (3.7)]. The results
are

FI1—y't%  yUy°—y?)

B=1g, F2(y —p2)  FlHo1_yl+) | 4.3)
Czlq yl—Ze(l_yl—Zﬂ) y~—29(y1—9___y—20)
291 |5 21-0)(, —6_,21-0)) 5 1-20(1 _y,1-20) | >
(4.4)
bo=[p)%, yp1, f=107)'"% )], 4.5)
» (yp)~°
= ope ] O op-e @.6)

These then are the matrices and vectors to be substi-
tuted into the expressions (3.11) and (3.12) determining
W,(1) and W,(l,1). As before, one would like to simpli-
fy the algebra by setting the exponent 8=0. On the
(1):(2) pseudoboundary 8=38{"(T), given by (2.13),
one deduces from the definitions (3.13) and (4.2) that

)=y 1 = 14201 —pp) 2w +0 (W%, @7

and hence also

7 QE(yf)e(l_Z/ql)
=142(1—2/¢g)(1—p9 Pwo+0 (w0 7?) . (4.8)

It is therefore permissible to set =0 in all the terms of
(4.3)-(4.6), up to corrections of order w, whose effects
will be investigated in Sec. IVD. This statement holds
even in the limit ¢; — o, provided ¢,J, is kept constant,
for then, from the definition (2.12),

n2_, al /2 o(1—6+64172]

yw=y (4.9)

remains fixed while y —1.
On setting 6=0 the matrix to be iterated in (3.11) and
(3.12) is thus just

CB=143(1—y»)'D

1+y? FA
—1,2(1__v)?
=wi=y7") op ipeiaoen| 19
where
Aly;q))=p2(1+4p)—1. @.11)

This is to be compared with (3.15), which is valid when
g,=2,or y=1and A=y. Now as g, increases from 2, y
decreases from 1 exponentially fast. (Note that y=y at
g;=4.) Hence A quickly decreases from y, through
A=0, toward A= —1. Observe that there is a special
degeneracy at A=0, where the matrix D becomes pro-
portional to the identity matrix. This special point A=0
marks a quasitricritical point of crossover between two
regimes of qualitatively different behavior in the CC,
model, as discussed in Sec. VII of part I [compare (4.10)
with Eq. (7.2) of I]. We now examine the details of this
quasitricriticality in the CC; model.
The matrix D is again Hermitian, with eigenvalues

Ar=u(y)EA[v(»)]'/?
u(P)=14+y2+A(1+1A), v(y)=(1+1A)+5?,

(4.12)
and orthonormal eigenvectors
—1/4 y
v
ui(y)= \/§|1+%A:t\/;]”2 1+1AV7 | (4.13)

Working in this basis of eigenvectors, one obtains from
(3.11) a result for W,(l) analogous to (3.18) and (3.19),
namely,

WD =wd 2 (1—yp)*[1q,(1—p)P*+!
(A A+ A MO 140 (kw? )] (4.14)

with / =2k +1 and amplitudes

AL (p)=F—10)F[FF—1M)+(1+1A)][v(»)]~ 2.

(4.15)

In these expressions, one can easily check that for all y
in the physical domain (0,1), and regardless of the sign of
A, one has

A_(p)>0, A,(»)<0, A_(y)>|A,.(y)]| .

However, as shown in Fig. 2(a), the eigenvalues A cross
at A=0, with

O<A_(y)<A (y) for A>O,
O<A (y)<A_(y) for A<O. (4.17)

Consider first A>0. Here W,(I) exhibits the same
type of case B behavior found earlier for g, =2 (recall
Fig. 1), where now the minimum of W,(I) occurs at
I max =2k ax + 1 with

Kmax(T) =~ (145 )V2A"n[y + (145 2)!?]
X[14+0(kgT/qodo,1)] -

(4.16)

(4.18)
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FIG. 2. Variation of the CC; transfer-matrix eigenvalues A+

with the parameter A defined in (4.11). To leading order (i.e.,

setting the exponent =0 and neglecting out-of-chain spin
flips), the eigenvalues cross at A=0, as shown in (a): for A>0,
the resulting two-wall interaction W,(/) exhibits case B behav-
ior (having a unique negative minimum); for A <0, W,(I) be-
longs to case A (being everywhere positive). Accounting just
for a small, nonzero value of 8 would split the degeneracy at
A =0 and drive the eigenvalues complex in the narrow region
| A <3\/—2w0, as shown in (b): within this crossover region,
W, (1) would therefore be oscillatory (hence again of case B).
Such a correction may, however, be overshadowed by the con-
tribution from out-of-chain spin flips in the slightly larger re-

-2
gion | A | sw’

For A <0, on the other hand, one has W,(I/)> 0 for all
k >0 [see Fig. 2(a)], placing it within case A of I. Now
the most physically relevant situation is of course to con-
sider a fixed axial coordination number ¢; > 2; then

Y, y—>0 and A—»—1 as T—O0,
(4.19)
y, y—1 and A—»1 as T— « ,

whence the phase diagram of the model in the (k,T)
plane must exhibit a crossover between these case B and
case A regimes, at the particular temperature 7=7,(q,)
where A=0. This is illustrated in Fig. 3. At tempera-
tures T < T, where A <0, the model exhibits a “devil’s
last step” with all simple periodic phases (12%), k> 1,
appearing between (1) and (2). But for T > T, where
A >0, only those phases with k <k_., are stable: the
cutoff k.., given by (4.18), diverges as A—0+, and one
recovers a picture like that found by Yeomans and Fish-
er®’ for the case g; =2 (compare Fig. 1 of Ref. 6).

The point at A=0 on the (2) phase boundary thus
marks a quasitricritical point, separating the quasicon-
tinuous (2) boundary at lower temperatures from the
first-order (2) boundary at higher temperatures.
Higher-order correction terms to the elements of the ma-
trix D in (4.10) may shift the location of this quasitricrit-
ical point slightly away from A=0, and may also, possi-
bly, introduce a new pair of such quasitricritical points
nearby, as discussed in Sec. VII of part I and in Sec.
IVD below. The ‘“crossover region” in which these
higher-order effects may occur is of width O (w? %) in
A: only those (12%) phases with large k in Fig. 3 (i.e.,
near (2)) can be affected.

It should be noted, however, that the crossover tem-
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> K

FIG. 3. Schematic phase diagram of the CC; model for arbi-
trary axial coordination number g, > 2, in the plane of chiral
field k vs temperature T, as deduced under the low-temperature
condition wo=exp(—3q¢Jo/2kpT)<<1. The entire phase dia-
gram is symmetric under reflection in the axis K=%; only the
region KZ% is shown. Several distinct regimes are encoun-
tered, reflecting the presence of a quasitricritical point on the
(2) phase boundary at T =T,. First, for T > T, only simple
periodic phases {12%) with 1<k <kp.. are present between
(1) and (2), where kpyay—> 0 as T—T,; each (12%):(12k+1)
boundary is stable and no other phases appear. When ¢, ap-
proaches 2 one has 7 =0 and the phase diagram reduces to
that originally found by Yeomans and Fisher (Refs. 6 and 7)
for the simple cubic lattice (with g,=2). Second, for fixed
T < T, all phases {12%), k > 1, are present between 1) and
(2). For T <T,, each (12%):(12*+!) phase boundary (k >0)
is unstable to the mixed phase (12¥12¥*!') and, possibly, to
other phases that may arise on the associated phase boundaries
(which are therefore decorated with dots): in particular, the
existence of (1%2) for T <T; and also of (121%2) and
(122132), is established. The mixed phases {12¥12%+') succes-
sively close off, however, as T increases from T, to T,. Phase
widths, which decrease exponentially fast as k increases, have
been exaggerated for clarity. Finally, the phase diagram
remains qualitatively valid as g, is increased to oo, which gen-
erates the mean-field limit.

perature T';, determined by the locus A=0, or

ql_z:(

yi=y 1+p)~ 1, (4.20)

is in practice a relatively high temperature. Physically,
the axial coordination number ¢, must be an even in-
teger, so g;=4 is the smallest value which exceeds
g,=2. As g, increases from 4 to «, the value of y
determined by (4.20) decreases from 0.755 to
1/v/2~0.707, corresponding to a temperature range for
T] of

2.6672kpT,/[(q,—2)J,]%2.164 . 4.21)
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On the other hand, recall that one always requires
wo<<1, or kgT <<qyJy, to ensure the validity of the
low-temperature forms employed here for the W,. Con-
sequently, the predicted phase diagram for temperatures
T >T, is reliable only for highly anisotropic systems
satisfying

qo-lo >>kBT~q1J1 . (422)

For the more commonly considered isotropic systems,
J

Wi, =—w§ 3 (1—yy)[1g,(1—p)]* 2

XA, N — A =2 ) 25 (14+7)[ 1= (1+3) 1AL A K [1+0 (kw™ )],

with / =2k + 1 while the amplitudes are

Aps(y)=—5A4:(y) (4.24)

A
lt—=— .
2[v(»]'? ]

Insofar as the factor in large parentheses here is always
positive, regardless of the sign of A, one obtains from
(4.16),

A, , (y)>0, A4__(y)<O0.

For all A>0 one has A_<A, and the factor
[1—y(14y)] in (4.23) is negative. Consequently, one
concludes

Wi(l,1) <0 foralll>1 (A>0).

(4.25)

(4.26)

The simple periodic phases {12%) are therefore the only
stable phases between (1) and (2) when A is positive
(T >T,), again in agreement with the g, =2 phase dia-
gram of Yeomans and Fisher.%’

For A<O0 or T <T,, however, the situation is some-
what more complex. One now has A_ > A, whence the
large-! behavior of W,(l,1) is dominated by the term
A _ _A* within the braces in (4.23), so that W;(1,I)>0
for all sufficiently large /. But if p(1+4y)>1, then
W3(1,1) <0, so that there must exist a border value
I=I">1 at which W,(1,1) changes sign. Thus for A <0
we conclude

Wi(I,D)>0 forall I>1 if (i) y(1+y)<1,
<0 for 1<l<If(y),

>0 for all I >1T(y) if (ii) y(1+p)>1. (4.27)

The border value / =l+(y) attains its minimum, 1= 1, at
y(1+y)=1, which defines a temperature, T=T,(q,),
below which W;(1,1)> 0 for all I > 1, and hence, accord-
ing to Sec. V of part I, every (12%):(12¥*!) pseu-
doboundary for k =0,1,2, ... is unstable to the appear-
ance of the “mixed” phase {12%12%+!): see Fig. 3 and
note that the presence of the (112) phase is implied by
the argument. As T increases from T, the border value
1" increases to IT= at 72 14+y)=1o0r A=0(T=T,);
consequently, the mixed phases {12%12%*!) for succes-
sive values of kK — « become cut off, as shown in Fig. 3.
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the case A regime with devil’s last step behavior will
dominate the low-temperature phase diagram.

B. Triplet interactions and mixed phases

For further refinements of these phase diagrams, one
needs the three-wall interaction W;(l,l). The expres-
sions analogous to (3.22) and (3.23) which one obtains
are

(4.23)

f

To continue the refinement of the phase diagram as
outlined in Sec. V of part I, one must check in turn the
stability of the mnew  (12%):(12FK12¥+!)  and
{1212k +1):(12*¥+1) boundaries against the possible ap-
pearance of the phases (12F12%12¥+!')  and
(12k12k +112k+1)  respectively, and then repeat the pro-
cess, until either a complete devil’s staircase is construct-
ed or some negative W, is encountered. This further
checking, which requires knowledge of W, for n > 4, has
not been attempted here, except for the {(1):(112) and
(112):(12) pseudoboundaries (i.e., k =0). Further
analysis of those pseudoboundaries is easily made by
adopting the point of view opposite to the one we have
so far maintained, namely, by regarding the system as
composed of 2-band walls separating {1)-phase
domains. By pursuing this line of inquiry, in Sec. IVC
below, we demonstrate, as shown in Fig. 3, that the only
additional phase of the form (1*2) which appears be-
sides (12) and (1%2) is (1°2) (between (1) and (1%2)).
Furthermore, the (12):(122) and (1%2):(1%2) pseu-
doboundaries open to admit the intermediate phases
(121%22) and (1%21%2) and, possibly, others (on the
pseudoboundaries decorated with dots in Fig. 3).

Notice, finally, that the locus y(14yp)=1 mentioned in
(4.27) is, like the locus A=0 or ¥ %(1+y)=1, effectively
a high-temperature locus: to attain it within the restric-
tions of the present low-temperature analysis requires
working in the anisotropic regime (4.22). Specifically, as
q, increases from 4 to oo, the value of y for which
y(14+y)=1 decreases from +(V'5—1)~0.618 to 1, cor-
responding to a variation in k3T /[(q;—2)J,] only be-
tween 1.559 and 1.082—compare (4.21). Therefore, in
isotropic systems, the correct low-temperature behavior
is given by the lower part of the phase diagram in Fig. 3,
where all (12*) phases, k >0, are encountered up to a
devil’s last step, and each (12%):(12¥*!) pseudoboun-
dary is unstable to {12¥12**!) and, possibly, further
phases.

C. Further resolution of the (1) phase boundary

We now carry the resolution of the phase diagram
somewhat further than was established above, by revers-
ing the (arbitrary) point of view hitherto adopted, and
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regarding the 2 bands as walls separating (1)-phase
domains. Calculation of successive n-wall interactions
(denoted W, to distinguish them from the previous W,
of this section) will then readily establish which phases
of the form {1%2),(1%21%¥+12), etc., are stable. Hence,
already at the level of the two-wall interaction WZ, these
results will show whether or not all phases of the form
(1%2) appear between (1) and (122) in Fig. 3; at the
level of Ws, the (12):(122) pseudoboundary can be
tested for the presence of {12122).

The reasoning which led to the general transfer matrix
expression (3.11) for W,(I) can be carried over almost
completely for the new interaction W,(I) between two
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iterated is no longer w3CB (describing the addition of
another 2 band to the chain), but simply w,C, which
adds 1 bands to the chain [see (3.10)]. Thus one can im-
mediately write down

Wik +2)=(c{—b§)Ck (b, —c) ) wk+2[14+0 (wy)] .
(4.28)

For arbitrary ¢, and in leading order, where one can set
0=0, the matrix C given by (4.4) has two complex eigen-
values

2-band walls separated by k 1 bands: notice that the Ar(p)=1q1(1—p)p[1+i(14p)' 7] . (4.29)
separation between walls is now / =k +2 lattice units.
The main difference is that the transfer matrix to be Hence one easily obtains
J
Wyl —— (1 =y [ 145 21+ 1g, (1 —p)F(2 +3) 2w 1+ cos[(k +1)Q+ 6] (4.30)
2 Nj)'(l—l-y)'/z ). y YIlz9 yy y 0 ) .

with [ =k +2, while

tanQ=(1+y)""? and tang=A/25(1+y)/% . (4.31)

Now W,(l) oscillates within an exponentially decaying
envelope, like the example illustrated in Fig. 2(b): no-
tice, however, that since (1 varies only from 4 at y =0
to 0.3047 at y =1, the first (and absolute) minimum of
W,(1) always occurs at I, =k nax +2 With k,, not far
from unity! More concretely, consider the results

W,(2)=~1qwd(1—y)(1—yp ) [14+25 —7 ((1+y)],
_ (4.32)
W,(3)=~1qhwd 5(1—p)*(1—py (1 +5)[1-§(1+p)] .
It is easy to check

W,(2)>0 for all y, yE€(0,1) . (4.33)
Consequently, k., must exceed zero, so that the simple
periodic phase (1¥2) with k =1, namely, {12), must al-
ways appear between (1) and (2), in agreement with
what has already been deduced and displayed in Fig. 3.
Furthermore, (4.32) implies

W,(3)>0 if (i) y(1+p)<l

so that the phase with k =2, (112), must also appear in
case (i), y(1+4y) <1, again in agreement with the result
embodied in Fig. 3. For (i1), y(14+y)> 1, however, the
fact that W,(3) <O implies that the absolute negative
minimum of W,(I) must be located at [,y =K max +2=3,
insofar as W,(I) carries the rapidly decaying prefactor
wh. Thus, in case (i), one concludes that (12) is the
only phase of the form (1%2) appearing between (1)
and (2), as shown for T > T, in Fig. 3. [Note that this
argument fails for y(1+y) too close to unity: there,
W,(3)—0—, so that the minimum of W,(I) may be at
I nax =4, thereby allowing (112) to persist between 1)
and (12) for p(1+y)=X 1. Such an amendment is still
consistent with the previous results, insofar as (4.23) pre-
dicts that the leading term of W;(1,1)—>0— as
y(1+y)—1+, whence correction terms could drive
W(1,1) positive and so stabilize (112) for (14y)Z 1.]

So far, no new information has been gained, but cer-
tain of the previous results have been verified from this
new point of view. It remains to locate /,,,, >4 for case
(i), y(14+y) <1, but that question is easily answered by
examination of the limiting form of W,(I) as T—0 (or y,
y—0). By (4.30) this is

<0 if (ii) y(1+y)>1, (4.34)
J
~ w
W()m ———(1—yp P[1+7 M1+ ) ][ g, (1= p)F (2 +3) 2w ]+
J(1+y)

xsin{+(k + D[7+y +0 (y2)]+257(1+p)*[1+0(F D]},

with [ =k +2. This implies W,(4)>0 but W,(5) <0 as
T —0, whence [ ,, =k ., +2=>5 in that limit. The ar-
rangement of the simple periodic phases (1%2) must
therefore appear as shown in Fig. 3. At the very lowest
temperatures, both (122) and (132) (and no others!) ap-
pear between (12) and (1). As T increases, {132) is
cut off when /,,, decreases from 5 to 4: this occurs ap-
proximately when W,(4) decreases through zero, and

(4.35)

F
must, by continuity, be at a temperature T5(q,) llelow
that of the locus y(14+y)=1 (at T =T,) where W,(3)
decreases through zero and /., becomes 3.

In the phase diagram as developed from this point of
view of 2-band walls separating {1)-phase domains,
then, the n-wall interactions W, for n >3 would be
needed to resolve further only the three remaining pseu-
doboundaries (2):(12), (12):(1%2), and (1%2):(1°2).
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(As explained at the beginning of Sec. V of part I of this
series, the boundaries (1%2):(1) (k =1,2,3) of the (1)
phase must all represent stable, first-order transitions
and so need not be checked further for stability.) The
(2):(12) pseudoboundary has of course already been
J

Wik +2,k +2)=(cf—b§)C* +'BC* +1(b; —cw* T*[1+0 (w,)] .
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resolved much further in Secs. IV A and IV B, so atten-
tion will be focused on (1¥2):(1¥+12) for k =1,2.
Their stability is governed by W;(3,3) and W;(4,4), re-
spectively. The appropriate transfer-matrix expression
analogous to (3.12) is

(4.36)

The form of W;(1,1) for arbitrary y €(0,1) is algebraically messy and not of especial interest here, so we present only

the leading terms for small y, namely,
Wo

W.(l,1)=
3 25 31 4p)(2+y)172

with / =k +2. From this it is clear that, at sufficiently
low temperatures, both W;(3,3) and W;(4,4) are posi-
tive, whence both of the intermediate phases (121%2)
and (122132) must appear, as shown in Fig. 3. Their
(pseudo)boundaries are decorated with dots, since they
may be unstable to still further phases, although we have
not performed the calculation of W, (n >4) necessary to
address that question. In any case, it is clear that this
brief discussion from the viewpoint of 2-band walls be-
tween (1)-phase domains has both confirmed some of
the previous results, and helped further to elucidate the
intricate arrangement of the many phases that are evi-
dently present in the CC; model.

D. Mean-field limit and higher-order corrections

All these results retain their validity with no
significant changes in the limit ¢; — o with g;J; constant
(i =0,1). In that limit, y — 1, while y replaces y as the
axial Boltzmann factor. One has

AF)=2y2—-1 (4.38)
and, in (4.14) and (4.23) for W,(I) and W,(l,1), the re-
placement

No other changes are needed. Now this limit must cor-
respond precisely to the mean-field limit of the CC;
model, by analogy with the proof of Kac and Helfand!*
for the simple Ising model with “infinitely weak,
infinite-range” pair interactions. One therefore reaches
the conclusion that the low-temperature phase diagram
of the mean-field CC; model (Fig. 3) differs qualitatively
from that of the original (¢; =2) model (Fig. 1 of Ref.
6). In particular, the mean-field phase diagram (the one
most often studied by numerical calculations and simula-
tions) will contain, arbitrarily close to the multiphase
point, mixed phases and, possibly, even a complete
devil’s staircase, which are not present for the original
simple-cubic-lattice model. Partial verification of these
conclusions has been provided by some recent work of
Siegert and Everts.® By calculating the leading terms of
an exact low-temperature series expansion of the mean-
field free energy of the CC; model, they demonstrated

(1—pyP[1g,(1—p)F (2 4+9)" 2w 1* 3 {14+ 0 (7 ) —cos[2(k +1)Q+0 ()]} ,

(4.37)

that the simplest of the mixed phases, (112) (with mean
wave vector ¢ =2 /4), persists all the way down to the
multiphase point k=1 at T=0. The examination of
higher-order mixed phases {12¥12%+!) was not possible
in the order to which they carried their expansion.®

Our discussion of the CC; model will be closed with a
brief reconsideration of the effects of higher-order
corrections. The remarks of Sec. IIIB apply equally
well to the present case of arbitrary g, >2, except that
the splitting between the eigenvalues A, is no longer
O (y) but rather O(A). One should therefore replace y
by A in (3.35) to obtain the conditions under which the
contributions of out-of-chain spin flips (the leading
source of error) are negligible. Notice that only a nar-
row range of values of A near 0, of width O (w?°~ ), is
affected. .

A general analysis of the possible effects that may
arises from these corrections has been presented in Sec.
VII of part I, assuming that the enlarged transfer matrix
D of (3.32) can be projected down to a 2X2 matrix
again. (See Sec. IITI E of part II for an example of a simi-
lar projection in the context of the ANNNI model.) For
the general case, where the matrix D of (4.10) would ac-
quire off-diagonal perturbation terms that do not vanish
at A=0, the range of behavior that can arise may be
briefly summarized. At the simplest level, the location
of the quasitricritical point may just be shifted slightly,
to A=A0=0(wq°_ ), but it would continue to separate
a case A regime at A <A, from a case B regime at
A> A, (This is illustrated by a sample calculation
below.) A more complex possibility, however, is that a
new, narrow case A regime may appear wholly within
the case B regime at A > A, whence an additional pair of
quasitricritical points would be located at the ends of
this new case A regime: this phenomenon has been ana-
lyzed in a general context in Sec. VII of part 1.

In any event, only the stability of the highest-order
(12*) phases in Fig. 3, near the {(2) boundary, would be
affected. The low-order (12*) phases, governed by the
form of the two-wall interaction W,(l) at values of /
significantly less than the location /,, of any negative
minimum it may have, cannot be destroyed by small
shifts in the amplitude of W,(I). Finally, note that one
cannot, prior to actual calculation, rule out for the CC;
model any of the possible effects just discussed, because
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one does not expect the leading corrections to the
transfer matrix D to exhibit any special symmetry. The
matrix elements are indexed by the initial and final states
of the flipped spins, hence the leading corrections, due to
an extra out-of-chain spin flip, will probably affect all the
matrix elements asymmetrically.

To illustrate one possible type of behavior in the cross-
over region about A=0, consider the more easily investi-
gated but less important effect of the nonzero value of
the exponent 6 in the matrices B and C. According to
(4.7) and (4.8), the correction terms introduced into these
matrices are O (wg), and hence become significant when

A=7414y)—l=aw, , (4.40)

with a of order unity. With A of this size, one has

y=14+0(y), (4.41)

whence g, =2+08q; with 8g; <<1. It is then a simple
matter to substitute (4.7) and (4.8) into B and C as given
by (4.3) and (4.4), and so conclude that the product ma-
trix D o« CB, as defined by (4.10), is modified to

1+y?
T JA—6w, 1+72+AR2+A)

7A+6w0

D +0(ywy) . (4.42)
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The eigenvalues of D are now no longer given by (4.12)
but rather by

Ar=u(y)4+0 (ywo)two[2a>—36+0 ()] . (4.43)

They therefore become complex within a crossover re-
gion defined by |a| <3V2+0(y); this leads to ex-
ponentially damped sinusoidal n-wall interactions W,, as
indicated in Fig. 2(b), thus shifting the quasitricritical
point to A~3V2w,. There would then be only finitely
many (12%) phases between (1) and (2) at any fixed
temperature within this crossover region, but, because
W, for n >3 also oscillate in sign, the {12%):(12k+1)
boundaries might be unstable to intermediate phases.
(Such a scenario is in fact realized near the T =0 multi-
phase point in the ANNNI model, as discussed in II.)
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