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Molecular-dynamics simulation of molecular-beam epitaxial growth of the silicon (100) surface
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We have simulated the growth of a Si(100) surface by deposition of silicon atoms from a molecular
beam. A molecular-dynamics technique is employed where the equations of motion of 256 bulk par-
ticles and up to 256 additional adsorbed surface particles are solved exactly. We have used the
Stillinger-Weber two- and three-body interaction potential to compute the forces between silicon
atoms. Temperature and surface-reconstruction effects on the growth rate and surface morphology
are studied. Bulk samples of Si are prepared at two temperatures, Tb„———,

' T,l, and Th;gh ———,T,l„
and after a period of equilibration the beam is directed at the (100) surface. Prior to the deposition of
new silicon and after the truncated bulk has come into equilibrium, the 2&(1 dimer reconstruction is

seen to have occurred. We observe the growth of an amorphous overlayer and the persistence of sur-

face reconstruction at T~,w. For the Th, gh case the growth is characterized by the formation of more
ordered epilayers and the disappearance of the 2&1 surface reconstruction. These results are in

qualitative agreement with experimental studies of the molecular-beam epitaxial (MBE) growth of the

Si(100) surface.

I. INTRODUCTION

The study of crystal growth is one of the most impor-
tant and productive areas of research in condensed
matter, statistical, and solid-state physics. Aside from
acting as an arena for research in such widely diverse
areas ranging from phase transitions, nucleation kinetics,
and domain growth in statistical physics to surface recon-
struction, defects, and band theory in solid-state physics,
it also has afforded enormous technological advantages.
Modern crystal-growth techniques have revolutionized the
computer and electronics industries. In the last decade
alone, the ability to grow multilayer and multimaterial
crystal structures has fostered major advances in the fabri-
cation of electronic and optical devices. '

In this paper we present the results of a molecular dy-
namics study of molecular-beam-epitaxial growth of the
Si(100) surface. One of our goals is to gain a better un-
derstanding of the role of surface-reconstruction phase
transitions in the kinetics of nonequilibrium crystal
growth. We are particularly interested in studying the
role of substrate temperature in determining the morphol-
ogy of the grown silicon overlayer, in particular, whether
the growth results in amorphous or crystalline silicon.

MBE is a powerful and flexible technique for growing
crystals. However, there are still a number of aspects of
the growth process that are poorly understood. This is
mostly due to the fact that crystal growth of this nature is
a far-from-equilibrium phenomenon. There have been
many experimental' and theoretical attempts to address
these questions but they have been of somewhat limited
success. There has been very little computer simulation
of the MBE problem, however. Other crystal growth
techniques such as growth from the melt and solution
have been simulated mostly by Monte Carlo and

molecular-dynamics methods. Prior to the work de-
scribed here, the only molecular-dynamics simulation of
an MBE system was performed by Schneider et al. ' in
which they studied an idealized Lennard-Jones system.
Their results indicate that epitaxial growth of well-ordered
layers proceeds at all temperatures, but below a certain
cutoff temperature T„ the layers contain defects and
voids. As we shall see below, our results for silicon
grown by MBE differ in this regard and are more con-
sistent with experimental results that indicate an epitaxial
transition temperature. In fact, our work described herein
was partially motivated by the experiment of Gossmann
and Feldman in which they monitored by high-energy
ion scattering and channeling and low-energy electron
diffraction the overlayer structure of silicon grown by
MBE on its (100) surface. They studied this system at a
variety of temperatures and found that below a certain
temperature, usually called the epitaxial temperature, an
amorphous growth structure results, whereas above this
temperature growth proceeds in such a way as to yield
well-ordered, layered structures. We undertook this
simulation having in mind this effect and chose our
growth temperatures such that they straddled the
Gossmann-Feldman epitaxial temperature TF, but were
sufficiently higher and lower to account for any experi-
mental uncertainty in the value of TF.

Our long-term goals in simulating the MBE growth
process are to understand the effects on the quality and
morphology of the epilayers due to changes in various
controllable parameters and uncontrollable aspects of the
substrate. Examples of controllable parameters are the
beam intensity and the substrate temperature. Uncon-
trollable aspects include surface reconstruction, stress,
and strain on the overlayer structure and surface
diffusion. Unfortunately, the simulation of MBE using
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molecular dynamics is an extremely computationally in-
tensive undertaking. This paper reports some of our pre-
liminary findings of a study designed primarily to aid in
understanding of the effects of different substrate tempera-
tures on the morphology of the grown overlayers. In
some ways this simulation was a "proof of concept" and
was partly done to explore the feasibility of doing comput-
er simulations of such systems and to identify any poten-
tial problems. Simulations of this nature are also useful
because they test the validity of the underlying interaction
potentials used to describe the system. However, one
could justifiably ask how extrapolations can be made from
the results of a simulation based on the validity of a phe-
nomenological potential. We address this question with
the philosophy that the simulation results are useful as a
component of a "feedback loop" involving experiment,
theory, and simulation in which the interpretation of the
results of any one stage is motivated in a self-consistent
way by the remaining pair.

II. DETAILS OF THE SIMULATION

An Xth-order Gear predictor-corrector integration al-
gorithm was employed to integrate the equations. The
first X derivatives of the position are calculated at time
t +At by Taylor-series expansions in terms of the same N
derivative at time t;

d n 5 —n (gt)k dk
r' '(t + b, t) = g, , r(t),

dt k p k ' dt

Vn =0, 1, . . . , 5 . (1)

The superscript (P) on the position vector indicates that
this is the new predicted position. This new position is
now corrected in the following way: The forces are
reevaluated at the new predicted coordinates and com-
pared with the forces determined from the new predicted
accelerations. From the difference between these two esti-
mates of the force, a force correction parameter is com-
puted, viz. ,

d n dn n l
rIC'(t +b, t) = r'"(t + ht)+ G„hFdt' (&t)"

Vn =0, . . . , 5

(3)

GP 2300 Gl =
3601 Gq ——1, G3= 18~ Gu =

6

and G, = —,', .

Here E is chosen to give f2 a depth of —1 and cr is chosen
to make f2(2' ) vanish. This being done, all lengths and
energies are hereafter dimensionless. The explicit form of
the pair potential as a function of this dimensionless coor-
dinate is

3 (Br P —r ~)exp[(r —a) '], r & a
fp(r)= '()

where 3, B, p, and a are all positive. This functi~~ and
all of its derivative are continuous at the cutoff r =a. The
three-body interaction is composed of three terms,

The superscript (C) denotes the corrected positions.
These new corrected values are now taken as the current
position, velocity, acceleration, etc. , and all analyses at
this time step are performed using these values. This en-
tire procedure is then iterated for the duration of the
simulation.

The interatomic potential that we chose to use in this
simulation of silicon is due to Stillinger and Weber. This
potential involves both a two- and three-body term,

(4)
i,j,k

(i (j(kj
where i, j, and k are particle labels and

vz(r, ~ ) = Ef2(r,~
lo.),

v3(r r, r»=Ef3(I r; —r, /o, 1r, —r

bF = —,'(b, t)' F(t + b t) r'P'(t +2 t—)I =h (r;, , r k, 6;k) (7)

where M, the single-particle mass, is taken equal to unity
in our dimensionless units. The predicted parameters
computed in Eq. (1) are now corrected with the Gear
coeScients G; as follows:

plus the cyclic permutations of i, j, and k, where Oj,k is
the angle between the particles j and k subtended by par-
ticle i and r;, is the distance between particles i and j (see
Fig. 1). The function h has the form

(

Xexp[y(r~ —a) '+y(r~k —a) '](cos9&k+ —,') for r~ &a and rjk &a
h (r,r, O )= 0 otherwise,

where both k and y are greater than zero and the func-
tion and all its derivative are continuous at the cutoff at
r =a. The ideal tetrahedral angle appropriate for the sil-
icon crystal structure is favored by the (cosO~;k + —,

'
) term.

Stillinger and Weber have carried out a limited search
over the seven parameters A, B, p, q, a, A, , and y to find a

reasonable set of values that reproduced the lattice sums
(i.e. , the cohesive energy) and melting point for real sil-
icon. Their most satisfactory parameter set thus found is

3 =7.049 555 6277, 8 =0.6022245584, p =4,
q=0, a=1 8, X=210, y=12.
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FIG. 1. Relevant parameters involved in the Stillinger-Weber
potential. The indices i, j, and k label the individual silicon
atoms. The r's are interparticle separations and the t9's are the
angles defined by the triplets.

We have not tried to improve upon these values for our
molecular beam epitaxy simulation. Late in the course of
our work we also became aware of another silicon poten-
tial developed by Biswas and Hamann. ' This potential
takes into consideration both bulk and surface properties
of silicon and therefore should, in principle, be more ap-
propriate for our growth study. One of our next goals in
silicon simulation is to redo part of the present study us-

ing the Biswas-Hamann potential.
Our simulation begins with the preparation of a trun-

cated Si(100) surface that is allowed to come into equilib-
rium at either one of two temperatures, Th;gh

——0.06 and

T~,„——0.01, measured in dimensionless units relative to
the depth of the pair potential. The melting temperature
in these units is approximately T,i, ——0.08 as determined
by Stillinger and Weber and reconfirmed by us. We
chose these two temperatures because they straddle the
experimentally determined epitaxial transition tempera-
ture seen by Gossmann and Feldman, T+ -0.034, above
which well formed epitaxial overlayers are grown and
below which rather disordered amorphous overlayers
form.

This surface layer is the eighth and topmost layer in a
bulk silicon configuration with the [100) direction point-
ing in the positive z direction. Each layer consists of 32
silicon atoms and hence the original system contains 256
particles. Periodic boundary conditions apply in the x
and y directions, whereas the topmost layer (substrate lay-

er) has free boundary conditions, as does the bottom (first)
layer. The latter is, however, subject to a viscous damp-
ing force that couples to the z component of the velocity
of any particle in this layer. No attempt is made to obey
the fluctuation-dissipation theorem with this artificial
viscous force: It is not meant to simulate a heat bath but
is present only to damp out any phonon modes that may
be stimulated by the impinging molecular beam and
would otherwise reflect off of a fixed boundary.

This original system forms a perfect diamond cubic lat-
tice with lattice constant chosen such that the density is
that of real silicon at room temperature, i.e. , p=0.4600 in
dimensionless units. Each silicon atom in this bulk sub-
strate is given a velocity sampled from a Maxwellian dis-
tribution corresponding to the desired temperature and
randomly directed. The equations of motion of each atom

are then solved for 10000 time steps where each time step
is taken to be At=0.01, again in dimensionless units.
This corresponds to a real time of 766 attoseconds. This
period of equilibration was found sufficient for the system
to minimize its total energy at both the higher and low
temperature, thus attaining E;„(T~,„)= —1.77 and
E;„(Th, sh ) = —1.63.

In Figs. 2(a) and 2(b) the topmost silicon (100) layer is
shown both prior to and after the 10000-step equilibra-
tion period at Th, gh

——0.06. Figure 2(a) represents the
(100) surface pattern as it would be found in the bulk,
whereas Fig. 2(b) clearly shows the interesting 2 X 1 sur-
face reconstruction that that Si(100) surface is known ex-
perimentally to display. (See Sec. III below for a discus-
sion of this reconstruction. and for relevant references. )

One goal of this simulation is to study the effects of this
reconstruction on the morphology of any overlayers sub-
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FIG. 2. (a) and (b): the Si(100) surface prior to and after the

10000ht equilibration period at Th;~h
——0.06 respectively. The

large circles indicate the positions of the silicon atoms in the top-
most (100) layer and the smaller circles represent those atoms in
the next lower {100) layer. Shaded circles belong to dimer pairs
that form the 2)& 1 reconstruction. Note that about 50% of the
atoms in the topmost layer belong to dimer pairs.
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sequently grown upon this surface as a function of tem-
perature.

We now turn to a discussion of the simulation of our
molecular beam and its interaction with the target sub-
strate. One input parameter into our program is the
number of layers we wish to grow. From this our pro-
gram determines the z coordinates of an imaginary plane
perpendicular to the [100] direction sufficiently far
enough above the substrate surface that all the desired
growth layers can be accommodated. This plane is used
as the starting point for the silicon beam particles.
Another input parameter is the frequency of particle
deposition. Given this frequency, the creation of a beam
particle can be triggered by the current time step of the
simulation. This is accomplished by first choosing a ran-
dom point in the imaginary plane mentioned above,
creating a silicon atom at this point, and then assigning
it a velocity v= —&3T z, where T is the temperature of
the bulk substrate and z is the unit vector in the z direc-
tion. The beam temperature is taken equal to that of the
bulk to simplify the thermalization of beam particles
after their incidence upon the surface. The equations of
motion of both beam and bulk particles are solved simul-
taneously with the only difference being that the beam
particle velocities are not rescaled along with the bulk
particle velocities when maintaining constant tempera-
ture. The fact that the Stillinger-Weber potential has a
well defined cutoff provides a handy definition of when a
particle belongs to the beam or to the bulk: A particle is
said to leave the beam and join the bulk when it in-
teracts with another bulk particle. After this point it is
subject to the velocity rescaling done to maintain a con-
stant bulk temperature. This is, in fact, how the beam
particle gets thermalized after its collision with the sil-
icon surface. One limitation that this process has is that
the beam velocity becomes irrelevant; the interaction is
so weak near the cutoff r =a that the particle velocity
gets rescaled long before any significant momentum can
be transferred to the surface. This is a point we will ad-
dress in a more realistic simulation to be done in the fu-
ture, thereby permitting a study of the effects of the
beam temperature on growth and morphology.

After allowing the bulk substrate to come into equilibri-
um by running for 10000ht, we switch on the beam and
release a particle into it every 50ht for the run at Th;gh
and every 75ht for the run at T~, . In both cases we
grew an additional eight layers; that is, we deposited an
additional 256 atoms, thus taking 12800ht and 19200ht
for the high and low temperature runs respectively. The
frequency of deposition at the low temperature was lower
than that of the high temperature in order to reduce the
number of interactions between beam atoms prior to their
arrival at the surface. Subsequent to the growth stage, we
annealed both the high- and low-temperature
configurations for an additional 50000ht each. The en-
tire simulation therefore entailed a total of 152000 time
steps. Significant additional computer time was spent in
testing and refining the procedure. In all, approximately
500 h of Cyber 205 and FPS 264 CPU time were used in
the simulation.

In Sec. III we present the results of our simulation and,

when relevant, discuss its relation to both experiment and
theory.

III. RESULTS

In Figs. 2(a) and 2(b) we show the (100) surface of the
bulk silicon upon which the molecular beam will be in-
cident. Figure 2(a) depicts the surface immediately after
truncation of the bulk, whereas Fig. 2(b) shows the same
surface after the 10000ht equilibration period at
Th gh 0 06 The large circles in this figure are meant to
represent the 32 silicon atoms in the topmost layer and
the smaller circles are those of the next layer down in
the bulk. The circle sizes are inversely proportional to
their distance from the viewer. The outstanding feature
seen in Fig. 2(b) is the "dimerization" of silicon atoms
sitting in adjacent rows. A dimer is the bonding of two
neighboring atoms due to the rehybridization of the sur-
face dangling bonds. Pairs of silicon atoms belonging to
the same dimer are shown shaded.

There is now ample theoretical and experimental evi-
dence that surface atoms having two dangling bonds (as in
the case of the silicon (100) surface) form a dimer to lower
their energy and collectively lead to a 2)&1 reconstructed
surface. However, there is still some controversy over the
structural details of the dimers. " One such detail is the
asymmetry of the dimer with respect to the (100) plane:
It is now widely believed that the dimer pairs are not
parallel to the (100) surface but rather are tilted into this
plane. Evidence indicating this has been gathered using a
variety of techniques such as medium-energy ion scatter-
ing, low-energy electron diffraction, helium diffraction and
photoemission. In addition, there have been theoretical
predictions indicating asymmetry by employing both
pseudopotential calculations and energy minimization us-
ing the semiempirical tight-binding approximation. '

In our simulation we see that, indeed, dimers form on
the (100) surface. However, there is no evidence of any
asymmetry. This is not surprising in light of some of the
proposed mechanisms for forming asymmetric dimer
pairs: The energy-minimization calculations predict a
charge transfer between the silicon atoms leading to a
more energetically favorable tilted configuration. The
Stillinger-Weber potential makes no provision for any
such electronic transition, and, in fact, it is rather remark-
able that a potential purely based upon bulk structural
and thermodynamic properties leads to any dimerization
at all.

Nor have we seen any temperature effects to the degree
that the amount of dimerization observed in our simula-
tion is about the same for both Th;gh and T&,„. At either
temperature about 50% of the surface silicon atoms be-
long to a dimer pair, as is evident in Fig. 2. We do not,
however, observe a perfect 2 & 1 reconstruction but rather
small 2X1 domains separated by antiphase boundaries.
This phenomenon is also seen in the scattering experi-
ments on the Si(100) surface as indicated by the broaden-
ing of the 2&1 spots in the diffraction pattern. Presum-
ably this configuration is a long-lived metastable state,
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FIG. 4. Cross-sectional view of the interface after growth and
annealing at T) „——0.01. Each subfigure shows a pair of layers
similar to Fig. 2. (a) and (b) depict layers five through six and
seven through eight, respectively. Layer eight [large circles in

(bl] was the original llOOl layer that the molecular beam was in-

cident upon. Layers nine through twelve depicted in (c) and (d)
are those that were grown from the beam. Note the persistence
of the reconstruction in (b) and the lack of order in the over-
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1.5

DENSITY PROFIt E POST GROWTH

LOW TEMPERRTURE

face [Fig. 5(b), i.e. , layer eight], and a much more or-
dered intralayer structure, at least in the first three
grown layers [Figs. 5(c) and 5(d)].

The density profiles along the z direction [i.e. , the den-
sity within (100) slices] are shown in Figs. 6(a) and 6(b)
for T], and Th;gh, respectively. As mentioned above, the
profile for the T], run shows almost no structure with
the exception of a small and broad peak just above the
original substrate surface. In the case of Th;gh, however,
the layering of the grown silicon is very evident. Figure
6(b) shows, quite clearly, an additional three or possibly
four well-defined layers. It is important to note that the
diminished peak two layers below the original substrate
surface is still present in the T[, run, even after anneal-
ing for 50 000ht. This is the same feature that was
present in the density profiles for initial bulk (see Fig. 3)
and is presumably attributable to the persistence of the
2& 1 reconstruction at T], ,

' persistent even in the presence
of the grown amorphous ouerlayer.

These results are consistent with the results of

Gossmann and Feldman who, by using both low energy
electron diffraction (LEED) and high-energy ion scatter-
ing and channeling, have shown that at 300 K (T=0.018
in our dimensionless units) the growth of overlayers de-
posited by MBE on the Si(100) surface are highly imper-
fect. They have studied the MBE growth of the Si(100)
surface over a range of temperatures and found that only
above a temperature approximately equal to 570 K, the so
called epitaxial temperature, are well defined epilayers
formed. In our units, 570 K corresponds to T-0.034
and is therefore about halfway between T], and Th;gh.
Gossmann and Feldman do, however, observe that even
below the epitaxial temperature the 2&& 1 reconstruction is
reordered to its original bulk pattern. This reordering
occurs down to the lowest temperature that they studied,
that being 300 K or T=0.018. This temperature is not
too much higher than our T], but the difference could
account for our seeing persistence of the 2&(1 reconstruc-
tion in our simulation. A more likely explanation of this
disagreement is that because of the very short real time
that our simulation spans, even including the 50000ht
annealing period, our system is still in a state that is very
far from equilibrium. If we were able to extend our simu-
lation out to 10 or even 10 At, then we might observe
reordering. As well, of course, the Stillinger-Weber po-
tential may not be an adequate enough representation of
the microscopic interactions between silicon atoms at a
surface to predict this phenomena.

IV. CONCLUSIONS
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HIGH TEMPERRTURE
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0
—

1

[100j D I RECT I ON

FIG. 6. Density profiles in the [100] direction of the

configuration depicted in Figs. 4 and 5 are shown here in (a) and

(b), respectively. Contrast the distinct peaks present in the

growth profiles at the high temperature with the high-density

amorphous overlayer grown at low temperature.

In this paper we have shown that molecular dynamics
is a viable simulation technique for studying the molecu-
lar beam epitaxial growth of semiconductor surfaces. The
advantages of using MD are directly attributable to the
ability to study, in situ, the microscopic, gross structural
and thermodynamic properties of the system as a function
of time. The limitations of the technique are due to the
necessity of using phenomenological potentials in solving
the equations of motion of the individual atoms. In the
case of semiconductor surfaces, the most serious problem
of this nature is the lack of consideration of the electronic
degrees of freedom in these potentials. The band struc-
ture, electronic rehybridization and its consequential sur-
face reconstruction, and other electronic properties are ex-
cluded. Another serious limitation is the amount of com-
puter resources necessary even to attempt a modest simu-
lation such as the one described here.

These difficulties notwithstanding, we have been able to
make detailed inferences from our simulation, the most
important of which is the verification of an epitaxial tran-
sition. Such a transition has been seen experimentally in
the Si(100) MBE growth by Gossmann and Feldman at
TF —570 K (T=0.034 in our dimensionless units). It is

interesting to note that in the simulation of Schneider
et al. , where they studied the MBE growth of a
Lennard-Jones system by molecular dynamics, no evi-
dence of an epitaxial transition was found. For all tem-
peratures studied the authors find layered growth. How-
ever, below a transition temperature T, they find that the
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layers are corrupted by dislocations, defects, and voids.
Further simulation is necessary to estimate the actual

epitaxial temperature, and the details of the dynamics of
MBE growth would have to be carefully studied in order
to ascertain the nature of the temperature dependence. It
would be interesting to test the conjecture that the break-
ing of dimer bonds is a simple activated process. Another
interesting question to be addressed is the surface
diffusion of silicon atoms on the clean 2&(1 reconstructed
(100) surface. Perhaps because of the dangling bonds be-

ing tied up in dimer pairs and the consequent reduction of
covalent bonds formed with the substrate atoms, the sur-
face silicon atoms may have a higher mobility.

With more realistic potentials and better computer fa-
cilities we should be able, with MD simulation, to shed
light on these questions and others and better understand
the MBE growth process.
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