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High-resolution core-level photoemission results show two or more distinct reacted chemical
species for a wide variety of metal-Si and metal-Ge interfaces. Assuming that the first reacted
species at the interface have ~ 50 at. % Si (or Ge) and the second species are solid solutions of Si
(or Ge) in metal matrices, we find reasonable agreement between calculated and experimental
chemical shifts. These analyses allow correlation between the reaction products observed at
metal-semiconductor interfaces and the bulk thermodynamic properties of the constituents. These
results are in agreement with those obtained from a morphological model for evolving interfaces

developed by Butera, del Giudice, and Weaver.

INTRODUCTION

In the last decade, a large amount of experimental
work has been done to characterize and understand
metal-semiconductor interfaces.”? Today, it is recog-
nized that reacted interfaces are the rule rather than the
exception. Indeed, high-resolution core-level photoemis-
sion has identified distinct chemical shifts in the semi-
conductor atomic core levels which are indicative of re-
action.>* The intriguing chemical and physical process-
es observed for these metastable systems are ultimately
responsible for the complex morphologies of extended in-
terfaces.>® These results have a direct impact on thin-
film technologies and microelectronic device fabrica-
tion.”8

Several qualitatively different phenomena occur when
metal adatoms are deposited onto semiconductor sur-
faces.” In some cases, adatom aggregation and island
formation is observed because the interaction between
metal atoms is stronger than interaction with the sub-
strate. In others, layer-by-layer growth (possibly epitaxi-
al) is observed.!~ ! Very frequently, however, there is
substrate disruption and room-temperature intermix-
ing.!®~'® Interestingly, these reactive systems also ex-
hibit differences at low coverage (0-2 ML) related to
adatom clustering as a precursor stage of reaction, on
the one hand, and sudden reaction of the impinging met-
al atom, on the other.!® 2!

Once initiated, reaction is controlled by atomic
diffusion as semiconductor atoms out-diffuse through the
overlayer, probably via grain boundaries, to reach the re-
action sites.”>?> This appears to be the case for the
transition-metal and rare-earth-metal overlayers. As
metal deposition continues, the reacted layer thickens
and it becomes an increasingly efficient diffusion barrier.
Hence, the number of semiconductor atoms available for
continued reaction on the metal side of the diffusion bar-
rier decreases and the growing layer converges to a me-
tallic film. In contrast, different overlayer morphologies
are observed when the metal atoms are the diffusing
species,?* as for the case for AlL%® some noble,?*?” and
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the near-noble metals.?®?° Some of these metals (Cu, Pt,
Pd) are characterized by extended interdiffusion with the
substrate and a thin solid-solution (or segregated) layer is
sometimes formed at the surface (Au, Pd, Cu). Al,
which exhibits limited intermixing with the substrate,
appears to be the exception.

Insight into the growth characteristics of these sys-
tems can be gained through analysis of high-resolution
core-level photoemission results. These photoemission
spectra are obtained by following the changes in line
shape of the Si 2p and Ge 3d core levels during the evo-
lution of the interface. Subsequent quantitative line-
shape decomposition of the core emission makes it possi-
ble to chart the growth and decay of each of the reaction
products at the interface within the probed region.
These intensities (termed attenuation curves) give infor-
mation about interface morphologies and, less directly,
the average stoichiometries of the species which
form.3%3! As we will show here, the chemical shifts are
also directly related to the heats of formation (or solu-
tion) of the respective species, and these give indepen-
dent insight into interface constituents and morpholo-
gy. 2

In this paper, we discuss the origin of the Si 2p and
Ge 3d chemical shifts for simple-, transition-, noble-, and
rare-earth-metal overlayers. We focus on the two react-
ed species which have been observed during interface
formation.** From spectroscopic information and mod-
eling of the morphological development of the interface,
these have been identified as silicide or germanide phases
and solid solutions.’® Starting from these observations,
we use a thermodynamical model to correlate the com-
position of the reaction product with the measured
chemical shifts. Similarities and differences for a variety
of interface systems will be examined, and the limita-
tions of the model will be discussed. The major con-
clusions of this paper are (a) chemical shifts observed at
metal-semiconductor interfaces can be explained in
terms of compound or solution formation; (b) the first
reacted components exhibit chemical shifts which are
consistent with the formation of a compound having
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~350 at. % Si or Ge; (c) the final component can be de-
scribed as a solid solution, in agreement with intensity
studies; (d) the chemical shifts for these two components
show analogous behavior, suggesting that morphological
and crystal structure differences in the reacted films play
a secondary role in determining the chemical shift.

EXPERIMENTAL RESULTS

In Fig. 1 we show typical core-level photoemission
spectra for a reactive transition-metal—-Si interface, in
this case for Sc/Si(111)2x1.3* These results show the
evolution of the Si 2p core level as a function of metal
coverage ©. Analogous spectra have been obtained for
the other systems under review here. These results and
those for the other materials were obtained by cleaving
the semiconductor in situ at pressures in the 10~ !! Torr
range, characterizing the quality of the cleave with
core-level and valence-band photoemission, and deposit-
ing controlled amounts of metal at pressures below
(2-3)x 10~ 1% Torr, from degassed sources, are generally
~30_cm from the target. Typical deposition rates were
~1 A/min. All of the results to be discussed here were
obtained with room-temperature substrates.

The results of Fig. 1 show the onset of reaction at low
coverage, as indicated by the low-binding-energy shoul-
der for © ~1 monolayer (ML). This reacted feature
grows with coverage as the substrate is disrupted and
the silicide forms. With higher coverage, a second reac-
tion product appears at lower binding energy relative to
the first. By ©~5 ML, emission from the substrate is
no longer visible and the second reaction product is
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FIG. 1. Si 2p energy distribution curves (EDC’s) measured

at hv=112 eV for Sc/Si(111). The EDC’s are normalized to

emphasize line-shape changes. A band-bending change of 250

meV is achieved by 1 ML. Two reacted components (labeled I
and II) are observed, together with the substrate (labeled 0).
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dominant. Results obtained with other photon energies
give complementary information because of correspond-
ing changes in the photoelectron mean free path (i.e.,
probe depth). Core-level line-shape decomposition
makes it possible to determine the component-specific
behavior.

In Fig. 2 we show the attenuation curves for
Sc/Si(111)2x 1 as determined from the spectra of Fig. 1
(Fig. 2, bottom panel) and for Ti/Si(111)2 X 1 (top panel).
For the Sc/Si interface, the substrate emission decreases
rapidly with coverage, the first reaction product grows
and contributes a maximum amount at © =3 ML, and
the emission at high coverage is predominantly due to
the second product. Analogous behavior can be ob-
served in the top panel for Ti/Si(111) where, in addition
to the already mentioned reacted components, a third
species is present in the ultralow-coverage region (1-2
ML).%> This species has been identified as a Si-rich
phase that develops at the interface between the sub-
strate and the reacted region. The resulting graded in-
terface therefore has a semiconductor-rich species which
forms first, followed by a solid solution as the final step
leading to a pure metallic film. Once formed, these
phases coexist in a nondestructive way in the absence of
changes in temperature. In the coverage range where
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FIG. 2. Attenuation curves, In[1(6)/1(0)], vs coverage for
Ti/Si (top panel) and Sc/Si (bottom panel) showing the total
and component specific attenuation. The notation O,LII is the
same as that of Fig. 1 and the tables.
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transition from one phase to the next occurs, a thermo-
dynamic lever rule can be applied, as discussed in detail
by Butera et al.*°

In general, the first Si 2p or Ge 3d component corre-
sponds to a silicide or germanide having 50-60 at. % Si
or Ge.’®3*=3% The line shape of the silicide or ger-
manide is broader than that of the substrate because of
slightly inequivalent atomic configurations, but its ener-
gy centroid is a constant. The second (full) component
which grows at higher metal coverage is characterized
by a line shape which usually sharpens with coverage
and a binding energy which shifts to reach a saturation
line. In our morphological modeling we (and others)
have interpreted this behavior as evidence of solid-
solution formation with semiconductor atoms completely
coordinated by metal atoms.

In Tables I and II we summarize the observed core-
level shifts (CLS’s) for a wide range of metal-Si and
metal-Ge interfaces. Each CLS is measured relative to
the substrate core-level position with account taken for
band-bending changes. Since relative barrier heights
vary by 0.05-0.25 eV, there is a small error introduced
by referring the CLS’s to the pinned substrate. In the
fifth column of each table we show the differences in
Pauling electronegativity, AX, for these metal-
semiconductor couples.’® In the sixth column we report
the number of reaction-induced components, N.. When
three components are detected, the CLS’s refer to the
last two observed with metal coverage. For Yb/Si (Ref.
40) and Cr/Si (Ref. 31) the Si 2p spectra were not well
resolved, and we could estimate only the asymptotic
value for the final component. From Tables I and II we
can conclude that the signs of the observed chemical
shifts follow the differences in Pauling electronegativities
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of the interface constituents. A more detailed analysis of
the results in Tables I and II shows that there is also a
dependence of the CLS on the electronegativity.

In Fig. 3 we present the observed CLS’s for different
metal overlayers on cleaved Si(111) (circles) and Ge(111)
(squares) plotted against the Pauling-electronegativity
difference between the metal and the semiconductor.
The solid symbols correspond to the reacted silicides or
germanides which dominate in the intermediate-coverage
range, analogous to those shown in Fig. 1. Quantitative
analysis of the attenuation curves indicates a semicon-
ductor content of 50+5 at. % for Ce/Ge (Ref. 36), Ti/Si
(Ref. 35), and Sc/Si (Ref. 34); 60+5 at. % for Ce/Si (Ref.
30), V/Ge (Ref. 30), and Co/Si (Ref. 37); and 40-50
at. % for Pd/Si (Ref. 38). The dependence of the CLS of
component I on the electronegativity difference can be
described with an S-shaped curve in Fig. 3. The results
of Fig. 3 show a linear dependence of the CLS on the
electronegativity difference for the transition metals, a
saturation of the CLS for the rare-earth metals, and an
analogous saturation for the noble (Au) and near-noble
metals (Pt and Pd) on the opposite side of the electrone-
gativity scale. Likewise, the open symbols of Fig. 3
which refer to CLS’s for component II can also be fit by
an S-shaped curve, shifted ~0.4 eV relative to that of
the silicides or germanides.

Two important points follow from the data presented
in Fig. 3. First, a common functional dependence is ob-
served for both the solid solution and the ~50% phase,
suggesting an underlying general mechanism which de-
scribes phase formation for metal-semiconductor inter-
faces. Second, the observed behavior for reactive inter-
faces allows us to predict the chemical shifts and to
correlate the empirical composition (i.e., a chemical pa-

TABLE I. Experimental core level shifts (CLS’s) for the Si 2p levels observed for different metal overlayers on Si(111)2Xx 1. All
CLS values are in eV and are referred to the pinned substrate. The first component (I) is associated with a phase with ~ 50 at. %
average Si content. The second phase (II) is a solid solution. In the fourth column we show the doping of the Si substrate for the
different junctions. Differences in Pauling electronegativity between metal and semiconductor are shown in the fifth column. Fi-
nally, in the sixth column we report the total number of observed CLS components. Where more than two components are ob-
served, the values reported are the last two detected during interface evolution.

AX
Experimental CLS (eV) Pauling
Metal I II Si type electronegativities N, Ref.
Au + 0.60 p + 0.64 1 26
Al —0.73 P —0.29 1 25
Ce —0.66 —1.20 n —0.78 2 18
Co +0.30 —0.40 n —0.02 2 37
Cr —0.30 n —0.25 a 31
Cu + 0.20 —0.20 n 0.00 2 This work
Gd —0.70 —1.20 n —0.70 2 54
Pd + 0.68 + 0.25 n + 0.30 2 38
Pt + 0.70 n + 0.38 1 29
Sc —0.80 —1.25 n —0.54 3 34
Sm —0.85 —1.30 n —0.73 2 55
Ti —0.65 —1.15 n —0.36 3 35
\'% —0.30 —0.86 n —0.28 2 This work
Y —0.80 —1.25 n —0.68 2 This work
Yb —1.25 n —0.80 a 56

?Only the asymptotic value of the chemical shift is taken into account due to the poor resolution of the results.
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TABLE II. Experimental CLS’s for the Ge 3d core level observed for interfaces with Ge(111)2< 1.

the same meaning as those of Table I.
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The different columns have

AX
Experimental CLS (eV) Pauling

Metal I 11 Ge type electronegativities N, Ref.
Au + 0.75 + 0.25 n + 0.53 2 49
Ce —0.9 —1.30 n —0.89 3 36
Cr —0.5 —1.00 n —0.35 2 57
Cu + 0.2 —0.25 n —0.10 2 27
Sm —0.63 —1.00 n —0.84 2 58
Ti —0.6 —1.15 n —0.47 2 This work
v —0.5 —0.95 n —0.35 2 19
Yb —1.0 —1.50 n —0.91 3 50

rameter) to the spectroscopically observed shift in the

semiconductor core level.

DISCUSSION

In principle, the functional dependence of the CLS on
electronegativity difference could be described in terms
of transferred charge, as implicit in the concept of elec-
tronegativity, but such an approach is ambiguous.*!"4?
In particular, the amount and direction of charge
transfer is not well defined for bonding character that is
not strictly ionic. Moreover, difficulties in calculating
the relaxation energies** and the Madelung potentials**
for complex (and sometimes unknown) structures makes
this approach undesirable. Instead, we will relate the
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FIG. 3. Experimental CLS’s for Si 2p and Ge 3d observed
for metal overlayers on cleaved Si(111)2X 1 and Ge(111)2X1
surfaces as a function of the difference in Pauling electronega-
tivity between the metal and the semiconductor. The two S-
shaped curves show similar behaviors for the solid solution
phase and the first reacted phase.

observed CLS’s to thermodynamic properties.

Maértensson and Johansson*®® recently showed that
photoemission chemical shifts in the core lines for A4
atoms in an environment constituted by B atoms can be
correlated to the heats of formation of the species con-
sidered. Using a Born-Haber cycle and assuming that
the fully screened, core-ionized Z* atom can be replaced
by the neutral Z 41 atom, the chemical shift is given by
the difference between thermodynamic quantities. This
approach has been extended to metallic compounds by
Verbeek, and we will refer to his treatment in the follow-
ing.4®

The chemical shift of an atom A with atomic number
Z ( A) in a binary 4B phase relative to the pure material
A can be written as

AE(A)=f(A; A)H(A(Z +1); 4(Z))
+/f(A;B)H(A(Z +1);B)
—f(A;B)H/(A(Z);B)

—H(A(Z+1);4(2)), (1)

where f(A;B) are environment factors defined as the
fraction of B atoms around an A site, H;(A4;B) is the
heat of formation of the binary alloy AB, and H; is the
heat of solution of 4 in B. If the phase is a solid solu-
tion of A (the solute) in B (the solvent), then Eq. (1) be-
comes

AE(A)=H(A(Z +1);B)—H,(A(Z)

—H(A(Z+1);4(2)) .

;B)
(2)

In Eq. (2) only the heats of solution are used such that
H(A(Z +1);B) is the heat of solution for atoms A
with atomic number Z + 1. To calculate these quantities
for silicon-based systems, we use the properties of phos-
phorus; likewise, arsenic is the Z +1 partner for ger-
manium.

For the silicides and germanides we assume for the
sake of simplicity that all the compounds have the CsCl
structure and have a semiconductor content of 50 at. %.
With these approximations, Eq. (1) becomes

AE(A)=H/(A(Z +1);B)~H;(A(Z);B)

—H(A(Z +1);4(2)), 3)



36 CORE-LEVEL BINDING-ENERGY SHIFTS, THERMODYNAMIC . ..

where the heats of formation are now included and the
results should show the trends in the CLS’s.

Although it is possible, in principle, to calculate chem-
ical shifts using experimental values for thermodynamic
quantities, few of these values have been measured. Ap-
proximate values for the heats of formation and solution
can be calculated using the semiempirical Miedema mod-
el.*”* Since the Miedema model for solutions assumes
that the alloys are liquids, there will be differences aris-
ing from elastic strain energy and crystal structure.
Moreover, further approximations must be considered
when there is p-d hybridization, as will be discussed.
The Miedema model works best when at least one of the
two constituents is a transition metal. For elements like
P or As, an imaginary metallic state must be introduced,
and one should expect only qualitative agreement be-
tween the experimental CLS’s and the calculations. In
particular, the heat of solution for P in Si or As in Ge
are always present in both Egs. (2) and (3), and these
quantities enter as additive constants for all the chemical
shifts considered. The Miedema scheme gives values of
—318 and —1 kJ/mole, respectively, for these two quan-
tities. For P-Si, the Miedema value is too large, prob-
ably because of the above-mentioned difficulties in con-
sidering a metallic P-Si liquid alloy, and we have nor-
malized the constant H(P;Si)= —48 kJ/mole to the ex-
perimental results. To our knowledge, no experimental
value is available in this case. No other adjustment of
the calculated values of metal alloys has been done.

In Tables IIT and IV we report the calculated heats of
formation and solution for metal-silicon and metal-
germanium phases together with the calculated CLS’s
using Egs. (2) and (3). The sign convention is a binding-
energy increase and a positive CLS for exothermic reac-
tions involving negative heats of formation. To simplify
the comparison between the predicted and the observed
CLS’s, we plot in Fig. 4 the results of Tables I and III.
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The arrangement of metal species corresponds to in-
creasing electronegativity differences, except for Al
which represents a particular case, as will be discussed.
The solid circles are the experimental values and the
open circles are the calculated values. The top panel
shows qualitative agreement for solid-solution phases in-
volving Si embedded in the metals. In particular, the
sign of the shifts is correct, and the correspondence be-
tween the experimental and calculated trends is best for
the refractory and rare-earth metals. The bottom panel
summarizes analogous results for the metal-silicide
phases where the calculations assumed the CsCl struc-
ture. Even with this first-order approximation, the ex-
perimental trend is reproduced. There is an almost
linear dependence of chemical shift on electronegativity
differences for the refractory metals and the dependence
is very small at both ends for the rare-earth and noble
metals.

In Fig. 5 we summarize the experimental and predict-
ed CLS’s for metal-Ge systems. Although the experi-
mental trend for Ge interfaces is similar to those involv-
ing Si, the Miedema model fits the results only approxi-
mately. As for Si-based interfaces, the biggest discrepan-
cies are observed for Au and Yb overlayers. For Au,
both the solid solution and the intermixed phase have
positive shifts where the calculations predict negative
shifts.** On the other hand, the interpretation of the
Au/Ge results has not been free of pitfalls and the pres-
ence of surface-segregated Ge cannot be excluded. By
analogy with the calculated Si results, we should expect
positive shifts. For Yb/Ge, we suspect that the experi-
mental values of Ref. 50 are overestimated.

In Fig. 6 we show the correlation between the calcu-
lated CLS’s (ordinate) and the experimental CLS’s
(abscissa) to show the validity of the assumptions on
which the model is based. The open circles represent
the solid solutions and the solid circles the AB metal-

TABLE III. Calculated values for Si 2p CLS’s for the first reacted phase (I) and the final solid solu-
tion (II). Also shown are the heats of solution (second column) and heats of formation (third column)

computed with the Miedema model.

AH AH® Calculated CLS (eV)
Metal (kJ/mole) (kJ/mole) I 11
Au —7.7 —48 + 0.60 + 0.65
Al —104.0 —232 —0.10 —0.60
Ce —76.0 —181 —0.48 —1.30
Co —31.0 —91 —0.18 —0.02
Cr —30.0 —87 0.00 —0.66
Cu —1.3 —40 + 0.10 —0.18
Gd —78.0 — 186 —0.50 —1.36
Pd —57.0 — 145 + 0.40 + 0.58
Pt —55.0 —138 + 0.60 + 0.70
Sc —79.0 —202 —0.50 —1.50
Sm —78.0 —181 —0.50 —1.36
Ti —74.0 — 190 —0.40 —1.45
v —46.0 —128 —0.22 —1.00
Y —78.0 — 186 —0.5 —1.35
Yb —37.0 — 108 —0.32 —1.10

2Calculated for a compound A4,B,_, (x =0.5) and a CsCl structure.

®Calculated in conditions of solubility limit.



4766

M. del GIUDICE, J. J. JOYCE, AND J. H. WEAVER

TABLE 1V. Calculated values for Ge 3d core-level shifts (CLS’s). Same convention as in Table III.

AH/* AH® Calculated CLS (eV)

Metal (kJ/mole) (kJ/mole) I 1I
Au —7.00 —36.0 —0.18 —0.05
Ce —89.00 —202.0 —0.50 —0.85
Cr —13.00 —28.0 —0.36 —0.82
Cu —2.00 —30.0 —0.20 —0.28
Sm — 88.00 —204.0 —0.50 —0.90
Ti —64.00 —159.0 —0.44 —1.00
v —32.00 —80.0 —0.35 —0.82
Yb —60.00 —1.52 —0.35 —0.60

2Calculated for a compound A4,B;_, (x =0.5) and a CsCl structure.

Calculated in conditions of solubility limit.

semiconductor compounds. The solid line represents a
perfect correlation between experiment and theory.
Contributions from Yb or Au are excluded since they
are the most ambiguous. Despite the scattering of the
experimental points, the theoretical line represents a
good fit to the results.

There are several possible sources of error that can ac-
count for the quantitative scattering. First, there are ex-
perimental errors in determining CLS’s. For example,

o Calculation
o Experiment
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FIG. 4. Experimental and calculated Si 2p CLS’s for
different metal overlayers. The top panel summarizes the
trends for the solid solution phase. The bottom panel shows
analogous results for the first reacted phase (calculations based
on CsCl structure and a 50 at. % Si content). Good agreement
is observed. The Al/Si case is reported at the right-hand side
since its morphology is substantially different from the other
systems.

although the shifts are referred to the pinned substrate,
different groups have adopted different procedures for
line-shape analysis and an error of +0.1 eV is not un-
reasonable. Second, there is an error of 20% built into
the calculations for the heats of formation or reaction as
obtained with the Miedema scheme.** A more funda-
mental error lines in the origin of the calculated heats of
formation for an AB compound where A4 is a d-band
metal and B is an s-p element.*’ A compound of calcu-
lated and measured heats of formation has been reported
by Miedema.’!

Two effects determine the qualitative behavior of the

T T T T T T T

o Calculation
o Experiment

Metal - Ge
solid solution

Metal- Ge compound

A i I A I 1 1

FIG. 5. Experimental and calculated Ge 3d CLS’s for
different metal overlayers. The top panel compares the trends
for the solid solution phase while analogous comparisons for
the first reacted phase are shown in the bottom. For the first
phase we have assumed a CsCl structure and 50 at. % content
in Si. Again, qualitatively good agreement is observed.
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FIG. 6. Calculated vs experimental CLS’s for the first react-
ed phase (closed symbols) and the solid solution (open sym-
bols). Deviation from the line reflects disagreement between
the calculation and the experiment.

heats of formation. First, when an s-p element is intro-
duced into a transition-metal lattice, there is a lattice ex-
pansion to accommodate the impurity. This reduces the
d-d overlap as the d-bands narrow and the cohesive en-
ergy is reduced, and the magnitude of the loss depends
on the effective volume of the impurity. However, ele-
ments like Al and Si undergo variations in atomic
volume when inserted in a transition metal to emulate
the host volume (Turnbull rule).’> This reduces the ex-
pansion energy contribution to the heat of formation,
but parabolic variations across each transition-metal row
are expected as a consequence of the d-bond strength
dependence for these metals. A second and more impor-
tant effect is related to the d-band hybridization with the
s and p bands of solute. In a simplified approach, there
will be bonding, nonbonding, and antibonding states
once the sp-d bond is formed. By increasing the number
of d-electrons going from Sc to Cu, for example, the
bonding energy is lowered by filling the bonding states,
there will be little change in bonding energy as the non-
bonding states are filled, and there will be an energy in-
crease as the antibonding states are filled. We then ex-
pect a parabolic behavior for the heats of formation
across each transition metal row. The same kind of be-
havior is expected when the s-p partner is changed, but
the parabolic minimum for the heats of formation is
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dependent on the s-p species used and corresponds to
the filling of the p -d covalent bond states. The Miedema
model, as we have used it here, would predict more or
less adequate values for the heats of formation of these
binary systems (in particular the sign of the energies),
but would not reproduce the chemical trends discussed
above because the calculations cannot treat these hybrid-
ization or expansion energies.

The calculated results for the alloys provide encourag-
ing agreement with experiment considering the assump-
tions on composition and structure of these reacted
phases. As far as the composition is concerned, we ex-
pect relatively small variations in the chemical shifts for
compositions around 50% Si or Ge content.”* A
different choice of the lattice structure would also modi-
fy the trend via Eq. (1). However, the ‘“universal” be-
havior observed suggests that relatively small corrections
are expected from structural energy contributions. This
conclusion is supported also by the analogous behaviors
observed for the solid solution and the compounds.

Finally, underlying the interpretation of these results
for Si- and Ge-based systems is a model that can be ex-
tended to explain the Ga 3d behavior for metal-GaAs in-
terfaces. Indeed, Ga atoms form solid solutions at room
temperature, and the Ga 3d core shifts can be correlated
to heats of solution. As discussed in Ref. 32, qualitative
agreement between chemistry, thermodynamics, and
morphology related properties of reacted metal-GaAs in-
terfaces, can be obtained. Most important, a general
description of reactive interfaces can follow as a result of
their work and the present one.

In conclusion, we have shown that the Si and Ge
core-level shifts observed at room temperature for a
large variety of metal overlayers can be qualitatively de-
rived with a simple model based on the thermodynamic
properties of the constituents. The chemical shifts have
been calculated and interpreted through a structural
model that connects interface morphology, diffusion, and
reaction processes. Both solid solutions and compound
formation have been considered. Extension to cases
where two reacted compoundlike species are present is
straightforward. A discussion of the limitations of the
model has also been presented, with particular emphasis
on the aspects related to band theory calculations. Fur-
ther progress can indeed derive from more complex cal-
culations considering the structure of real compounds.
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