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from tight-binding electronic-structure calculations
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The generalized perturbation method (GPM), previously introduced to investigate the relative sta-
bility of simple and complex structures at T =0 K for transition-metal alloys, is applied to the calcu-
lation of fcc-based order-disorder phase diagrams with the use of the cluster-variation method
(CVM). Results obtained with the GPM have shown that it was possible to expand the electronic
configurational contribution of the total energy, namely the ordering energy, as a sum of
concentration-dependent effective cluster interactions, taking the completely disordered state as a
reference medium. These interactions are computed from a simple but realistic description of the
electronic structure based on the tight-binding approximation appropriate for transition-metal alloys.
Calculated energies of mixing and effective interactions are then introduced into the CVM free ener-

gy, thereby leading to the calculation of prototype phase diagrams describing phase equilibrium be-
tween fcc superstructures of type L lo and L12 and the corresponding disordered phase. Electronic
parameters are varied systematically and their influence on the topology of the resulting phase dia-

grarns is studied for the first time.

I. INTRODUCTION

Experimental phase diagrams of binary substitutional
alloys, in which both components are transition metals,
are now available for most of the systems, although this
information is often not completely known. One can
deduce from these diagrams that these alloys show a
wide variety of atomically ordered structures stable at
low temperatures.

The computation of the coherent phase diagrams (i.e.,
those for which all phases are either the parent lattice or
its superstructures) in binary alloys 2 &,B, has been ex-
tensively studied by means of statistical models involving
phenomenological cluster interactions. ' Most of these
calculations are based on pairwise interactions; neverthe-
less, since these interactions are usually assumed to be
concentration independent, the phase diagram is neces-
sarily symmetric about c = —,'. One way to make the re-

sults more realistic is to include multisite interactions;
the general asymmetry of the phase diagram is then re-

stored.
It is not clear, however, how one must go about calcu-

lating those concentration-independent cluster interactions
from microscopic, i.e., electronic theory. Furthermore,
the convergence of the cluster expansion is not assured.
Hence, in the present investigation, an expansion of the
configurational contribution to the internal energy is pre-
ferred and performed about a state of complete disorder,
the expansion coe%cients, or effective interactions, then
being necessarily concentration dependent. Such is the
spirit of the Ducastelle-Gautier generalized perturbation
method (GPM). The outline of the present study is the
following: in Sec. II we review briefly the GPM applied
to paramagnetic transition metals, using a simple but real-
istic tight-binding scheme; the formalism is presented and
described in order to introduce the electronic parameters
required in the following sections. In Sec. III we discuss,

on an elementary level, the general properties of the
effective pair interactions previously introduced. Al-
though the alloy model is simple, it provides a great deal
of information. We will show in Sec. IV that the results
obtained at T=0 K, in relation with the problem of
finding the ground states of the Ising model, allow us to
understand the general tendencies for ordering or phase
separation depending on a set of relevant electronic pa-
rameters. In Sec. V we define the free-energy model in a
way consistent with both the GPM and the Kikuchi
cluster-variation method (CVM). In Sec. VI we apply this
general approach to the calculation of prototype fcc-based
order-disorder phase diagrams. We will see that even
within the tetrahedron approximation of the CVM and
first-neighbor effective pair interactions ( V~ ) alone, it is

possible to generate a wide variety of phase diagrams: the
results will be discussed for each set of electronic parame-
ters. Finally, in Sec. VII some concluding remarks will

be made.
At the beginning we mentioned the necessity of devel-

oping a microscopic model in order to have a clear insight
into the nature of the pair and, more generally, cluster in-
teractions, quantities which are very often considered as
phenomenological parameters in the statistical models. In
the particular case of transition-metal alloys, because of
the strong d character of the electrons, specific problems
appear. In this respect the pseudopotential theory, reli-
able for almost free electrons, and which is commonly
used to expand the cohesive energy in terms of pair in-
teractions, gives a poorly convergent series in the case of
transition-metal alloys. As was emphasized by Friedel,
this is mainly due to the large contribution of multiple in-
teractions to the total energy, large compared to that of
pair interactions. Although the cohesive energy of transi-
tion metals and alloys could not be expressed as a sum of
pair potentials, the ordering energy of an alloy, i.e., the
energy difference between a (partially) ordered state and
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that of complete disorder, could, following the pioneering
ideas of Ducastelle and Gautier, be expanded as a sum of
effective pair and cluster interactions. ' The main idea6 —11

of this approach, called the G-PM, is to apply a perturba-
tion theory to a reference medium, characterized by E„,~,

which is closely related to a particular configuration of the
alloy, at a given concentration. As it was proved, the
completely disordered medium, such as the one described
by the Soven- Taylor coherent-potential approximation
(CPA), whose volume is nearly that of the configuration
in question, forms a suitable reference medium. To be
valid the theory must take into account, on the one hand,
the finite lifetime of the electronic states which specify the
reference medium and, on the other hand, the possible
large difference between the potentials u; (t = A, B) of the
two components of the alloy, since very often the most
stable ordered structures are encountered for large elec-
tronegativity or e /a ratio differences.

Let p,' be the occupation numbers usually defined as
p„'=0or 1 depending on whether site n is occupied or
not by an atom of type i (i = A, B). Thus for a binary
alloy 31,B„in which only chemical rearrangements
exist, each atomic configuration is completely character-
ized by the set {p„'}. By use of the GPM, the band ener-

gy E( {p„'} ) of a given configuration {p„'} of the alloy
can be written as a sum of two terms: (i) the energy of
the totally disordered state, which is concentration
dependent and configurationally independent, E({c;} ),
also called the disordered energy E&;,(c), (ii) the ordering
energy bE,„&({p„'} ) which is the difference between the
energy of the ordered state specified by the set {p„'} (this
term is also called configurational energy) and the energy
of the totally disordered state.

Thus the band energy is given by

E( {p„'} ) =E~;,(c)+DE„~({p„'I ),
with

AE„g({p„'} )

neighborhood of the clusters. Due to mean-free path
effects, we expect a rapid convergence of the expansion
since the value of the chemical disorder is large.

A major advantage of the GPM is that the ordering en-
ergies, which can be calculated for absolute zero of tern-
perature, completely specify the ordered superstructure of
the given parent lattice. The determination of the most
stable homogeneous ordered structures then reduces to a
search of the ground states of the generalized three-
dimensional Ising model, for which solutions are known
in a number of cases. (See, for example, Refs. 12 and 13.)
Furthermore, as will be shown later, for phase equilibri-
um determination at higher temperatures, the GPM al-
lows the 0-K electronic-structure calculations to decouple
from local-order effects which are temperature dependent.
To gain qualitative understanding of the effects of elec-
tronic parameters on the stability of ordered structures
and on the topology of phase diagrams, we shall investi-
gate the properties of these effective interactions in the
case of paramagnetic transition-metal alloys by means of
the tight-binding approximation (TBA).

II. FORMALISM

As usual, we assume that the most important properties
of a given transition-metal alloy 31,B, come from the d
band. Thus we will adopt the following tight-binding
Hamiltonian to describe the alloy in a particular
configuration {p„'}:

H =A+V,
with

h = g ~

n, A)cr„(n,k.
~

, +Ho,
n, A.

V = g ~
n, A)( E„,cr„)( n, k ~—

n, k

where we have the following:

nQ~n &

n&+n2

rA I)
nQ ]

' ' '
(

~ nQ~ nl n(

(i) Ho is the Hamiltonian of the pure metal:

n, A. )P„"(m, p ~

n, rn&n
k, p

nl —1+n Q

where 6c, . =p„.—c is the concentration deviation at site
J J

n~, and p„.refers, here and subsequently, to the B atom
J

occupancy.
These cluster interactions, for a given lattice (fcc, bcc,

hcp, 315,. . . ), depend upon the distances between the
cluster sites nj and their relative arrangements, the con-
centration c (=cs), and the following electronic quanti-
ties: the Fermi energy F~ which determines the filling of
the band with respect to the completely disordered state,
i.e., the average number of electrons per atom, and the
chemical disorder through the one-electron potential
difference U q —v~. Note that the concentration depen-
dence of the cluster interactions rejects the properties of
the reference medium and, therefore, the average local

(ii) o
„

is the self-energy centered on site n and
E„=g,.p„'E; (i = A, B): e; being the energy of the atomic
level associated with the species i (we neglect crystalline
field eff'ects for simplicity).

(iii) n and m are lattice sites, A, and p are orbital labels
(here k, p=1, 2, . . . , 5 corresponding to the five atomic
d orbitals).

The P„"are hopping integrals, which, according to the
simplest scheme, can be expressed in terms of three pa-
rameters only: (ddo. ), (ddt), and (dd5). ' For the sake
of simplicity, we will neglect the dependence of the f3~'"

on the nature of the species located at sites n and m.
The o, , for which the orbital dependency can be

neglected in a first step, are calculated by using the self-
consistent relation given in the CPA formalism by
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c;t„'=0,

where t„' is the diffusion potential of an electron in the
effective reference medium on a site n occupied by an
atom of type i. The so-called t matrix is given by

jtn—
1 —(s; —o „)F„' y Fk

In this simple description the ordering energy
b,E«d ( Ip„' I ) becomes "
AE„d([p„'I ) =—g (p„'—c;)h„'

N „,.

g (p„'—c; )(p
' —c) ) V„"1

2N
„

with

h„'= Im f dE g in[1 —(s; —o „)F„"],
5~ oo

V„'~ = — Im dE t„'t~ G „)"
5m

~p

where cF is the Fermi energy of the disordered alloy de-
scribed within the CPA, N is the total number of atoms,
and G

„
is the partial interatomic (or off-diagonal) matrix

element of the CPA Green's function.
The general expression (1) has been shown to converge

rapidly in most cases. It applies to any crystalline struc-
ture but becomes particularly simple when all sites are
equivalent, then o.„,F„,t„',and h„' no longer depend on n

and the first term on the right-hand side of (1) vanishes.
Then, to the lowest approximation, we are left with
effective pair interactions (EPI) only and expression (1) is
written as

bE,„d([p„]) = g (p„—c)(p —c)V„1

n~m

where p„stands for p„and V„ is the EPI between sites
n and m given by

AA BB AB
Vnm = Vnm + Vnm 2 Vnm

with

V„

We are finally left with the simple formula

~E«a([ek I)= gek Vk
h

where V~ is the EPI between an atom and its hth neigh-
bors, and the qq are coefficients depending on the type of

where F„is the diagonal matrix element of the CPA
Green's function. If G0 is the resolvent associated with
Ha, then F, in operator notation, is expressed as

F (z) = Gp(z —o (z) )

ordering. Actually,

1
(cnk —c nk )

where nk and nk represent the total number of pairs (or
coordination number) and the number of BB pairs, respec-
tively, at the distance d~ from the origin for a given crys-
talline structure.

Considering only the "d" contribution in the TBA,
these interactions, for a given lattice, depend upon (a) the
concentration (via the concentration-dependent self-energy
of the reference medium), (b) the interatomic distance, (c)
the diagonal disorder 5d =(ss —e q )/W [ W is the average
half bandwidth W'=(1 —c)Wq+cW~ where W; are the
half bandwidths of the pure constituents of the alloy],
possibly on (d) the off-diagonal disorder
5„d= ( Ws —Wq ) / W in cases where bandwidths of the
two components of the alloy differ substantially, and (e)
the filling of the d band N, . Thus we have

Vk = WV(dk, c,5d, 5„d,N, ),
where

N, = 10 f dE nd;, (E),

nd;, (E)= — Im lim g F„(E+i g) .
1

nN q 0„
The of-diagonal effect can be taken into account by as-
suming a dependence of the hopping integrals on the na-
ture of the site occupancies' and by using a CPA adapted
to this effect. ' We shall summarize in Sec. III the gen-
eral properties of these EPI.

III. PROPERTIES OF THE EFFECTIVE
PAIR INTERACTIONS

The results obtained hereafter are based on moment ar-
guments. ' ' Let us first recall the method. Within the
TBA it is straightforward to calculate the first few mo-
ments of the electronic density of states (DOS). Let pk be
the moment of order k of the DOS:

pk= E n CdE,

pk can be calculated directly by applying the following
procedure: we list all closed paths on the lattice charac-
terized by k steps. By "step" we mean the corresponding
matrix element of the Hamiltonian H expressed in the lo-
cal basis, i.e., the hopping integral (or intersite step) or
crystalline field integral and atomic level (or on-site step).
Then the contribution of a given path is obtained by sum-
ming over orbital indices, on each site, the resulting prod-
uct of matrix elements. pk is therefore obtained by sum-
ming over all paths

pk= TrH = y(n ~~H ~n ~)
5N 5N „A,

Thus for a pure metal, if one neglects crystalline field in-
tegrals and sets sd =0 (ed is the energy of the atomic lev-
el), the second moment of the DOS is merely given by
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(pkp )2

n, m,
X)p

where the prime on the summation means that n must be
different from m.

For an alloy, a given configuration is specified in terms
of moments by the paths which involve diagonal matrix
elements of the Hamiltonian, expressed in Sec. II, i.e. , the
onsite steps E~ or cq. Moreover, at least two such ele-
ments are required because terms with only a single on-
site step give contribution proportional to the concentra-
tion, therefore independent of the configuration. Thus the
first path depending on the configuration must include
two on-site steps and two intersite steps. %'e conclude
that the first moment which characterizes a given
configuration is p4. In other words, for a given lattice
(with one type of site in the unit cell) and for a given set
of electronic parameters, the first four moment differences,
associated with a difference of DOS describing a given
configuration and the totally disordered state, must be
equal to zero:

Now if we assume that the total energy of a transition-
metal alloy is principally determined by the d-band ener-

gy
EF

Eb (EF ) = En (e)d E,

we can define in the same way the moments Am„associ-
ated with the ordering energy AE( Ip/ I ).

Because of the relation between Ami, and beak (Refs.
19—22) in a second-order perturbation with respect to E~,

Amk =— 1
~Pa+2(k +1)(k +2)

we conclude that

Amp ——b, m) ——0,
and

defines the necessary number of steps (in terms of nonzero
hopping integrals) to reach site n from site m: '' '

(4)

and

pp" " ——0, p=01, . . . , 2h —1.
Referring to these moment's calculations and a powerful
theorem concerning the zeros of a function, ' we
conclude the following. (i) The minimum number of
zeros of an EPI between two sites n and m reached in h

steps is equal to 2h inside the extremal values of the d-
band filling. (ii) One can easily establish a hierarchy of
EPI based on the fact that their amplitude is essentially
driven by their first nonzero moment. This last quantity
[see relation (4)] is easily known once the moments of
the pure metal are obtained. Therefore, for an fcc lat-
tice, one can conclude that Vi (R i ) » Vz(R z )

& Vz(R&)& Vz(R3), and in the same way, for a bcc
lattice, we have Vi(R, ) & Vi(R2) » V2(R, ) & V2(R4)
» Vq(R3) (note that to describe correctly the electronic
properties of bcc crystalline structure, one has to take
into account nonzero first- and second-neighbor hopping
integrals). (iii) One can define a general closest-neighbor
EPI based on the fact that the variation of the first EPI
with interatomic distance and topology is mainly given

by the second moment of the DOS for the pure metal.
As it was proved elsewhere, "' ' ' because this mo-
ment does not depend strongly on the topology, it turns
out that the zeros of the general EPI V&, as a function
of the band filling, are fixed whatever the lattice struc-
ture under consideration.

Apart from these general properties we note that the
EPI depend on concentration and can even change sign in
some cases over the whole concentration range c = [0, 1].
Because of the following property: V(c, 6d )

= V(1 —c, —5d), the EPI are in general not symmetric
with respect to c=0.5. All of these properties will strong-
ly affect the shape of the phase diagram, as will be seen.

IV. SIMFLIFIED STRUCTURAL MAP

where

if one takes into account the expression for A@4.
' ' This

latter result is strictly identical to the one obtained from
the &PM expression of b,E( [p„'I ) [Eq. (2)]: '

~l [~nm )

b, m2 = g' (p„—c)(p —c)p2 '

2%
„

where

R2
1 nm Ap 2

15 ~„
is the second moment of Vi(R„). In fact, it is straight-
forward to derive a more general expression for the first
nonzero moment of an EPI Vi, (R„)where the index h

The general properties of the nearest EPI allow us to
propose a simplified structural map (c,2V, ) where the
zeros of V& are reported. The position of the zeros of
V& being roughly insensitive to the crystalline structure,
we calculated the first EPI relative to fcc by the TBA-
CPA-GPM. The map is presented in Fig. 1 for different
values of the diagonal disorder parameter bd. With our
conventions [see Eq. (2)], the tendency toward ordering
(or phase separation) is specified by Vi & 0 (or V, & 0).
Since, by convention, the map is drawn for 6d ~0 (i.e.,
equi & e„),we have necessarily N„&N~, i.e. , A and B be-
long to the end and the beginning of the transition-metal
series, respectively. The diagram of Fig. 1 may be used
as follows: construct a straight line from N„(c=0)to
Nii (c= 1), N„&N~, for the particular binary alloy sys-
tem under consideration. Portions of the straight line
which fall inside the central region of the map, marked
"order, " determine the approximate ranges of concentra-
tion where ordering takes place for that alloy system,
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FIG. 1. Generalized structural map (c,N, ) for an A&,8,
alloy and 6d &0 (i.e., N» N& ): ———,5d ——1.4;
5 =1.0 —- —- 6.0; —- —-, 6d ——0.6; . , 5d ——0.2; and —+—,5 ~0
(6„d——0.0).

phase separation being expected elsewhere.
Figures 2(a) —2(c) show schematically how th fi t EPIe rs

or cc varies as a function of concentration c, number of
electrons per atom in A and B (N~ and Ns ), and the

diagonal disorder 5d.
a Let us first fix 5q .. Fig. 2(a) gives a measure of the

influence of bN, =Nq Ns on Vi—. Although the effect
can be quantitatively important, the general profile behav-
ior of Vi(c) is preserved. In particular, one can note the
general asymmetry of Vi(c) with respect to c=0.5 with a
maximum of V~ toward the higher concentration in the 2
element of the end of the series.

(b) Figure 2(b) shows the influence of 5d for fixed values

of b,X, . A decrease of 6d implies a corresponding de-
crease of the maximum amplitude of V& without changing
its location relative to the c axis. This effect can be of ma-

jor importance because, as it was proved elsewhere, the
charge transfer effect which is not included in the present

F
calculations generally decreases the estimated valu f 6

urthermore, this result is confirmed by photoemission
experiments which prove that the split band case occur-
ring for a high value of 5d is rarely observed.

c) Finally, Fig. 2(c) illustrates the simultaneous
influence of Nq and Ns for fixed values of 5 d b,N .d an e.
t appears that the shift of the maximum amplitude of V~

is strongly correlated with the average value —'(N +N )

In ot"n other words, when this quantity is higher than five, the
maximum of Vq is located in the region c —' ' . f
hi her conigher concentration in the A atom, and conversely when
the average is less than five.

When concerned with particular examples, the ener
unit is fixedd in order to reproduce the average d-band

e energy

width of the alloy under consideration. In the present
study the values of the Slater-Koster parameters
[(dd5)= —1.385, (dd~r)= —,

'
~

(ddo ) ~, (dd5)=0], which
are quite consistent with those obtained from various in-
terpolation schemes, give for the fcc DOS d-b d
of 11.o .08 in canonical units (c.u. ). Because of the spin de-
generacy and the number of d orbitals, a factor of 10
must be taken into account. In conclusio f t

'
n, or a typica

bandwidth of 5 eV, the energy scale is thus given by 1

c.u. =4.5 eV. This scale, driven by the set of Slater-
Koster parameters, will be kept fixed in the following sec-
tions.

To summarize this section, we claim that the CzpM, de-
rived from electronic structure calculations, is well adapt-
ed to give a convergent expansion of the ordering energy

0.15 0.15-
(b)

0.15-

0.10 0.10- 0.10—

0.05- 0.05 0.05

1.0
05 bd = 1.0

1.0 1.0

d
= 1.4 NA =9

-0.05-
DN =4

e

-0.05- -0.05-

FIG. 2. Variation of the first-nei hb-neig bor effective pair interaction Vl (expressed in canonical
ion c: a ~ = and 6d =1.4; (b) Ng =9 and AN, =5; (c) hN, =5 and 5d =1 4 (6 d

—0.0).
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in terms of effective pair and, more generally, cluster in-
teractions. The rapid convergence in real space of such an
expansion is ensured as long as the concentration depen-
dence of the effective interactions is taken into account ~

By a moment analysis, one can deduce that in most of the
cases only the first EPI are significant. The general prop-
erties of the nearest EPI, among others, allow us to pro-
pose a simplified structural map which gives the tendency
toward ordering or phase separation for a given alloy.
This kind of map already had been used to obtain reliable
results for the relative stability of ordered superstructures
constructed on the same underlying lattice ' '' or on
different ones. "' The implicit results contained in such
maps show that the influence of electronic parameters on
the behavior of the nearest EPI as a function of c is actual-
ly well understood and exhibit general qualitative
features which will be of major importance for detailed
study of phase diagrams. Finally, this approach is quite
general and the GPM can be developed not only within a
simple tight-binding model but also using more sophisti-
cated methods, such as the KKR-CPA (Refs. 26 and 27)
to describe more accurately the electronic structure of the
reference medium. Moreover, the formalism can be easily
extended to the study of correlative effects of chemical
and magnetic orders and also of the relative stability of
multicomponent alloys.

V. FREE ENERGY

Calculation of the free energy for a given alloy system
in the present context proceeds as follows: First, a num-
ber of diff'erent crystalline structures (fcc, bcc, etc. ) are
selected. For each lattice type, band-structure calcula-
tions are performed over the whole concentration range
c = [0, 1], assuming complete configurational disorder.
Each lattice type is associated with a set of ordered super-
structures (also called the ground states), their number
and complexity being given from the search of the ground
states of the Ising model which is solved for a particular
set of effective interactions, the same as the one retained
in the GPM expansion. The resulting phase diagram, of
course, will contain only those phases which have been
explicitly included in the calculation.

Formally the free energy per lattice point of a binary al-
loy for a given phase (superstructure a) built on a given
crystalline structure (I) can be written as

F = ( 1 c)Fg cFg + b E—,„—T—AS

where F; =E; —TS; is the free energy per atom of the ele-
ment i (i = A, B) with the crystalline structure I, with E;I
and S; denoting energy and entropy, respectively, of the i
species.

The formation energy AE consists of several contri-
butions. Some of these are related to atomic displace-
ments, both static (elastic and relaxation energies) and dy-
namic (lattice vibrations). In this preliminary study, how-
ever, atoms will be regarded as rigidly confined to their
ideal lattice positions, so that elastic, vibrational, and

I
volume change contributions to AE will be neglected.
It will also be assumed that the change in vibrational en-
tropy upon ordering (on a rigid lattice) is negligible com-

pared to the configurational entropy change. The latter is
then regarded as the only contribution to the entropy of
mixing AS, and with the same kind of assumptions S;
will be neglected.

Within the stated hypotheses, the energy of mixing is
then

r I
~Em —Edis Elin + ~Eord

where E~;„=(1 c)—Eq +cEii is the linear interpolation be-
tween the cohesive energies of the pure elements for the
reference lattice of type I, Ed;, is the cohesive energy (for
the same lattice I) of the completely disordered state, as

I
calculated within the CPA, and AE „d is the
configurational part of the mixing energy which can be ex-
panded, as it was shown in Sec. II, in terms of effective
interactions. As a first step, this contribution is given by
[see Eq. (3)]

I
AEord = g gh Vh

h

Such a decomposition of the total free energy shows
that it will be much more difficult to calculate phase sta-
bility diagrams than to determine the phase stability con-
ditions for homogeneous ordered structures (or structural
maps) at T=O K. Indeed, the structural maps depend
essentially on the relative values of mixing energies
whereas a phase diagram is determined by the different
contributions to the free energy in the entire range of con-
centration; for example, a slight modification in AE (c)
can lead to a change of stability of an ordered structure
compared to a mixing of ordered or disordered phases at
other concentrations.

In the present exploratory study, we shall limit our in-
vestigation to the inhuence of concentration-dependent
pair interactions and disordered energies on the resulting
phase diagrams by considering only one crystalline lattice,
at present the fcc lattice. This restrictive framework al-
lows us to consider the following free-energy expression:

AFm =AEm —TAS„„f)

where AS„„fis the configurational entropy relative to su-
perstructure a. (We have now no more need for a roman
number because all the quantities are referred to the same
lattice type. ) Note that since phase equilibria are unal-
tered when the same linear function of concentration is
added to the free energy of all phases, the linear terms in
Eq. (5) may be discarded, as they are seen not to depend on
the ordered phase index a. In comparing, say fcc and bcc
related phases, then the linear terms play an important
role and must be retained as will be shown in a future
study. In order to set up the practical expression of the to-
tal free energy, let us rewrite it in a way consistent with
the basic CVM equation. ' ' At first, it is preferable to
introduce the occupation number o., which, in the case of
a binary alloy, can take two values +1 depending on the
site occupancy. o.

„

is related to p„,previously intro-
duced, by the relation o, =2p, —1. So now a given
configuration is specified at T=O K by the set [o.„],and
the ordering energy in the EPI approximation is given by
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b,E„d(c,T)= —,
' g g y, „V,(c)6(,„(c,T), (8)

where s is the coordination shell index and r denotes a
type of pair. The latter index is required because, in the
ordered superstructure cz, various s-neighbor pairs are no
longer necessarily equivalent, as they are in the disordered
phase. In Eq. (8) y, „stands for the number per unit cell
of s-neighbor pairs of type r in the a superstructure (in the
disordered phase, this number is half the coordination
number, i.e., n, /2) and g' is the difference:

between correlation functions in the (partially) ordered
phase a, and the completely disordered (superscript R for
random) state, which is the reference medium used in the
calculation of Ed;, . The pair correlation functions them-
selves are obtained from the ensemble average:

p„=(o„o„+,)„. (10)

Since there are no site occupation correlations in the com-
pletely random state, the expectation values of pair corre-
lations g, is simply related to the concentration by

gR (g )2

where

where the v are elements of the so-called "v matrix" or
"configuration matrix" whose elements are given by
sums of products of the o.~. ' In Eq. (13) the summa-
tion is over all subclusters ( m ', r ') of the cluster ( m, r )

considered. In Eq. (13) the general term g ~

„

is a mul-
tisite correlation function defined as the ensemble aver-
age of the product of m ' occupation numbers associated
with the respective m ' points of the cluster of type r' of
superstructure a [i.e., a generalization of Eq. (10)]. A
slight difference in the meaning of the subscripts pertain-
ing to the correlation function introduced in Eqs. (8) and
(13) has to be noted.

The phase diagram computations proceed by inserting
Eqs. (6) and (12) into (7), making use of (8)—(11) and (13),
and minimizing the resulting free-energy functional AF
with respect to its independent variables, for each super-
structure a. For the case of a (partially) ordered phase,
because the long-range order (LRO) is described by means
of sublattices, the point correlation functions [g~ „]are re-
placed by g~ =bc and the LRO parameter g (several pa-
rameters in some cases), which corresponds to the ampli-
tude of the characteristic concentration waves which
determine a particular type of order, following for that
purpose the prescription largely commented upon else-
where. '

After the transformation

DISCO f = —ks g y „aTrp „(g)lnp „(g)
m, r

(12)

where kz is Boltzmann's constant, and where the sum-
mation is over clusters of m lattice points of type r in-
cluded in the maximum cluster which defines the order
of the CVM approximation, y „being the number of
such clusters per lattice point in structure a [these num-
bers represent a generalization of the ones introduced in
Eq. (8)], a are the Kikuchi-Barker coefficients35 36

whose algebra is defined elsewhere and the trace is over
all configurations (g) of the partial density matrices:

p „(g)= 1+1

Ac =cg —cg ——2c —1

In contradistinction to usual mean-field theories, the
correlation functions g are temperature dependent, and so,
therefore, is the ordering energy, as indicated in Eq. (8),
since the degrees of short and long range may vary with
temperature in each phase. Thus, as announced, a very
convenient decoupling of state of order (hence, of temper-
ature) and of electronic calculations is achieved by the
GPM: Ed;, (c) and V, (c) do not depend on the super-
structure type (index a), nor on the temperature, and are
thus calculated before being entered into the free-energy
expression (7), while the P„are determined (i) by the
symmetry of the a superstructure considered and (ii) by
minimizing the CVM free energy.

The CVM free energy itself is constructed by adding to
the energy bE, defined above [see Eq. (6)], the term
—TAS„„~,where the CVM configurational entropy is
given by '

is performed, because the energy parameters themselves
are concentration dependent, the minimization must be
carried out at constant concentration, i.e., in a canonical
rather than grand canonical scheme [see the implicit for-
mulation of Eq. (7)]. According to this variational pro-
cedure, the free energy is minimized by using a modified
version of the Newton-Raphson iteration scheme, with
respect to the LRO parameter(s), pair and multisite
correlation functions, the concentration (or g~ ) being
kept constant. The correlation functions [g*] obtained
after minimization, when reinserted into AF, yield the
equilibrium free energy AF *(c,T)=DE ([g*],cT) and
the [g*] themselves provide values of short- and long-
range order parameters and all subsequent information
such as cluster concentrations. The computation is re-
peated for an appropriate number of concentrations c
and for several temperatures. Phase equilibrium at given
T is determined by constructing lowest common
tangents between free-energy curves for the different
phases (a) considered.

For computational purposes, it is preferable to use a
scheme devised by Kikuchi which consists in looking for
intersections of the Legendre transform of the free energy,
i.e., the "grand potential"

G =F —Ap hc,
where Ap is the difference in chemical potentials
p~ —p~, obtained by taking the following partial deriva-
tive:

a (3F
p =a~c
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VI. PHASE DIAGRAM COMPUTATION

As a means of testing the methods described above,
preliminary calculations were performed on a rigid fcc lat-
tice in the EPI approximation. Since the first-neighbor
pair is expected to be more influent than high-neighbor
pairs for typical binary paramagnetic transition-metal al-
loys, the first EPI, V~, alone was calculated by the GPM
and inserted in the nearest-neighbor tetrahedron approxi-
mation of the CVM, which represents the basic improve-
ment of the configurational entropy calculation compared
to what is obtained within the Bragg-Williams approxima-
tion. From the studies related to the search of the ground
states of the Ising model with just V&, we have to consider
two superstructures: L12 (Cu3Au type) and L 10 (CuAu
type) beside the disordered state. ' '

The TB-CPA calculations were performed with the
canonical values of the Slater-Koster parameters men-
tioned in Sec. IV. As a consequence, the temperature
scale is fixed by the following expression:

1.60219X10 '~ 10M
1.380 62 X 10

which gives for a typical value of average bandwidth equal
to 5eV

T(K)—52 370T(c.u. ) .

Calculated curves for V~ and bEd;, Ed——;, —E~;„[seeEq.
(6)] as a function of c are shown in Figs. 3(a) and 3(b),
respectively, for selected sets of alloy parameters Nz,
N~, and 5d. As expected when N„+Nz——10, the V, (c)
curves peak around the central concentrations whereas
for N~ =9 and Nz ——3, the V& curves are asymmetric
and peak towards the 3 element. In all cases, the ampli-
tude of the V&(c) profiles increases as 5d increases.
Values of bEd;, (c) and V~(c) are then inserted into the
appropriate terms of the free-energy functional AF . In
Table I we give the number of correlation functions and
the coefficients we need to calculate the difterent contri-
butions to AF . In particular, the ordering energies for
the three possible fcc-related phases are given by

—,
'

[gp )+4/2 2+ g2 3 6( bc) ]V ~ (c) for L 1o,
bE„d= —,'[3/2 ~+3gq2 —6(hc) ]V~(c) for Llq,

—,'[gq ~
—(bc) ]V~(c) for the fcc disordered phase,

whereas the configurational entropy AS„„&is simply given
by relation (12) in the nearest-neighbor fcc tetrahedron ap-
proximation of the CVM by making use of Table I.

Phase diagrams associated with Nz ——9 and Nz ——3,
N~ =7 and N~ =3 (named hereafter, for short, 9-3 and
7-3 systems, respectively) have been calculated as a func-
tion of the diagonal disorder parameter 6d which has
been given the values 0.6, 0.8, and 1.0 in order to cover
the two extreme cases of overlap and split band regimes

of the disordered DOS. A 9-4 system with 6d ——0.8 has

been added for completeness. The shape of one particu-
lar phase diagram will be explained in detail by studying

the variation of the free-energy contributions with

respect to concentration for a series of temperatures.
This examination will allow us, in Sec. VII, to extract
some general trends linking the bEd, ,(c) and V&(c)

curves to the shape of a phase diagram. In all cases, the
order-disorder transitions are found to be first order.
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FIG. 3. Calculated first-neighbor effective pair interaction Vl (a) and mixing energy b,Ed;, (b) (both expressed in canonical unit
c.u. }, as a function of the atomic concentration c for an fcc crystalline structure with the following alloy parameters: , N~ ——9,
N~ ——-3, and 6q-—-1.0; —————,N& ——9, Ns =3, and 6d ——0.8; ——,N& ——9, Nq ——3, and 6d ——0.6; —- —-, N& ——7, Nq ——3, and
6d ——1.0, - — -, Ng ——7, Np ——3, and 6d ——0.8, ———,Ng ——7, Ng ——3, and 6d ——0.6; . - . , Ng ——9, Ng ——4, and 6d ——0.8 (6„d——0.0).
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TABLE I. Parameters needed to describe tetrahedron clusters in L lo, L12, and the fcc disordered state. The first column gives
the list of subclusters for each phase. The m and r indices specify the correlation functions P „,(m and r stand for number of lat-
tice points in the cluster and the type of cluster, respectively).
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(a) 9-3 system. Figures 4(a) —4(c) show the influence of
6d on the shape of the resulting phase diagram for the 9-3
system. At a high 5d value, 5d =1.0 [see Fig. 4(a)], a pro-
nounced asymmetry in the phase diagram towards the
low concentration in B species and a huge miscibility gap
(MG) involving the disordered state at two different con-
centrations are prominent features of the diagram. Two

spinodal curves are obtained which correspond to the
(100) ordering and the (000) clustering cases. The con-
cept of spinodal line was explained in detail elsewhere
(see, e.g., Refs. 1 and 40). The occurrence of a spinodal
line is associated with the cancellation of the determinant
of second derivatives of the free energy with respect to the
set of independent correlation functions. One can check
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FIG. 4. Equilibrium fcc order-disorder phase diagrams calculated with the tetrahedron approximation of the CVM using the energy
data for Ng =9, Na =3 [see Figs. 3(a) and 3(b)], and (a) 5d = 1.0; (b) 5d =0.8; (c) 5d =0.6 (5„d=0.0). The dashed-dotted and dashed
lines correspond to the (000) clustering and (100) ordering spinodal curves, respectively, whereas the dotted lines indicate some of
the metastable equilibria. A3B and AB3 correspond to the L12 ordered phase, AB to the L lo ordered phase, and a stands for the fcc
disordered state (T is expressed in canonical unit c.u. ). In (b) a metastable MG involving the disordered state at two dift'erent concen-
trations is also mentioned.
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that the maximum value of the ordering temperature T,
when it is located at stoichiometry, is related to the value
of Vi as follows:

4kT, =~Vi,
where, in the fcc-tetrahedron approximation of the CVM,
the constant ~ takes the value 1.9248 and 1.8924 for the
L12 and L lp order-disorder transitions, respectively. This
result shows how the CVM is relevant when compared to
what is obtained by Monte Carlo simulation for which
z= 1.766.38

For this particular value of 5d (6d =1.0), Figs. 3(a) and
3(b) exhibited a marked asymmetry in the V&(c) curve
and an almost linear region in the bEd;, (c) curve. These
features turn out to have a significant influence on the
free-energy contributions b,E„d,—TS,„„f(and therefore
EEd;, ) which result in the phase diagram of Fig. 4(a). At
high temperature, T=0.120 c.u. , the disordered state is
the only stable phase. Because of the still existing short-
range order (SRO), b,E,„d, although small, differs from
zero [see Fig. 5(a)] with a maximum value in the vicinity
of c=0.25 associated to the maximal value of V~ in the
same range of concentration. The —TS curve has a large
amplitude in agreement with the high temperature and the
resulting high disorder. The degree of disorder (or the
SRO parameter) comes close to complete randomness as
is illustrated by the comparison of the —TS curve and the
one deduced from the Bragg-Williams approximation:
—kT [c inc +(1—c)ln(1 —c)] [see Fig. 5(a)]. The bEd;,
contribution, negative in the whole range of concentra-
tion, which indicates a clear tendency to alloy formation,
shows an almost linear behavior around c=0.4 [see Fig.
3(b)). Although the second derivative of b,Ed;, with
respect to concentration is minimal in this range of con-
centration, this feature does not show up in the AF
curve because of the pronounced convexity of the —TS
curve.

At T=0.063 c.u. the concavity of AE„,d(c) around
c=0.4 [see Fig. 5(b)], which cannot be counterbalanced
by the —TS behavior results in the same effect for AF
hence leading to a MG In the phase diagram. The high
value of V~ around c=0.25 causes strong SRO so that the
entropy is significantly less as it would be for a totally
disordered state.

At T=0.44 c.u. [see Fig. 5(c)], long-range order sets in
locally and the L12 phase manifests its existence by a
first-order transition. The shift in the location of the max-
imum T, towards low concentration in B species (con-
trary to previous calculations where V~ is supposed to be
concentration independent' ' ') is easily explained by the
fact that the V] curve itself has a sharp maximum at a
concentration below stoichiometry (c-0.2). It can also
be noticed that although the AE„dcurves for the ordered
and the disordered states differ notably, this difference is
largely compensated by the difference in the —TS curves
so that the resulting AF curves for both states are rela-
tively close. The MG broadens when T decreases because
the —TS curve becomes less influential. Due to the jump
in the LRO parameter at T, (first-order transition-type be-
havior), for T & T„the configurational entropy of an or-
dered phase tends to zero at the stoichiometry and corre-

spondingly the AE„d curve exhibits a sharp extremum
[see Figs. 5(c)—5(e)]. At T=0.021 c.u. [Fig. 5(d)] the L12
range of stability broadens in such a way that the MG be-
comes metastable. As a result, a two phase region be-
tween L lq and the fcc disordered phase appears.

At low temperature, T=0.013 [see Fig. 5(e)], two other
phases appears: the Llp and the L12 phases around
c=0.5 and 0.75, respectively. In this situation four stable
equilibria can be observed: dis-L 1q, L 1q —L 1p,
L 1p —L 1 q, and L 12-dis, and three metastable ones have
also been indicated: dis dis -(MG), and L lq dis a-nd dis
L 1p.

The above comments clearly demonstrate a connection
between the shape of the Vi(c) and AEd;, (c) curves and
the resulting phase diagram. A small value of the second
derivatives of AEd;, with respect to concentration can in-
duce miscibility gap or broad two phase regions. It has
been mentioned already that the maximum temperature
below which an ordered phase is found stable is propor-
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FIG. 5. Component curves of hF = AEd, , +AE „d—TS„„f
for the phase diagram of Fig. 4(a) (N~ ——9, N~ = 3, 6d = 1.0, and
6„d=0.0) as a function of atomic concentration c at various tem-
peratures (expressed in canonical unit c.u. ): (a) T=0.120; (b)
T=0.063; (c) T=0.44; (d) T=0.21; (e) T=0.13. Thick and thin
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solution, respectively, with the following conventions:
AF; —- —-, EEd;„———,AEo, d', . , —TS„„f.In (a) and
(b) a thin solid line refers to —TS„„fas calculated in the Bragg-
Williams approximation. In (c)—(e) some of the domains of sta-
bility of the existing phases are indicated for memory.
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tional to the EPI at the corresponding concentration;
therefore, the shape of the V((c) curve is reflected in that
of the phase diagram.

When 6d is equal to 0.8, the maximum of V] is less
pronounced than in the previous case, although the
overall shape is still asymmetric. These properties are
transferred in the resulting phase diagram [see Fig. 4(b)].
Because the b,Ed;, (c) curve tends to be parabolic, the MG
vanishes completely. Finally, when 5d =0.6 the V~ (c)
curve is almost concentration independent whereas the
corresponding AEd;, (c) curve is well fitted by a parabola
centered around c=0.5. This case "reduces" to the Ising
model approximation, and the phase diagram [see Fig.
4(c)] resembles the one given, for example, in Refs. 1, 2,
and 41. The value of T, is again related to the amplitude
of V]. Another feature in that case is the existence of
wide single phase regions.

(b) 7-3 system. Figures 6(a)—6(c) show the phase dia-
grams associated to the 7-3 system for typical values of
5d. For 5d =1.0, the V~(c) curve [see Fig. 3(a)] is roughly
symmetric and shows a steep maximum around c=0.5;
on the other hand, the b,Ed;, (c) curve [see Fig. 3(b)] is
also symmetric and exhibits a deep minimum at c=0.5.
The quasilinearity of AEd;, around c=0.4 and 0.6 makes,
as has been shown before, the alloy system sensitive to
phase separation (MG) [see Fig. 6(a)]. At lower tempera-
ture, the original MG are replaced by broad two phase re-
gions between L lo and L12. Due to the combined effects
of AEd;, and V~, the two phase region between the disor-

dered state and L12 broadens rapidly as T decreases
( —TS„„rhas no more effect at low temperature). As a
consequence, the L lz itself is confined to a very narrow
concentration range around stoichiometry. When 5d is
decreased from 1.0 to 0.8, although the overall shape of
the V~(c) curve is preserved [see Fig. 3(a)], a decrease in
magnitude of V~ around c=0.5 is apparent. As a result,
the T, for Llq around c=0.25 and 0.75 are slightly
modified whereas' the T, of L lo around c=0.5 decreases
proportionally to the decrease in magnitude of the EPI.
More significant is the absence of linearity in the b,Ed;, (c)
curve [see Fig. 3(b)], and consequently, no more MG's are
observed [see Fig. 6(b)] and the two phase regions between
L 1 z and L 1 o narrow. Because the V~ (c) and b,Ed;, (c)
curves look almost the same for 6d ——1.0 and 0.8 at low
concentration in A or B species, no changes are noticed
regarding the extremeties of the phase diagram. Upon
further decrease of 6d to 0.6, the trends previously out-
lined are confirmed. The EPI is almost concentration in-
dependent [see Fig. 3(a)] and the b,Ed;, (c) curve is well
fitted by a parabola around c=0.5 [see Fig. 3(b)). Conse-
quently, the corresponding phase diagram [see Fig. 6(c)] is
quite comparable to the one already calculated for the 9-3
system with 6d ——0.6. Once again, the broadness of the
L12-disordered two phase region, at low temperature, is
caused by the quasilinearity of the bEd;, (c) curve in these
concentration ranges.

(c) 9-4 system. The strong asymmetric V~(c) curve for
the 9-4 system with 5d =0.8 [see Fig. 3(a)] explains the
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FICx. 6. Similar to Fig. 4 with the energy data associated with Nz =7, Nz =3 [see Figs 3(a) and 3(.b)], and (a) 5d = 1.0; (b) 5d =0.8;
(c) 5d =0.6 (5„d=0.0).
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significant difference in the T, values for the 338 and
383 L 1 q phases (see Fig. 7). Due to the deep minimum
of V& near equiatomic concentration, the L lo phase is
found less stable than the L lq phases which surround it.
Therefore, as a result of the minimum in V~(c) and the
relative "fiatness" of the AEd;, (c) curve [see Fig. 3(b)], no
L lo phase appears to be stable in the phase diagram. The
linearity of the b,Ed,,(c) curve around c=0.3 makes this
system sensitive to phase separation, and the particular
shape of V~(c) enhances this tendency so that a very
broad MG occurs in the phase diagram (see Fig. 7).

VII. SUMMARY AND CONCLUSIONS

Because the essential physics can be derived from sim-
ple models, we considered the case of paramagnetic
transition-metal alloys, the electronic properties of which
can be well specified within the tight-binding approxima-
tion. By use of the GPM, when applied to the completely
disordered state determined by the CPA (see Sec. II), the
ordering energy can be expanded in terms of effective clus-
ter interactions. At least as far as we are concerned with
the most important terms of the expansion, i.e., the first
few EPI, general properties as function of distance, con-
centration, and alloy parameters can be derived for them
(see Sec. III), and simplified structural maps allow us to
give the tendency toward order or phase separation, de-
pending mainly on the number of valence electrons of the
two components of the alloy, N~ and Nz (see Sec. IV).
From that knowledge, and after focusing on the fcc crys-

Atomic concentration, c

FIG. 7. Similar to Fig. 4 with the energy data associated with
Nq =9, Ng =4 (see Figs. 3(a) and 3(b)], and 5d =0.8 (5„d=0.0).

talline structure, several values of Nz, Nz, and 6d were
selected in order to cover the typical cases of first EPI,
V&(c), and mixing energy, AEd;, (c), behaviors. The
influence of these input data on the phase diagrams was
studied by making use of the CVM to treat the statistical
part of the problem correctly (see Sec. V).

Within this general framework, the present formal
study (formal in the sense we did not try to apply any
kind of fitting procedure to specify a particular alloy sys-
tem) shows that even with a small number of
concentration-dependent pair interactions (at present, just
the first EPI of the fcc crystalline structure), a large
variety of phase diagrams can be generated. Conversely,
as far as the overall shape of an experimental phase dia-
gram can be driven by configurational quantities, it is ac-
tually possible to learn more about stable and metastable
phases. The qualitative understanding of the factors
which control the appearance of the main features in a
phase diagram allows us to extract the following trends.
At low 6d value, the bEd;, (c) curve approximates a para-
bola, the V~ (c) curve is almost concentration independent,
and the sign of these quantities is defined by Nz and Nz.
As a result, our description reduces to the Ising model
formulation and ipso facto the phase diagram looks very
similar to the fcc CVM Ising model phase diagram with
quite comparable values of the order-disorder critical tem-
perature for both types of order, i.e., L12 and L lo. Upon
increasing the value of 5d, the AEd;, (c) curve departs from
the parabolical shape and may develop quasilinear regions
which in turn make the alloy free-energy sensitive to the
appearance of MG's and/or broad two phase regions.
These possible effects are, in our case, driven by the
configuration-dependent energy term. Because the loca-
tion of the maximum value of Vi and its magnitude are
clearly defined once Nq, A~, and 6d are given, the impor-
tance of the gradient of V] with respect to the concentra-
tion allows us to predict the existence of such effects, be-
sides the typical asymmetry of the phase diagram. Al-
though it is still premature to compare our results with
experimental phase diagrams because most of them in-
volve incoherent and/or magnetic phases, some of the
trends are confirmed. For example, the related 9-3 sys-
tems PdTi, PtTi or 9-4 systems PtNb, PtTa exhibit pro-
nounced asymmetric phase diagrams with maximum T, 's

towards the element with the greater number of valence
electrons. Furthermore, most of the 7-3 alloy systems
show experimentally a B2 structure which remains or-
dered until the melting point, generally at high tempera-
ture: RuTi constitutes in this respect a typical example.
Because the first EPI ( V~ in the case of fcc, V~ and Vq in
the case of bcc) is slightly affected by the topology of the
underlying lattice, this experimental observation strongly
suggests a large value of V~ around c=0.5, which is in
agreement with our calculations. [See also Ref. 42.]

Even in its simple version, the scheme we have been
using to derive thermodynamic properties gives the
correct order of magnitude for T, . Indeed, for an aver-
age d-bandwidth of 5 eV and a V& around 0.05 c.u. (i.e.,
225 meV), the corresponding T, is about 1250 K. This
observation encourages further studies in this direction.
In particular, the results already obtained at T=O K for
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simple and complex structures (fcc, hcp, bcc, A15, Laves
phases, etc. )"' can be revisited within the present
framework in order to generate incoherent phase dia-
grams from which more general trends will emerge,
without using up excessive computing time.
Meanwhile, due to the different orders of magnitude in-
volved in the calculation of the terms which make up
the total free energy, it appears to be important to im-
prove the determination of the internal energy, i.e., a
more suitable reference medium (i.e., the totally disor-
dered state) must be defined to obtain the required accu-
racy in the band structure calculations. This step can be
achieved in two ways. The first one consists in using the
TBA-CPA-GPM-CVM as an intermediate fitting pro-
cedure between ab initio band-structure calculations and
the resulting phase diagram by including hybridization,
charge transfer self consistency, and vibrational quanti-
ties. The second one is to transcribe the idea of the
GPM in the multiple-scattering formalism. The use of
the KKR-CPA equations will allow us to study a wider
set of alloys, especially superalloys and other normal
metal alloys which are of great technological interest ~

Work in the three directions —use of crude TB model

to extract tendencies for incoherent phase diagrams,
refinements in the use of the TB model, and use of the
first-principles band-structure calculations to derive alloy
thermodynamic properties —is in progress, and will be re-
ported in forthcoming publications. In the meantime, cer-
tain problems remain to be solved (self consistency for the
calculation of the total energy, including exchange corre-
lation and charge transfer effects, elastic interaction deter-
mination, relaxation effects, introduction of more distant
interactions in the statistical models, etc. ) if we are to pro-
vide truly quantitative answers to the general problem of
alloy stability.
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