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Cooperative ring exchange and the fractional quantum Hall effect
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We study the transition of the interacting two-dimensional electron gas at high magnetic field from
a low-density Wigner crystal to a higher-density correlated state which exhibits the fractionally quan-
tized Hall effect. The phase transition is precipitated by a condensation of ring-exchange processes,
which by nature of their sensitivity to enclosed magnetic flux allow for especially low-energy ex-
change condensates at certain values of the Landau-level filling factor, v=v;. In the condensate, the
exchanges mediate a logarithmic potential between local-density fluctuations, leading to a cusp in the
ground-state energy as a function of v —v; in the vicinity of a preferred state. In addition, we
derive quasiparticle excitations of sharp fractional charge which are analogous to the excitations de-
rived by Laughlin.

I. INTRODUCTION

The remarkable discovery of anomalies in the transport
properties of a two-dimensional (2D) electron or hole gas
in a strong magnetic field at integral' and fractional
filling v of the lowest Landau level has stimulated consid-
erable theoretical activity. In particular, in semiconductor
heterojunctions it is observed that the Hall conductivity
o ~ exhibits plateaus at integer filling factors
v; =1,2, . . . , as well as at rational values of v; with odd
denominators, e.g. , v;=

3 5 5
. , with o.

~ quantized
very accurately to values v;e /h. In addition, the longitu-
dinal resistance p is observed to become extremely small
near v;. While the integer eA'ect can in essence be ac-
counted for within the context of one-body theory, the
fractional quantum Hall effect (FQHE) is fundamentally a
consequence of many-body correlations.

Most theoretical attempts to account for the FQHE are
based on the following general picture. ' Near certain
filling factors v; the energy E(v) of the system is particu-
larly low, exhibiting cusplike behavior at each v;. As a
consequence, at these cusps the chemical potential
p =dE/dv is discontinuous, corresponding to a gap
25=(e*/e)(p+ —p ) in the spectrum for creating a pair
of widely spaced quasiparticle excitations of charge e*.
In the presence of defects, added charge 6v=v —v; be-
comes pinned at the defects, causing o.„~ to be constant
near v;. For large 6v the defects are saturated and the
unbound added charge enters the condensate increasing
its density toward its value at the next plateau. Presum-
ably, the minimum of p „at v; is also a consequence of
the gap 2A, with intrinsic dissipation being thermally ac-
tivated. On the basis of this picture, a number of ap-
proaches have been advanced to account for the origin of
the cusps as well as the nature of the low-lying excita-
tion s.

Early theoretical attempts focused on a Hartree-Fock
approach to the 2D electron gas in a strong magnetic field
8. Within this approximation, it was shown that F. is
a smooth function of v, without cusps. The first success-

e, =A', g(;—z, )+, . (1.2)

The factor z; —zo raises the angular momentum of elec-
tron i, measured about zo, by the amount + 1, leaving a
region of reduced electron density at zo. Since the mean
density per quantum of Aux is v, the charge of the quasi-
particle is e =ve, a fractional value. This is the analog
of fractionally charged solitons in one-dimensional sys-
tems. ' While a factor (z; —zo) for noninteger a would
give charge ave, only integer a is allowed if one is to
remain in the lowest Landau level. For v= —,

' (and a= 1),
Laughlin estimates the quasihole creation energy to be

=0.026e /el.
The quasielectron is obtained by lowering the angular

momentum of each electron, thereby increasing the elec-
tron density near the origin. Similar arguments to those
above lead to a charge —ve and a creation energy, which
Laughlin estimated to be 5+ ——0.030e /el for v= —,'. It
has been suggested that these excitations obey fractional
statistics.

ful theory of the FQHE was proposed by Laughlin.
Working in the symmetric gauge A= —,'B&(r, with B in
the direction normal to the 2D (x,y) plane, he assumed
the electronic ground state for a fractional filling factor
v=1/m is well approximated by a Jastrow-type function,

)ep
j,k I

{j(k}

where 1 = (srtc /eB)'~ is the magnetic length. Here
zj=xj+iy~ is the complex one-electron coordinate. To
satisfy the Pauli exclusion principle and to ensure that
only states in the lowest-energy Landau level are involved,
m must be an odd integer. As Haldane and others' "
have discussed, for a class of short-range potentials, the
Laughlin-Jastrow function (1.1) is the exact ground state
for v=1/m.

To describe a quasihole located at complex coordinate
zo, Laughlin proposed the state
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Based on these results, Laughlin argued that the state
describes an incompressible system in that v can be
changed by a small amount 6v only if the extra charge is
added in the form of quasiparticles. Therefore, the energy
increase near v; is linear in 5v, 5F. =N

~

6v
~

4, where N is
the number of flux quanta in the area A of the system. In
a compressible system, 6E is quadratic in 6v and therefore
the system exhibits gapless sound waves or magnetopho-
nons.

Extensive numerical calculations' ' have been carried
out for small numbers of electrons to investigate the
ground state and excitations of an interacting electron gas
in a strong magnetic field. Haldane and Rezayi' have re-
cently studied up to eight electrons in a spherical
geometry for filling factor v= —,', using a Coulomb poten-
tial. Remarkably, for six electrons, the projection of their
fully diagonalized state on the Laughlin-Jastrow state is
over 99%.

To investigate the excitation spectrum Girvin, Mac-
Donald, and Platzman' used an approach similar to that
of Feynman' for He. In this scheme one considers the
Fourier component pk of the density operator suitably
projected onto the lowest Landau level. When this opera-
tor is applied to the ground state, one assumes that most
of the weight arises form a single mode. Using the oscil-
lator strength sum rule and the structure factor S(k) ob-
tained form the Laughlin-Jastrow function, one finds a
spectrum which exhibits a gap for all k, reflecting the in-
compressibility of the system. In addition, these authors
find a magnetoroton minimum analogous to the roton
minimum in He.

The above discussion has been limited to the "funda-
mental" steps, v=1/m, where m is an odd integer. To
account for steps at densities n /m where n differs from 1

and from m —1, Haldane, ' Halperin, ' and Laughlin
proposed a hierarchy of condensates, each step of the
hierarchy being formed from the quasiparticles of the
preceeding step. While giving a good qualitative descrip-
tion of the n Im steps, the mean spacing between quasi-
particles is comparable to their intrinsic size, making a de-
tailed theory of this approach difficult.

Laughlin's ground state appears to be a remarkably
good approximation to the exact ground state. However,
it is not clear which of the correlations that are built into
Laughlin's wave function are essential for the fractional
quantum Hali effect, and what their physical origin is.
On the one hand, the fact that this wave function keeps
the electrons well apart at short distances appears to be
very important. On the other hand, Laughlin's wave
function builds in strong correlations between the position
of one electron and the positions of all other electrons.
Moreover, the incompressibility which characterizes the
quantum-Hall ground state, is a long-wavelength collec-
tive property of the system. In particular, it is an interest-
ing open question whether or not an order parameter
which exhibits long-range or quasi-long-range order can
be defined for the system. ' By adopting a fresh ap-
proach to this problem, we believe that we can shed some
light on these issues.

The present work has as its point of departure the low-
density limit investigated by Maki and Zotos. As v~O

(or
~

I —v ~0) the electrons (or holes) form a Wigner
lattice. Corrections to the zeroth-order Madelung energy
arise from lattice vibrations and pairwise exchange. These
energies are smooth functions of v. Maki and Zotos cal-
culated the contribution to E from exchanges involving a
triangle of three electrons. They treated the problem as
two pairwise exchanges and found an energy lowering
when the Wigner and magnetic lattice periods are com-
mensurate. Unfortunately, the magnitude of the effect
was found to be 4 orders of magnitude too weak and a flat
minimum rather than a cusp was found at densities
v=1/m, where m is an odd integer. It is clear that the
Aharonov-Bohm phase is what leads to this effect, al-
though it is difficult to see how one can obtain the re-
quired cusps or the correct order of magnitude of the
strength of the cusps from this argument alone. As we
will discuss, the phenomenon is a rather subtle one.

It is not even prima facie clear whether exchange pro-
cesses should be expected to lower the ground-state ener-

gy, and hence produce a particularly stable ground state
when they add in phase, or in fact raise the energy. In
the absence of a magnetic field, the antisymmetric ground
state always has higher energy than the unsymmetrized
ground state —exchange always raises the energy of a fer-
mion system. This is because exchange builds nodes into
the wave function and, hence, increases the ground-state
kinetic energy. However, in a strong magnetic field, the
kinetic energy is quenched. In this case, the dominant
effect of exchange can be to reduce the repulsive interac-
tion between electrons. Hence, exchange can indeed
lower the ground-state energy.

In a recent paper we proposed an explicit mechanism
whereby exchange processes can lead to cusps in the
ground-state energy. Furthermore, we showed how the
quasiparticle charge is quantized in this approach. The
basic idea is that rings of electrons undergo cooperative
tunneling processes in which each particle moves to the
site initially occupied by one of its neighbors. It is this
tunneling current when coupled to the vector potential A,
through the Aharonov-Bohm effect, which leads to
coherent superposition of the exchange energies from all
rings when the flux inside each ring is a multiple of the
flux quantum. The sharpness of the cusps arises from the
importance of large rings, which are extremely sensitive to
changes of density. The large overall magnitude of the
effect is due to the low tunneling barrier which arises
from the fact that the electrons are moving cooperatively
along the tunneling path.

In essence, as the density increases, the number of ring
tunneling events per unit time increases until the system
passes through a phase transition, after which the system
is filled with rings. These rings enter with arbitrary phase
except near critical values of the density given by rational
values n /m, where they add in phase, lowering the energy
in a cusplike form. Quasiparticles are formed, much as in
the Laughlin theory, and have their charge quantized by
the fact that charges other than the proper values have
infinite energy.

Recently, Baskaran has argued that the cooperative
ring-exchange mechanism need not be tied to the Wigner
crystal, but may be defined relative to the typical
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configuration of an incompressible Quid. While we are
not sure this problem has been completely resolved, we
also feel that the crystalline lattice is not an essential
feature of the theory described in this paper. We will re-
turn to this point in the conclusions.

This paper provides a detailed analysis of the theory
put forward in our earlier Letter and also includes new
results on the excitations. The structure of the paper is as
follows. In Sec. II we discuss the path-integral formula-
tion of the problem and the coherent-state basis. The
essential role played by cooperative ring-exchange process-
es is deduced and the contribution from various types of
exchange paths is discussed. In Sec. III the problem of
summing over all cooperative ring-exchange contributions
is mapped onto the discrete Gaussian model, and in turn
onto the Coulomb gas, whose properties are largely
known. This leads to a ground-state energy exhibiting
cusps of the form

~

5v
~

ln
~

5v ~, which motivates the need
for quasiparticles.

Quasiparticle excitations are deduced in Sec. IV where
it is shown that the condition that all exchange rings add
coherently leads to fractional charge quantization. Boson
excitations (collective modes) are also discussed. A sum-
mary, remarks and conclusions are given in Sec. V. In
addition, there are six appendices. A discussion of how
exchange processes can lower the energy of a fermion sys-
tem in a strong magnetic field is contained in Appendix
A. Appendixes B and C contain the formalism necessary

l

in deriving a coherent-state path-integral expression for
the partition function. Appendix 0 contains some details
of the calculation of the classical action, Appendix E re-
views some of the statistical mechanics of certain models
that we use, and Appendix F contains a lowest-order cal-
culation of the magnetophonon spectrum in the dense ex-
change phase.

II. PATH-INTEGRAL FORMULATION

A. Coherent-state path integral

One can develop a path-integral formulation for a two-
dimensional system of electron confined to the lowest
Landau level by using a coherent-state representation.
We use such a formulation to calculate the partition func-
tion Z(v) for the partially filled Landau level in the
steepest-descent or saddle-point approximation. The
ground-state energy is then obtained from the partition
function as

E (v) = —limp „—lnZ (v),1

where p is the inverse temperature.
The partition function for a two-dimensional system of

N electrons in a perpendicular magnetic field B=—Boz
may be written as

—PH
N

Z(v)=Tre = g sgn(o') f Q d rk(r], . . . , r]v
~

e
~

r (]], . . . , r (N))Nt
N k=1

(2.1)

where the sum is over all permutations o. and, in the symmetric gauge,
2

N
H= g p;+ Boz X r; + U](r;)+ g Vz(r; —r„)

2m j( &0

(2.2)

Here, Vq(r)=e /er is the Coulomb potential and U] is
the interaction with the neutralizing background. In the
limit that the splitting between Landau levels,
Ace, =AeB/m c, is much greater than the Coulomb ener-

gy (m*~0), we can project the Hamiltonian onto the
lowest Landau level. This results in an expression for Z
as a path integral over an overcomplete basis of direct-
product single-electron coherent states R ) which span
the lowest Landau level. The position-space representa-
tion of

~

R) is

QR(r)=(r
~

R) =(2~) exp —
—,
'

~

r —R
~

+ —(rXR) z,

(R]
~
Ri) =exp ——,

'
~
R] —R2

~
+ —R] /i R2

(2.4)

N M
Z(v)=A' g sgn((7) f Q g dR (ne)e

j=l n =0
(2.S)

The derivation of the discrete-time path integral
proceeds in the usual way, as discussed in Appendix C,
and one obtains

(2.3)

where we set I = &]]lc /eB —= 1. [Henceforth, we will
adopt the notation a Ab—:(aXb).z for two-dimensional
cross products. ] The general properties of these
coherent states are reviewed in Appendix B. We stress
that the state label R is a continuous quantity. The
overlap between two such states is given by

R, (O)=R (J)(p) .

The action function in Eq. (2.5) is

(2.6)

where A' is a normalization constant, RJ(nE) labels the
center of the coherent state occupied by particle j at
(imaginary) time r=nE, e=P/M, and, from the definition
of the trace, the Rj satisfy the boundary conditions
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M N N

S[R]= g g [ ——2'[R&(ns+s) —RJ(ns)] [R~(nE)+iR~(nE)&&z]+EU~(nE)I +E g V~2, (nE)+O(E )

n=0 j,k

(j «)
(2.7)

where

&R, (r)R~(r)
~

V2
~
Rj(r+s)R/&(r+s))

V)i, (r) =
(RJ(r)Ri, (r)

~
RJ( r+E)Ri, ( 7+8))

(2.8)

The discrete-time path integral in Eq. (2.5) is well
defined for time step c, small but nonzero. The integration
over the variables Xj and Y~ in each time slice can be per-
formed along any contour in the complex X~ and Yj
planes that runs from —oo to + ~. In general, the con-
tinuum limit (E~O) of Eq. (2.5) is fraught with
mathematical difficulties because of the existence of
discontinuous paths with finite action. One can handle
this difficulty either by keeping c nonzero at all intermedi-
ate steps of the calculation, or by considering the usual
Feynman (Weiner) path integral for the partition function
and taking the limit m ~0 at the end. (These
subtleties are inconsequential for calculating the classical
action, but can be important for calculating the sum over
paths in the vicinity of the classical path i.e., the fIuctua-
tion determinant. ) Despite these difficulties, the continu-
um version of the path integral can be used to develop a
saddle-point approximation for the partition function,
as discussed in the next section. In this case, Eqs. (2.5)
and (2.7) become

Z y —s[R']D [g c] (2.12)

pect, the semiclassical approximation is valid at low elec-
tron densities where the ground state is believed to be a
Wigner crystal. In fact, we shall see that g/8rr&0. 1 for
v & —,, and therefore this approximation is possibly

justified at intermediate densities as well.
In the saddle-point approximation the path integral is

evaluated by a multidimensional version of the method of
steepest descents. Thus our prescription is to first find all
those paths R '(r) which extremize the action,
6S/6R (r) ~,=0. [8' is a vector function with 2N

components R~(r) which we will call a "classical" path.
It is important to keep in mind, however, that R (r) la-

bels the center of a coherent state, i.e., it is a guiding-
center coordinate and not the coordinate of a point elec-
tron. ] The path integral can then be expressed as a sum
over saddle-point contributions in which the contribution
of paths in the neighborhood of each classical path is eval-
uated by expanding the action to quadratic order in
R —R'. In this way Z can be expressed in terms of a
sum over classical paths (assuming them to be well
separated in path space)

Z(v) =cN g sgn(o ) J Q 2)RJ(r)e

S[R]= J dr g ——R, hR, +U(R, )

j=1

(2.9)
where S [R'] is the action evaluated along the classical
path (and includes a phase factor arising from Fermi
statistics) and D [R'] is the Iluctuation determinant.

It follows from the discrete-time equations of motion
that the classical (extremal) paths are continuous, except
possibly at the endpoints (see Appendix C) and therefore
can also be derived from the continuous time action. The
classical paths satisfy the equations of motion:

+ g V(R~ —Rl )

j,k

(j (k)

(2. 10)
BVi' ———,i Yj ———
BY)

'
BV
BX,-

' (2.13)

U(R) = (R
~

Ui
~

R) is the neutralizing back-
ground term and V is the matrix element of the Coulomb
potential between coherent states,

v'
V(R) e

—R /8lo(g 2/8)
26

(2.11)

B. Saddle-point approximation

Having formulated the problem in terms of a path in-
tegral, we proceed to evaluate it within the saddle-point
(or semiclassical) approximation. For the class of paths
which we consider, there is a single quantum parameter,
which we will call g/8~, which is simply proportional to
the ratio of the extent of the electron wave packet due to
its zero-point motion to the mean area per electron.
Hence, g/8~ is proportional to v and, as one would ex-

where V—= g; V(R; —R, ). These are simply the
imaginary-time E& B drift equations, which have the
property that a classical path lies along an equipotential
contour V=O. In addition, the classical paths satisfy the
boundary conditions given in Eq. (2.6). As is usual in the
saddle-point approximation, each variable (in this case,
each X~ and YJ ) is analytically continued into the coin-
plex plane in the search for saddle points, while the initial
and final values remain real and fixed. This is done by
deforming the contour of integration in each time step so
that it passes over the saddle point in the direction of
steepest descent. In the present case, the classical paths
may be discontinuous at the endpoints. This results from
the fact that it is not always possible. to find solutions to
the classical equations of motion, which are first-order
equations, that also satisfy both the initial and final
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(2.14)

where

8 V-
L~J(R')=

BX;8Yj R+R'( )

8 V
WJ(R')==

aYaY. . .,„,

(2.15)

From the relation of Eq. (2.5) to the phase-space path
integral it is clear that D [R'] is the partition function for
a set of N coupled harmonic oscillators with time-
dependent coupling constants:

D [R']=TrT exp —f dr H(R'(r)), (2.16a)
0

where T is the time-ordering operator,

H(R')= —,
' g [P; W,J(R')P~+P;L,~(R')Xj

+X;L;i(R ')PJ +X;K;,(R ')Xi ], (2.16b)

and [P&,XJ ]= i5&k. —
Let us begin to classify the classical paths. The path

with the smallest action is a stationary path, the triangu-
lar Wigner crystal. This path and Gaussian fluctuations
about it make the dominant contribution to the partition
function Doe '=exp[ f3NEO(v)], where E—o(v) is the
energy per site of the static Wigner crystal, which is
essentially the Hartree energy that has been computed by
Maki and Zotos. The contribution to this energy from
pair exchange can also be calculated by using the
discrete-time version of the path integral. Eo(v) is a
smooth, monotonic function of v for v& —,'. Mgki and Zo-
tos also noted that for v& v+ =0 45 the Wigner crystal is
classically unstable since the shear modulus is negative.
Thus we must confine ourselves to v&v+. (For
v& 1 —v+, the same considerations apply for the hole lat-
tice. )

All other classical paths apparently have action larger
than S0,' however, there are very many of them. We as-
sume that, so as not to have prohibitively large action, the
important classical paths resemble the Wigner crystal at
most points in space, most of the time. We will return to
this assumption later. In this case, it is convenient to

boundary conditions. In this case one obtains an addi-
tional contribution to the classical action from the discon-
tinuities at the endpoints. However, for the specific
paths which we will consider, the endpoint contributions
to the action are negligible. (See Appendix C.)

By making the coordinate change R=R —R' we can
express the fiuctuation determinant D [R'] as a path in-
tegral of the same form as that in Eqs. (2.5)—(2.7) but
with the potential V= g, VJ in Eq. (2.7) replaced by
the time-dependent quadratic potential:

V~ —,
' g (X;KqXq+X;L,J YJ+ Y;L;~X&+ Y; WJ Y;),

rewrite the sum in Eq. (2.12) in a form that allows us to
focus on the difference between a particular classical path
and the static Wigner crystal

Z =D e gD[R']e (2.17)

where D =D /Do and S=S —So.

C. Cooperative ring-exchange paths

~ N
S[R']=——g f dr R,'ARJ'+i'(L —1), (2.18)

j=1

where R; satisfies the equations of motion, Eq. (2.13),
with the potential V= g, [V(R; —R ) —V(RO Ro)],
and R~ =R~(x =0) is the position of the jth electron in the
initial static Wigner crystal configuration. It follows from
the equations of motion that along the classical path the
potential V is zero. The term im(L —1) in Eq. (2.18)
reflects the Fermi statistics. If the electrons involved in
the ring exchange are labeled from 1 to L, then the RJ'
satisfy the following boundary conditions:

FIG. l. An example of a cooperative ring-exchange path.

We now focus on those paths which are most likely to
lead to structure in E, (v) because of their systematic
dependence on v. That is, we consider paths, such as
those illustrated in Fig. 1, which consist of a cyclic
coherent superposition of nearest-neighbor exchanges
from the initial static Wigner crystal configuration. Each
such exchange event can be characterized by a directed
path on the Wigner lattice, as shown in the figure, and by
the time 0&T&P a.t which the event occurs. Paths in-
volving second- or further-neighbor exchanges (see Fig. 2)
have larger real parts of the action (not only because the
electrons must tunnel larger distances but also because the
electrons come closer together along the path and hence
must tunnel through larger potential barriers) and are
therefore neglected.

Let us consider the contribution to the reduced parti-
tion function Z from a single large ring exchange involv-

ing L electrons. The classical action, from Eq. (2.12), is
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D[g c] ( . . )
r —aa(v)L

To
(2.22)

FIG. 2 A ring-exchange path involving further-neighbor ex-
changes. This six-particle exchange process is of a substantially
smaller amplitude than that depicted in Fig. 1.

Ri (/3) =RI.(0),
R;+i(P)=R~(0), j=1, . . . , L —1

RJ(p)=RJ(0), j not on the ring .

where Aa is a real constant which acts to renormalize ao
and 'To is the characteristic tunneling time. As in all in-
stanton calculations, by constraining the exchange to
occur at time 7, we break time-translation invariance.
Therefore, in obtaining an expression for D[R'] from Eq.
(2.16), the resulting zero mode is suppressed and instead
an explicit integral over the flip time is included, as
represented by the factor d~/~o. We have not explicitly
calculated the prefactor, which is denoted by ( ) in
Eq. (2.22), for a general classical path. (The calculation of
D for an especially simple path is discussed below in Sec.
II D.) We can at best estimate the leading order contribu-
tion of large cooperative ring exchanges (L ~ oo ) to
lnZ(v). Corrections that are sublinear in L (i.e., there are
lnL corrections from the prefactor) are too subtle to be in-
cluded at the present level of approximation. However,
the phase of the prefactor is important and must be
correctly calculated. In Appendix A we argue that the
fluctuation determinant is real and negative.

The results of Eqs. (2.21) and (2.22) can be summarized

The real part of the action is approximately proportion-
al to L, since each electron tunnels through a similar bar-
rier, and the imaginary part, from Eqs. (2.18) and (2.19),
js29

L
8= ——,

' $ J d~R) hR)'+m(L —1),
j=1

0=+2~(glgp)+ vr(L —1),
(2.20)

1g=+7r ——1 Nz +ir (mod2~), (2.21)

where we have used the fact that, for the triangular lat-
tice, Nz is odd (even) when L is odd (even). Similarly,
the real part of the action would be ap(v)L, where ap is
independent of path.

In fact, due to the presence of corners, the classical
paths do not follow precisely straight-line segments, ao is
not independent of path, and for any particular single ring
exchange there are corrections to the phase expressed in

Eq. (2.21}. We will argue that the net effect of such
corrections is to renormalize ao, but first let us consider
the fluctuation determinant.

The important contributions to the reduced fluctuation
determinant D [R '] come from those regions of space and
time where R' differs appreciably from a Wigner crystal.
From Eq. (2.16), this implies that

where R~ is the real part of R,', P is the flux enclosed by
the path, and the + refers to positive or negative sense of
rotation. The first term in Eq. (2.20) is the phase from
the Aharonov-Bohm effect. If the classical path exactly
followed the straight-line segments between sites (as
shown in Fig. 1) then one would have P/Pp Nq /2v, N~-—
is the number of enclosed plaquettes of area 0:—wI v. In
this case, the phase would be

D[R ']e ( l= exp[ —a( )vL+i2irfNq +O(lnL)],
7O

(2.23)

where a=ap+b, a and f= —,'[(1/v) —1]. It is apparent
from Eq. (2.23) that when v ' is an odd integer, the con-
tribution from different ring exchanges will add in phase.
Although the contribution from a given large ring ex-
change is exponentially small, the number of ring ex-
changes involving L electrons also grows exponentially.
Thus when the tunneling coefficient a(v) is sufficiently
small, arbitrarily large ring exchanges will contribute to
the energy, and when their phases are such that the
different contributions add coherently, then a particularly
stable ground state is found. This phase relation is also
preserved when some further-neighbor exchanges are con-
sidered, and we do not expect the inclusion of such ex-
changes (which we have neglected) to change the results
qualitatively.

One feature of the classical path which is worth noting
is that the characteristic time ~o over which the electrons
are actually moving is determined by local interactions
and so is roughly independent of the length of the ex-
change loop. Moreover, as is typical for tunneling paths,
the motion is exponentially localized in time so that in-
teractions between exchange events that are separated by
a time interval greater than ~o are negligible.

In deriving Eq. (2.23) we have assumed that the classi-
cal paths were constructed from L straight-line segments
between the lattice points so that the enclosed area A is
an integral multiple of the plaquette area, A =N~ A, and
that the real part of the action is L times the real part of
the action for motion along a single line segment,
Sp(L, Nq }=apL+i2irfNq. In fact, the action associated
with a single ring exchange takes this form only for paths
with a very high degree of symmetry, of which the
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straight-line path shown in Fig. 3(a) and considered in the
next section, is a particularly simple example. A general
path has many corners near which the electron deviates
from straight-line motion. As noted previously, this im-

plies that the action is not simply So. W'e can express the
efFect of these deviations by considering the average con-
tribution to Z from all exchange loops of fixed length L
and fixed number of enclosed plaquettes cV& ..

(2.24)

Here A =N&0„+ A' is the enclosed area and P(S', A'
~

L,N„)dS'd A' is the probability that one of these rings chosen at
random will have action S=So(L,N„)+S'+i2nf A'/0„. We expect that in the limit of large L, S' and A' should be ap-
proximately independent Gaussian random variables with first moments 6z and 6z, and second moments 6& and 6„,
respectively. Therefore, in this limit, the eA'ect of deviations from a straight-line-segment path can be expressed as a sim-
ple renormalization of the exponent in Eq. (2.23):

aL i2nf—Nq ~[a+6s/L —bs/2L+ (2rtf) bq /L]L+i2vrf (N~ +6q ) . (2.25)

We need to determine the L and Nq dependence of 6
and 6 for this expression to be useful. If we assume that
the dominant interactions which cause the path to deviate
from a straight-line segment are determined by the local
configuration of corners of the path, then P is approxi-

mately independent of Nz, 6q, bq, and 4z are propor-
tional to L, and 6z vanishes like I!L for large L. (In
fact, the discreteness of the lattice implies the presence of
an order L term in 5~. We believe this term is an ar-
tifact of the crystalline lattice. ) From Eq. (2.25), this im-
plies that the net eAect of corners on the contribution
from large ring exchanges is to renormalize a to a+ n i.
To obtain an approximate upper bound on the magnitude
of ai, we have compared the action of extreme case of a
zigzag path, holding all nontunneling electrons fixed [see
Fig. 3(b)] with that of the straight-line path discussed
below. The resulting bound on a~ is a] =o;. For the typi-
cal path in which the density of corners is much lower
and relaxation effects are included, ei will be much small-
er.

D. Calculation of a(v)

(b)

FIG. 3. (a) A "straight-line exchange" path. (b) Zigzag path.

The numerical value of the tunneling coefficient a(v)
determines whether cooperative ring exchanges contribute
significantly to the partition function at a given density v.
We estimate this coefficient for a particularly simple ex-
change path. Consider the path in which one row of
electrons exchanges one step in the x direction,
so XJ(P)=X (0)+a,, and Y~(P)= Y~(0), where
a„=(4'/v'3v) ~ is the lattice constant of the Wigner
crystal. We impose periodic boundary conditions in the x
direction, X,(~)=X,+L(r). Since this path encloses no
area, the action can be chosen to be pure real. To make
the calculation tractable, we assume that only the elec-
trons in this one row move, in the background of the stat-
ic potential of all the other electrons. Thus we probably
ouerestimate a(v).

The classical action, and hence ao(v), can be readily
calculated numerically (see Appendix D), but in order to
calculate the fiuctuation determinant and b,a(v) it is con-
venient to work with an analytic approximation for the
actual potential in the action. We have checked numeri-
cally that for

~
YJ

~

&&a, the actual potential is well ap-
proximated by
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V=
2

Qy YJ Q,+ [1—cos(2nXJ /a, )]
(2m }2

+ g —K„(k —j)1

J j 2
(k) j)

'2
Xk —Xj

+Ky(k —j)
2

Yk —Y
(2.26)

For v= —,', we found that the best fit to the actual potential was obtained with Q„=0.260 and Q» =2.44, and that Q and

K(j) are only weakly dependent on v. That Q„/Q» =0.1067 &&1 reflects the important fact that when the entire row
moves coherently in the z direction, each electron is moving toward-a site left vacant by its neighbor, and so the potential
barrier is very much less than for motion in the y direction.

With this form of the action, both the classical action and the fluctuation determinant can be evaluated explicitly.
Since 5 is a quadratic form in Yj, the motion in the y direction can be integrated out exactly. This yield a new, effective
action S' for the x motion, with a quadratic kinetic energy

e fgdr
e o a j,k

, (j)k)

[ ,'p&M(j——k)/k+2&K„(j k)(QJ —pk ) ]+—g Q, (1 —cospj ) (2.27)

where |))i =2mX//a„, M(i j)=(2')—a, W~ ', and Wo
' is

the matrix inverse of

W;J =5;i Qy+ g Ky(k) Ky(—i —j} .
k

(2.28)

[M (i —j) is an exponentially decreasing function of
~i —j ~, and hence M'= gi M(j)=(2~) a, /Q» acts as

an effective mass. ] S' is the action for a one-dimensional
sine-Cxordon chain. The classical path satisfying the
boundary conditions, Pi (0)=0 and P/(P) =2m. , corre-
sponds to the simultaneous coherent motion of all the
electrons, i.e., PJ(r) =go(r) Hence, S[R ']=ao(v}L,
where ao(v)=(Q /Qy}'» (8/&3n)v ', is independent of
K. Note that, as promised, ao(v) is rather small due to
the softness of the potential in the x direction. The
characteristic classical time over which the transition
occurs can also be readily calculated and one finds
ro(v)=a'/(Q„Q»)' '(e'/e&)

To evaluate the fluctuation determinant D[R'] we ap-
proximate the discrete sine-Gordon chain in Eq. (2.27) by
a field theory with a finite ultraviolet cutoff A-1/a and
then use known results for the sine-Gordon field theory.
Of course the effects of fluctuations with wave number k
of order A are treated very crudely in this approximation.
However, if the quantum parameter g/8~ (defined below)
is small compared to 1, the effect of short-wavelength
fluctuations is small, as reflected in the weak A depen-
dence of the results. Usually, to take a continuum limit
of Eq. (2.27), (QJ QI, ) is replaced b—y (j —k}a„B p, but
since g.j K, (j) is log-divergent, this procedure does not
work; the continuum model must be constructed with
greater care. To do this, we examine the free propagator
obtained from Eq. (2.27) by approximating the cosine by a
quadratic potential, and relate it to the corresponding free
propagator of the continuum model. The free propagator
for the lattice model is

Go(k, ro}= IM "cg2+Ko(ka„) [ln(1/ka, )+ —', ]+Q„ I

while for a continuum theory with effective elastic con-
stant E, the propagator is

Go( k, ro ) = [M 'co +K ( ka ) +Q„]

For Kk smaller than Q„, the propagator is approximately
independent of k, while for large k the propagator is
small. Thus, over the relevant range of k, the two propa-
gators are approximately equal for

K =Ko[—', —ln(kga, )]= —,'Ko[ln(K0/Q„)+3],

where kga, =(K/Q„)' . What emerges from this
analysis is

S' =—f dr f dr + +mo[1 —cosp]
1 p' L (f'r

g 0 0 2 2

(2.29)

where, by rescaling our units of time so that p'=/3/moro,
we are left with a single dimensionless classical coupling
constant mo =(Q„/v)'» a „' and a single quantum param-
eter

g/8m =(Qy/~)'~ (&3/8)v=0. 24v, (2.30)

where G/Sm. =1 marks the point at which the classical
ground state becomes unstable. Note that for all relevant
values of v, we have that g/8m &&1.

From Eq. (2.16), the effect of Gaussian fluctuations can
be readily calculated and the results can be summarized
as follows. (1} They produce quantum renormalizations
of the bare parameter mo which enters the action,
which simply results in mo being replaced by
m =mo(mo/2A)s» —mo(Q /~)g»' ". Physically, this
reflects the fact that because of the zero-point fluctuations
of the field, the effective barrier height between the
different minima of the potential is less than its classical
value. (2) They shift the soliton creation energy, mea-
sured in units of the renormalized frequency m, to
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E, /m =1—g/8m due to the temporary reduction of the
zero-point energy of the field that occurs during the tun-
neling event (a dynamic Casimir effect). (3) The zero
mode produces a prefactor of the form (ro) 'dr(S)'
Combining all these results, we obtain at last the expres-
sion

De =(ro) 'dr exp[ a(v—)L +O(lnL)],

where

(2.31)

a(v) =v
I/2 ' g/16'

Q

Qy 4~

III. MAPPING ONTO A DISCRETE MODEL

A. Sum over paths

Having obtained an approximate expression for the ac-
tion due to a single isolated ring, we now turn to the task
of enumerating all such exchange rings and summing
their contributions to the partition function. If a(v) is

large, so that the system is in the sparse-ring phase, this
can be done by making use of the dilute-gas approxima-
tion:

InZ= $ 2$(L,Ng) —
( )e

L, N~ 7p

Xcos(2~fNg)(e )L ~„, (3.1)

where JV(L,N~ ) is the number of polygons which can be
drawn on a triangular lattice with circumference of length
L and with Nz enclosed plaquettes. The factor
(f3/ro)( ) comes, as in Eq. (2.22), from the fiuctuation
determinant, the factor 2 cos(2~fN„), where f
= —,'(v ' —1), results from the interference between paths
in which the exchange occurs in the clockwise and coun-
terclockwise directions, and the term (e )L ~ is the

average over all shape-dependent variations in the classi-
cal action for paths of fixed L and Nz. For large L,
JV'(L, N'q )-A, where A —4 is the connectivity of the lat-
tice. It is clear from Eq. (3.1) that the dilute-gas approxi-
mation is valid only if a &&lruY. For a & in@, the entro-

py associated with large paths outweighs the "energy"
aL. However, in the dense-ring (small-a) phase the
dilute-gas approximation breaks down, as signalled by the
observation that the free energy computed from Eq. (3.1)

is superextensive.
For small o., the sum over the important classical paths

becomes considerably more complicated. Firstly, the im-

portant paths consist of overlapping and intersecting rings
of electrons exchanging essentially simultaneously so that

(2.32)

and g/8~=0. 24v is defined in Eq. (2.30). For v= —,',
g/8 ir=0. 08«1, and a( —,')=1.0. The bare value ao is

1.48 at v = —,', so the the quantum renormalization is
—33% at this density. The tunneling coefficient a(v) is
calculated in Eq. (2.32) is shown in Fig. 6.

the action associated with such a path is not simply the
sum of the actions associated with the constituent rings.
We will refer to this as interactions between rings.
Secondly, we can no longer restrict our attention to rings
in which the electrons move only to nearest-neighbor
sites; for small a, exchanges involving further neighbors
also become important.

We have not been able to develop a well-controlled ap-
proximation for summing the contributions of all these
paths. We have, however, developed an approximate
method for summing the contribution of an important
subclass of these paths by relating the sum to the partition
function of a two-dimensional classical spin model. The
equivalence to the spin model is asymptotically correct for
large a, and we believe it captures the essential features of
the dense-ring phase which occurs at small a. Since the
mapping is not exact, we begin with a general discussion
of the essential ingredients. (1) We consider the subclass
of classical paths which can be constructed as a linear su-

perposition of individual ring-exchange events. Each indi-
vidual event is characterized by a set of directed segments
along the nearest-neighbor bonds which comprise the ring
and which specify the direction of the exchange motion,
and by an imaginary time which specifies when the ex-
change event occurs. (2) The real part of the action in-

creases approximately linearly with the net length of the
exchange rings. (3) The imaginary part of the action is

proportional to the directed area enclosed by the exchange
paths, due to the Aharonov-Bohm effect. In addition, we
associate an extra contribution to the imaginary part of
the action, also proportional to the enclosed area, which
incorporates the Fermi statistics. (4) The exchange
motion occurs on a characteristic (imaginary) time scale of
order ~p. Exchange events that occur at times much
greater than ~p apart are essentially noninteracting.

With these points in mind, we construct our spin model
in three steps. First, we divide the time interval P into
time slices of approximate duration 7p. All exchanges
that occur in different time slices are assumed to be in-

Pl~o
dependent and noninteracting. Thus, Z = (Z,~;„)
where Z,i;„ is the sum over all exchanges that occur in a
given time slice. This approximation is plausible since the
exchange paths are exponentially localized in time.

Within a given time slice, we associate with each ex-

change path a set of integer valued "spins" S~ defined on
the (dual) lattice of plaquetts such that Si is equal to the
number of clockwise exchange loops minus the number of
counterclockwise exchange loops that encircle plaquette A,

(see Fig. 4). Thus the classical paths are the domain walls
of the spin model. To each classical path there corre-
sponds a unique spin configuration on the dual lattice.
However, in the presence of overlapping or intersecting
loops, the mapping is not one to one; more than one clas-
sical path may correspond to each spin configuration. For
example, when two intersecting ring exchanges occur in

the same time slice, we obtain spin configuration of the
sort shown in Fig. S(a). This spin configuration corre-
sponds to at least two possible exchange paths, depending
on whether the ring to the left or the ring to the right ex-
changes first. There are also paths which overlap on a
line segment, as shown in Figs. 5(b) and 5(c). If the com-
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The mapping to the discrete Gaussian model makes the
following assumptions concerning the action of various
classical paths.

(1) There are various interactions between paths which
reAect the fact that multiple classical paths correspond to
each spin configuration.

(2) There is an effective interaction between loops which
share one or more traversed segments in that any segment
traversed n times carries with it an action n a(v).

(3} There are no interactions associated with corners or
bends in the exchange path; the real part of the action is
simply proportional to the length of the path.

(4) There are no interactions between disjoint exchange
loops.

FIG. 4. Mapping to a spin model: The integer spin variables

assigned to a plaquette reAects the net ring-exchange circulation
about that plaquette in a given time slice.

HDG =a g (Sq —Sz) +2' g fgSg, (3.2)

mon segment is traversed in the same direction by both
paths, as in Fig. 5(b), again there is a degeneracy in the
mapping since either the path on the right or the path on
the left can exchange first. However, the degeneracy is
much more important in the case where the common seg-
ment is traversed in opposite directions, as in Fig. 5(c).
The resulting spin configuration is the same as if the com-
mon segment were not traversed at all. This is not likely
to be important since we expect the action associated with
the path in which the segment is multiply traversed to be
considerably larger than the action associated with the
path in which the segment is not traversed at all. Indeed,
we have found that if we suppress the contribution of
paths in which any segment is multiply traversed during a
given time step it does not change our results qualitatively
(see below).

We now have an approximate representation of the sum
over classical paths in terms of a sum over classical spin
configurations. The remaining step is to construct a spin
Hamiltonian such that the "energy" associated with a
given spin configuration is equal to the action associated
with the corresponding classical path. This can be done
to arbitrary levels of complexity, but in light of the fact
that the mapping onto the spin model is itself only ap-
proximate, we have contented ourselves with studying the
simplest model which is consistent with the general
features of the classical paths listed above. Thus, we asso-
ciate with each spin configuration an energy
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where (A, , y) denotes a nearest-neighbor pair on the dual
lattice, fq=4&q/@o ——,

' =(v ' —l )/2, and 4q/No= —,'v
is the magnetic Aux through plaquette k in units of the
Dirac Aux quantum. HDz can be recognized as the Ham-
iltonian of the discrete Gaussian (DG) model in an imagi-
nary field. ' The sum over paths within a given time slice
can thus be approximated by

FIG. 5. Unfaithful aspects of the mapping. (a) A spin
configuration which corresponds to two intersecting exchange
paths. (b) A spin configuration corresponding to two exchange
paths which overlap additively on a single segment. (c) A spin
configuration corresponding to exchange paths which overlap in
a canceling sense on a single segment.
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Assumption (1) concerns the fact that the mapping is
not one to one as has already been discussed. The most
important example of this is that paths in which a given
segment is traversed in opposite directions is not includ-
ed at all in Eq. (3.3); it is as if there were an infinite ac-
tion associated with such paths. On the other hand, if
the segment is traversed more than once in the same
direction, a finite action is associated with the path, as
stated in assumption (2). In the absence of loop-loop in-
teractions, the action associated with an n-
times —traversed segment, such as the n =2 exchange
shown in Fig. 5(b), would be na, whereas in the DG
model it is n a. We choose an interaction of the form
(Si —Sz) since the tunneling amplitude in a magnetic
field is proportional to the square of the distance
trasversed. However, we note that the solid-on-solid
model, with an interaction of the form

~
Si —Sz ~, is

believed to lie within the same universality class as the
discrete Gaussian model. If we had represented the sum
over paths with a solid-on-solid model we would have
neglected interactions between overlapping loops (other
than those included from mapping different exchange
paths onto a single spin configuration). This fact sug-
gests an insensitivity of the results of our analysis to the
actual approximation used for loop-loop interactions. In
fact, one could restrict neighboring spin variables to
differ by 0 and + 1 only, thereby eliminating all
configurations which correspond to loops that share seg-
ments, and still obtain similar results. This case is a spe-
cial solid-on-solid model which has transition tempera-
ture very close to that for the DG model.

Assumption (3) says that for paths with only singly
traversed segments, the real part of the action is assumed
to be simply aL, independent of the shape of the ex-
change path, i.e., how many corners it has, or how many
intersections it has (although some interaction effects due
to intersections are included as discussed above. ) These
approximations could, in principle, be improved by in-
cluding further-neighbor and multispin interactions in the
Hamiltonian, i.e., an interaction which counted the num-
ber of corners or the number of intersections. However,
we do not expect the inclusion of short-ranged spin in-
teractions to change the nature of the model in any essen-
tial manner. Interactions between spatially separated seg-
ments of the exchange path are not zero [assumption (4)],
but they appear to be sufficiently short ranged that they
do not have any important qualitative effects. For in-
stance, if we consider two simultaneously exchanging
rings of N electrons, each separated by a distance X which
is large compared to their radii, we can calculate the in-
teraction energy using a multipole expansion. The
lowest-order contribution comes from the l =N multipole
and the interaction energy falls off as ro(ro IX) + ',
which is small in comparison with the local line energy of
the ring. When rings are in close proximity, where the
multipole expansion converges poorly, the interaction
effects are potentially important. Although we have no
proof that such short-ranged interactions are not qualita-
tively important, we believe that such terms may also be
introduced as additional short-ranged spin-spin interac-
tions in the DG Hamiltonian which do not alter the na-

ture of the transition.
We have discussed the steps which lead from the sum

over classical paths to the discrete Gaussian model,
highlighting the approximations that arise at each step.
While it is possible to refine the process by introducing
additional interactions in the spin model, there are in-
herent errors associated with the time-slice approximation.
Thus the spin model is not reliable on a quantitative level.
The value of e which appears in the DG model, for exam-
ple, should be interpreted as an effective a, which is only
roughly related to the value of a appropriate for the
motion of a single isolated ring which was calculated in
the previous section. However, we also believe that the
relation between the sum over classical paths and a spin
model with similar long-distance behavior to the discrete
Gaussian model is correct despite our inability to establish
an exact correspondence. This belief is based on the fact
that the discrete Gaussian model incorporates all the
features of the sum over classical paths, listed at the be-
ginning of this section, which we believe embody the
essential physics of the problem.

B. Equivalence with other models

The discrete Gaussian Hamiltonian is related to other
well-studied models. For example, application of the
Poisson summation formula produces an exact
equivalence to the spin-wave —vortex-gas system. In addi-
tion, the DG model may be mapped onto the planar (XY)
model using a duality transformation and the Villain ap-
proximation. (In the presence of an imaginary field, the
DG model maps onto the frustrated XY model. ) All these
models have received a great deal of attention, both
analytical and numerical, and many existing results may
be applied directly to our ring-exchange model. In Ap-
pendix E we review the equivalence between the DG
model of Eq. (3.2), the frustrated XY model, which is de-
scribed by the Hamiltonian

H = g [1—cos(9„—8„—A„„)],1

2o (r r')

and the vortex-gas model

(3.4)

Hvo= — g'(m; f;)G;, (m~ f;) . — —
2' (3.5)

In Eq. (3.4) the dynamical variables are the angles I0„}
and the sum is over all nearest-neighbor pairs (r, r') on
the triangular lattice X. This model has been used to de-
scribe Josephson-junction arrays in a transverse magnetic
field, where superconducting islands interact via a prox-
imity coupling. The vector potential 2„„ lives on the
links of L and is constrained by the requirement that the
integral g A.dl around a plaquette yield the total magnet-
ic flux through that plaquette, which we write as 2vrfk in
units of the elementary flux quanta: g ~, „,«, A„„=2vrfi„
with A„„=(2elfic) f" A.dl. In Eq. (3.5) the dynamical

I'

variables are the integer charges m; and the prime on the
sum denotes that only neutral configurations contribute to
the partition function, i.e., the constraint g, (m; f;)=0-
is imposed. The asymptotic form of the lattice Green's
function for large

~

i —j ~

is 0;~ -ln ~i —j ~

. Note that in
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these models, since local integral Aux increments are "in-
visible" (i.e., the system is invariant under fk ~fk+ 1), all
thermodynamic properties are dependent only on the frac-
tional part of fk. If the fiux is uniform (i.e., fk f——Vk),
an additional invariance, f~ f,—results.

I I I I
)

I I I I
i

1 I I I

O'. V
~ ~ ~ ~ Q p

C. Critical couplings and commensuration

In our model, the coupling a and the Aux per plaquette
f are not independent. Rather, they both depend on the
dimensionless density v, with f(v)=(1+v)/2v and a(v)
derived earlier. In investigating our one-parameter phase
diagram, however, we shall find it useful to consider a
and f as independent parameters.

There have been several approaches to the statistical
mechanics of models such as those defined in Eqs. (3.4)
and (3.5), including mean-field theory, Monte Car-
lo, ' ' and ansatz ground states. All these studies in-
dicate that the ordered-state properties are very sensitive
to the value of f. In general, the critical coupling a, is an
increasing function of the "degree of rationality" of f. In
other words, writing % (f)=p /q, with p and q relatively
prime, one finds that a, is largest when the denominator
q is smallest. The value of f which leads to the greatest
a, is f=O, i.e. , v= 1/(2j+1). Since for f=O all rings
add in phase it follows that, independent of f, the 2D
electron gas (2DEG) is in the sparse ring phase whenever
a(v) is larger than a, at f=O.

Since a, is a nonuniversa1 quantity, one can only obtain
an estimate of its value from calculations for the various
spin models considered above. On the square lattice, for
example, estimates of the transition temperatures give a
range of a, from 0.45 to 0.87, where the lower values
come from the XY model and the higher values come
from the DC& or solid-on-solid models. The values of a,
are larger for the lattices of interest (namely, the honey-
comb lattice for the DC& model and the triangular lattice
for the XF model) and range between 0.7 and 1.3.
These diff'erences depend on the details of the models (i.e.,
the short-distance behavior). Since the mapping to the
spin model is not exact, there is no compelling reason to
chose any particular one of these values of a, . However,
favoring (somewhat arbitrarily) the DG model, since this
was our starting point, we use the estimate of a, =1.1 at
f=0 for illustrative purposes.

A comparison of our calculated function a(v) and the
corresponding critical coupling a, (v) is shown in Fig. 6.
At low densities cz &a„and the system is in the sparse-
ring phase. (In the language of the vortex gas, this is the
screening phase. ) As the density is increased, the curve
a(v) dips below a, (v), provided that f (v) attains a simple
rational value, and a dense-ring phase results. Though
the function a, (v) exhibits a local cusps at fillings other
than vj = 1/(2j + 1), these higher-order commensurations
are probably irrelevant to the fractional quantized Hall
effect, as the figure suggests. Using the approximations
for a and o., discussed above, the only lowest-order com-
mensurate Hall state that our theory allows is the —,

' state.
Hierarchical generalizations of the cooperative ring-
exchange theory will be discussed in the following section.
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FIG. 6. (a) A comparison of the calculated values of a(v) to
the estimated critical coupling a, (v) (see discussion in text). The
Maki-Zotos value, aMz{v) =sr/(v&3) is much larger than a(v).
For v= 3, aMz=5. 2. (b) Unrenormalized value of the inverse

tunneling time ~o
' vs filling factor fraction v.

D. Deviations from perfect commensuration

The most straightforward way in which a state might
change its density but still retain energy-favoring correla-
tions is via uniform dilation. A central feature of the
Laughlin theory is the incompressibility of the ground
state, which disallows any such infinite-wavelength
charged excitations. This is in great contrast to the nor-
mal concept of a crystal, which can dilate, thereby chang-
ing its density at very little energy cost.

A uniform dilation in our mode1 is described by chang-
ing the filling fraction v. It is then natural to ask how the
free energy of the system depends on the deviation 5v,
with v=vj+5v. For 5v small, we can take f= —5v/2vj~,
and the allowed vortex strengths will be integers minus
f (

~ f ~
&& 1). without loss of generality, we consider the

case f&0, i.e., uniform expansion. The chemical poten-
tial for a single vortex of (integer) strength q is
p~ =m q /3a, which strongly discourages excess vorticity.
The system also must satisfy the constraint of overall
charge neutrality. These conditions require that for small
a, the ground state consists of a superlattice of vortices of
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If IlnIf
I8a

(3.6)

and the ground-state energy per plaquette has a cusp at
f=O. Of course, what we really need is the free energy
per plaquette, 9' at temperature ksT=1. By considering
thermal excitations in the vortex gas, we obtain

strength 1 f—atop a uniform q = f—state, the superlat-
tice constant being determined by the neutrality con-
straint. This leads to an energy per plaquette of
8=(n/8a)f ln(1/f) A. llowing for arbitrary sign of f,
one finds

E„= — — g &.Gpk5f~ — g 5fJGp5ft
CX7O A7O ', k

(j (k)

V'3&
'

1n
2o.'7O

(4.1)

where we have used the long-distance behavior of the
honeycomb-lattice Green's function,

the small-quasiparticle limit. The excess ring-exchange
energy of this configuration is then

If l»If I
(3.7)

lim TrG;, =&3 ln(R;, /a, )+~,
Rlg ~ oo

(4.2)

where 6vG is the dielectric function of the vortex gas. The
physical origin of the cusp in 7 is clear. At slightly in-
commensurate densities, different rings within the same
time slice lose their phase coherence. This decreases the
total partition sum, thus increasing the free energy. In
the sparse-ring phase, the increase 57 is analytic. Howev-
er, in the dense-ring phase, the exchange condensate in-
duces a rigidity with respect to uniform dilations, as
refiected by the cusp in Eq. (3.7).

IV. ELEMENTARY EXCITATIONS

A. Quasiparticles

The fact that d 6' jdv is negative for v near vj leads us
to consider an inhomogeneous ground state at vj+6v in
which local distortions (analogous to Laughin s quasipar-
ticles) account for the deficit or surplus density. In the
dense exchange regime, rings which enclose the distortion
will acquire an additional Aharonov-Bohm phase
60=2vr85A /Pp relative to those rings that do not. Thus,
the creation energy of such a defect would be logarithmic-
ally infinite unless the Aharonov-Bohm phase is an in-
teger multiple of 2ir, that is 5f =53 /2rrl is an integer,
or equivalently, the quasiparticle charge is quantized in
units of e*=ve. The quasiparticle creation energy is a
sum of a term due to the real (1/r) Coulomb force, which
is a decreasing function of the quasiparticle radius, Rqp,
and a ring-exchange term which is an increasing function
of Rqp.

To calculate the equilibrium quasiparticle radius and
energy, Rqp and Eqp we consider a trial quasiparticle
state in which the area distortion 6A is equally shared by
a number of plaquettes comprising a roughly circular re-
gion in the Wigner lattice. We assume that the quasipar-
ticle is a charge v disturbance atop a primitive v=1/m
ground state, in which case the ground-state configuration
of the associated vortex-gas system consists of a single
vortex mo ——1 surrounded by Ã =~R /0 "expanded"
plaquettes of area II +M and vorticity 5f = I/cV. We
treat the quasiparticle as a two-dimensional one com-
ponent plasma, ' in which the vortex corresponds to an
electron, and the expanded plaquettes to the neutralizing
background. This assumes that the quasiparticle extends
over a reasonably large number of plaquettes, although
the conclusions are nonetheless qualitatively valid even in

derived in Appendix F. The approximate Coulomb ener-

gy of the distortion is given by

Jve
C eR

(4.3)

where J is a constant, given by

J=,' J'd'x J'd'x (4.4)

&3ir
&qp= ln

2CX70

Rqp

a 4 v'3+

As a function of v, R„~(v) is monotonically decreasing,
which reAects one's intuition that a dense exchange gas
prefers a small quasiparticle radius, the logarithmic ring-
exchange energy overwhelming the lattice Coulomb ener-

gy in this limit. For large quasiparticles, the effective po-
tential, v(r) = —rrG(r)/asap, should be screened by the
vortex-gas dielectric function, e.g. , U (r)~U (r)/e(r). As
one enters into the sparse-ring regime, virtual vortex-
antivortex excitations completely screen out the strong
logarithmic interaction, rendering the potential effectively
short ranged. It is known that the large distance limit of
e(r) has an infinite discontinuity at the Kosterlitz-
Thouless transition point, and that e '(r~ ao ) is zero in
the sparse-ring regime. Our theory therefore predicts an
abrupt vanishing of the charged excitation gap at the tran-
sition point. [To be precise, the gap vanishes abruptly as
a(v) increase above a, with f =(v ' —1)/2 held fixed
This may hold some relation to the apparent first-order
transition seen by Haldane and Rezayi' when the pseu-
dopotential components of the interaction potential are
varied at fixed filling. ]

B. Collective modes

While Laughlin's ground-state and fractionally charged
elementary excitations provided the first microscopic pic-
ture of the fractional quantized Hall effect, a detailed un-
derstanding of the neutral collective mode was not avail-

which can be modified to properly account for lattice-
corrugation effects. Balancing these two energies by set-
ting d (E„+Ec ) /dR =0, we find

2

Rqp
—— — - (v asap)l,

2J e 2

v'3~ ei
(4.5)
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able until the work of Girvin, MacDonald, and Platzman
(GMP), ' who generalized the Bijl-Feynman "single-mode
approximation, " origina11y used in deducing the
phonon-roton curve for "He. GMP found that a liquid
ground state, such as Laughlin's, would evidence a k~0
gap in the collective mode spectrum as a generic oc-
currence. Their magnetophonon-magnetoroton spectrum
is also in excellent agreement with the numerical results
of Haldane and Rezayi. ' ' Our state, on the other hand,
seems to share a certain kinship with the %'igner crystal,
which has gapless magnetophonon excitations and a
long-wavelength dispersion resembling coI, -k . These
two pictures appear to be quite different, and a detailed
investigation of the collective mode within the ring ex-
change theory is therefore required. Unfortunately, we
have made only limited progress in this direction. The re-
sults are somewhat heartening, but there remain several
major unanswered questions.

One possible scheme for investigating this issue is to
adopt a lattice viewpoint and then work out the renormal-
ized phonon frequencies in the presence of ring exchange.
The basic idea is this: long-wavelength phonons oscillate
on time scales co ))7p so by inverse adiabatically treat-
ing the coupled ring-phonon problem, one can trace out
over the fast degrees of freedom (the ring exchanges) and
arrive at an effective action for the phonons. The simplest
such ring-phonon interaction would account for the phase
variation incurred by rings which enclose deformed pla-
quettes. The ring exchange thus couples to the surplus
and/or deficit magnetic flux:

5(5)
H„ph=2~i g 5). (4.6)j

where 5/~ =B5A, =Pu53, /2mI, and 53, is the change
in area of plaquette j in the presence of the phonon field.
We neglect corrections to the real part of the ring action
due to the e1ectron displacements, as we suspect that such
contributions will be both small and smooth. We have
also ignored terms proportional to the rate of change of
5P;(5P;) although they may be important even in the adi-
abatic limit. We think H„~h in Eq. (4.6) is the dominant
term, since it is the phase commensuration, reflected by
the —

~
5f

~

ln
~

5f
~

cusp in the free energy of the vortex

gas, that should discourage long-wavelength density fluc-

tuations and thus raise the frequency of the longitudinal
branch of the phonon spectrum. (Actually, in the pres-
ence of a strong magnetic field, the low-lying collective
mode is a longitudinal-transverse hybrid. This will prove
to be of considerable importance below. )

The effective phonon Hamiltonian is obtained from

63~
fj f +——5f, = 2(v ' —1)+

2vrI
(4.9)

(We have ignored the f, independent term arising from

the spin-wave component of the free energy. ) One can
now expand Eq. (4.8) in terms of the correlation functions

of the vortex gas and obtain

&0 g 5fj ~j,k + g Gj 1 Qll'Gl'k 5fk
Za . ,

+O(5f'),

QJ'k =((m, —f)(mk f))»—=0
(4.10)

x5f( k)+O—(5f ),

Q (k) Q k(2 —m'/a)
(4.1 1)

with g(k) the k-space lattice Green's function discussed
earlier. Provided a & m/4, which is the Kosterlitz-
Thouless criterion for being in the insulating phase of the
vortex gas, " the long-wavelength density fluctuations in-

teract via a k coupling, and the plaquette distortions
couple by a logarithmic interaction in real space. In the
0.)~/4 region, the real-space interaction is short ranged.
(When a is large, it is more convenient to expand the
effective Hamiltonian in terms of the correlation functions
of the discrete Gaussian model. )

The consequences of these results are most easily
worked out within the framework of a continuum elastic
theory (a detailed calculation is given in Appendix F) of a
charged membrane in a magnetic field. The Lagrangian
then contains four terms: kinetic, electromagnetic, local
elastic, and "long ranged. " In the absence of a field, the
longitudinal and transverse modes have long-wavelength
dispersions of the form

Consider for the moment deviations about the odd
denominator states, for which f can be taken to be

zero. In this case, the vorticity-vorticity correlation
(m(R)m(0)) behaves as —R in the dense ring

phase, where 0. is the bare coupling a renormalized by
fluctuations of the vortex gas. For our purposes it will

be enough to take ca=a, in which case the Fourier space
version of Eq. (4.10) becomes

2~'
H,s=rp ' +5f(k) Q(k) — Q(k)Q(k)Q(k)a

0 eff I r + -ph'= Tre
rings

(4.7) co~I(k) = [u (k)+ C)]k',
co, (k) = C2k

(4.12)

Using the equivalence of the discrete Gaussian and spin-

wave —vortex-gas models, we obtain where u(k) is the Fourier component of the long-ranged
density-density interaction, and C~ and Cq are elastic con-
stants. As alluded to above, the magnetic field strongly
mixes these branches, and in the high-Geld limit one ob-
tains a cyclotron mode with co+(k =0)=cu, [assuming
that limk 0k u(k)=0], and a low-lying "magnetopho-(4.8)

H ff — 7 0 'ln Tr exp g (m) f~ )Gp ( mk fk )— —
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non" branch with

cu (k) =co((k)co, (k)/co, . (4.13)

C. Hierarchy schemes

The fractionally charged Coulomb gas has especially
stable ground states at all rational values of f, as can be
seen from Fig. 6, with the state at integer f being particu-
larly stable This leads to the possibility of stable in-
compressible ground states in our original system (the
2DEG in a magnetic field) at various rational densities,
with v ' odd being the most likely candidates for special
stability. In fact, from our estimation of the tunneling
coefficient a(v), it appears that v= —,

' may be the only
stable incompressible state. However, the experimental
observation of the FQHE at other rational densities
leads one to consider other possible CRE-stabilized
ground states within our formalism. In this section we
will consider two possible scenarios for stabilizing higher
commensurability states. [Density v=n/(2m+n) corre-
sponds to f =m/n or commensurability n ]The firs.t is
to consider as our starting configuration a distorted ver-
sion of the original triangular Wigner crystal (WC) with
unequal size plaquettes and hence a larger unit cell. The
second is a hierarchy scheme, analogous to that con-
sidered previously on the basis of Laughlin's formalism,
which constructs the higher-order commensurate states as
condensates of a dense gas of the quasiparticles discussed
in Sec. IV A. Let us begin by considering the first

In a two-dimensional system with 1/r interactions,
U(k)=2vre /k, whence coi(k) ~k' and co, (k) cc k. This
leads to the well-known result for the conventional 2D
Wigner crystal ' of co (k) o:k

In our model, the presence of a dense exchange gas
leads to a logarithmic contribution to u(r), which raises
the longitudinal branch, giving coi(k) ~ k . The transverse
branch is of course unaffected by such an interaction, so
the hybrid mode co acquires a linear dispersion and only
partially reflects the stiffness induced by the logarithmic
interaction.

The existence of a k=O gap in the magnetophonon
spectrum, as predicted by Girvin et al. ,

' is so well
confirmed by numerical simulations that one must con-
clude that an acoustic spectrum is the result of some faul-
ty reasoning. We feel that there is no essential problem
with the physics behind the ring-phonon Hamiltonian of
Eq. (4.6), nor with the adiabatic approximation of Eq.
(4.7). However, the expansion of H,s in terms of the
vortex-gas correlation functions is really a perturbation
expansion in the 5fj. The effective Hamiltonian
H, ir[[5f~ J] is manifestly invariant under the local gauge
transformation 5fj ~5f, +1, and this symmetry is clearly
lost if one works to any finite order in perturbation
theory. One expects that the vortex gas will respond (over
any length scale) to an area deformation of magnitude
larger than 2~l by nucleating a vortex charge, and this
physics is obscured in the present treatment. The fully
nonlinear model is extremely complicated, and we have
not yet succeeded in determining what long-wavelength
spectrum it reproduces.

Fi(n)s,=z,'+
2 a Q,

—Fz(n)
a(v)evav

50,
ln(n ),

V

(4.14)

where ET is the energy of the undistorted lattice, I"i and
I'2 are constants of order 1 which depend on the lattice
pattern, and the factor ln(n) is from the mean separation
between positively charged sites. This energy is mini-
mized by nonzero 5Q. The magnitude of 5Q tends to be
larger for larger n, where the Coulomb gas energy is
larger, and for smaller v, where the electrostatic energy is

scenario.
The reason the state with integer f=m is so stable is

that it is wholly unfrustrated; the ground state has zero
vorticity in each plaquette. This reflects that fact that for
v=(2m +1) ' all rings add in phase. At all other densi-
ties the system is frustrated; each plaquette must have
nonzero vorticity. For rational f =min, supercells can
be defined consisting of n plaquettes which have zero net
vorticity. This reflects the fact that certain classes of rings
add in phase. However, the resulting stabilization energy
is a subtle interference effect which would be small even
for arbitrarily small a.

By distorting the lattice the frustration can be relieved
so that all the rings add in phase, even at densities other
than v=(2m +1) ', but at a cost in elastic (Coulomb) en-

ergy. We have discussed this competition in the context
of the quasiparticle, and similar considerations hold here.
If we consider the limit where the exchange energy dom-
inates, then at any density other than v=(2m+1) ', the
system distorts to form a mixture of large and small pla-
quettes, each with a half-integer flux penetrating it, so that
the system is again unfrustrated. Even if we do not con-
sider this extreme limit, it is clear that for n & 1, the un-
derlying triangular lattice will distort, since by increasing
the size of the WC unit cell the system can reduce its
frustration and hence lower its energy significantly. This
effect is more important for larger n.

Let us consider the effect of lattice distortion on the sta-
bility of the high-order commensurate phases. Consider,
for example, large n and f, =f &~1. T. hen the ground
state of the vortex gas consists of superlattice of vortices
of strength 1 f atop a unif—orm q = f state, as de--

scribed in Sec. III. If the lattice is distorted so that the
area of each positively charged (1 —f) plaquette is reduced
by an amount 5Q [f~ =f —(1/2v)(5Q/fl )], then the
charge on the positive sites will be reduced to
1 f —1/2v(M/0, —). Since we consider only total-area
preserving distortions, the charge on the negative sites is
similarly reduced. Thus there is a reduction in the energy
of the vortex gas (exchange energy) which is linear in M.
Of course, since the perfect triangular lattice minimizes
the electrostatic energy of the system, there is an increase
in the direct energy, but this is quadratic in 5Q. For gen-
eral n, if 5Q is the magnitude of the lattice distortion, we
expect for small 5Q that the total energy is of the form
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relatively small. The dependence of the constants F~ on
the crystal structure (n) is unimportant for large n

However, for small n, which are the commensurabilities
of interest, the vortex-gas ground states in general are not
known, and in addition the ground-state configurations
may not be compatible with the lattice distortions de-
scribed above. For example, for n =2, we can find no pat-
tern of lattice distortion which does not result in rather
long-range electric fields For instance, one can form a
striped phase, in which rows of plaquettes are alternately
large and small. This pattern results in a permanent di-
pole moment in each unit cell, and hence is relatively less
favorable energetically. Thus it appears that lattice distor-
tion does not help stabilize the n. =2 state very much. By
contrast, for n =3 one can find a lattice pattern which is
greatly stabilized by distortions. For example, by break-
ing the lattice up into hexagons which consist of six pla-
quettes, the energy can be reduced by contracting one
third of the hexagons and expanding the other two thirds.
However, it is not known whether this configuration actu-
ally corresponds to the vortex-gas ground state for n=3.
Note also that by minimizing ET in Eq. (4.14) with
respect to 5Q, we find a value of 5Q-A, . From this we
conclude (1) lattice distortion can be a very important
source of stabilization of a phase, and (2) the small ampli-
tude analysis of Eq. (4.14) is inadequate for treating the
effect; energies must be computed for the distorted lattice
itself. The details of this discussion are based on the no-
tion of an underlying lattice. As is the case with our
quasiparticles, we feel that the competition between local
electrostatic and ring-exchange energies is a mechanism
which is not sensitive to any underlying crystalline order.

Since the v= —,
' case is so much more stable (at least, in

the absence of lattice distortions discussed above) than
any other density, it is appealing to consider a hierarchy
scheme analogous to that proposed by Haldane, ' Halpe-
rin, ' and Laughlin in connection with Laughlin's
ground states. In this scheme, the density is changed from
v = 1/m by adding fractionally charged quasiparticles.
When the density of quasiparticles is sufficient, one
finds a new stable incompressible ground state in which
the quasiparticles themselves have condensed into a
Laughlin-type state. The generalization of this scheme to
the cooperative ring-exchange formalism is straightfor-
ward. The density is changed from v=1/m by adding
quasiparticles and the contribution to the energy from
cooperative ring exchanges of quasiparticles is calculated.
The analysis proceeds as for the electrons, but with a re-
normalized tunneling coefficient a' and with fractional
statistics, ' ' appropriate for the fractionally charged
quasiparticles. As in the usual hierarchy scheme, the
quasiparticles are assumed to behave as particles with
fractional charge, interacting via the Coulomb potential.
In this case, a' is given by Eq. (2.32) but with v~v'
=m2(v —1/m), where v* is the density of quasiparticles
per "quasifiux quantum" Po ——hc/Q*=m/o.

As before, there are three contributions to the phase as-
sociated with a single cooperative ring exchange; these are
the statistics phase, the Aharonov-Bohm phase, and the
fluctuation determinant phase, which we will denote by
0„0&,and OD, respectively. The statistics phase is

~. =—X ~&v
1

j&J
(i (j)

=+ (L——1)+ N
2~

m m
(4.15)

where b.P;, is the change of the azimuthal angle of particle
i relative to particle j, L is the number of quasiparticles on
the ring, Nqp is the number of quasiparticles enclosed by
the ring and the + refers to the direction of the exchange
path. For the triangular lattice, this phase can be written

7T 7T
0, =+—Ng+ —,

m Pl
(4.16)

where Nq is the number of enclosed plaquettes. The
Aharonov-Bohm phase is

~Ng
~ =+ (4.17)

(4.18)

The requirement that rings of all sizes should add in
phase produces an expression for the densities of possible
incompressible states:

1 1+—=2n, n =+1,+2, . . . .
v+ m

(4.19)

For example, from the v = —,
' state, one obtains the

v
5 7

~ ~ states . There is, as before, a phase factor per
ring of +sr/m +OD. In the case of fermions, we argued
that OD

——~, and hence this factor is trivial. We do not
have an analogous argument for particles with fractional
statistics, although a statistics dependent phase OD is not
ruled out. In fact, it has been suggested that in the
dense ring phase, a phase factor per loop simp1y renor-
malizes (increases) the effective a in the DG model.

We comment that it is possible that these two "hierar-
chy" schemes which we have discussed are equivalent.
The distorted lattice in the first scheme looks like a lattice
at some other density with quasiparticles on some fraction
of the sites, which is precisely the second scheme. The
difference between these two schemes though is that the
first is an analysis done completely within the electron
formalism and concentrates on static distortions of the lat-
tice to relieve the frustration, while the second involves
treating the quasiparticles as fundamental particles and
looks at dynamic distortions (quasiparticle motions).
Looking into the possible equivalence of these two

Therefore the contribution to the partition function
from a single cooperative ring exchange involving L quasi-
particles of charge q

*=e /m is
r

d7 1 1
exp a'(v)L+—i~Nq +—+i +i OD-

VO m m
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schemes could shed some light on why the usual hierar-
chy scheme appears to be valid even though one is push-
ing the quasiparticle concept well beyond its usual range
of validity.

V. CONCLUSIONS

We have formulated a theory of ring-exchange conden-
sation in an interacting two-dimensional electron gas at
high magnetic field, which describes a transition (at zero
temperature) from a low-density, sparse-ring phase to a
higher-density ring condensate at a critical value of the
Landau-level filling fraction, v, = —,'. This phase transition
is precipitated by a cooperative ring exchange (CRE) in-
stability. A CRE event is one in which a set of electrons
in the lattice, forming a ring, executes a cooperative
motion, the result of which is a cyclic permutation of that
set. Expressing the partition function as a sum over CRE
events, we find that the individual terms will in general
interfere randomly with one another unless the effective
magnetic flux per plaquette, f(v)=(v ' —1)/2, is a sim-

ple rational number. This effective Aux accounts for both
the Aharonov-Bohm phase incurred during a CRE
motion and for the permutation signature that arises from
Fermi statistics. The rings will contribute to the energy in
a singular matter if the tunneling amplitude e " is
sufficiently large, and if the Aux f(v) is a simple rational
value, which allows certain classes of rings to interfere
constructively. We find that this exchange condensation,
which produces an incompressible ground state and a
cusp in the ground-state energy as a function of v, is like-
ly to occur in the vicinity of v= —,', and possibly near other
odd denominator rational filling fractions.

The CRE tunneling parameters are evaluated using a
coherent-state path-integral formalism, which restricts the
Hilbert space to the lowest Landau level. Unfortunately,
there are several technical issues which cloud our theory
at present. In particular, we do not yet properly under-
stand the phase of the fluctuation prefactors emerging
from the path integral. It is also unclear whether the spin
models which we use for our analysis and which only ap-
proximately treat interactions between CRE events, retain
enough validity in the dense-ring phase, where there is a
substantial overlap of rings at any given time. These is-
sues deserve more attention.

The CRE theory also implies the existence of fraction-
ally charged quasiparticle excitations, with e =+v;e and
where v; denotes one of the preferred rational filling frac-
tions. The stability of these quasiparticles vanishes discon-
tinuously as one proceeds into the sparse-ring phase. In
addition, we have derived a Hamiltonian, H,~, which de-
scribes the coupling of ring-exchange processes and
Wigner lattice magnetophonons. A naive expansion of
H ff to lowest order leads to a renormalized magnetopho-
non spectrum which obeys an acoustic dispersion mk -k,
at long wavelengths; the unrenormalized Wigner lattice
magnetophonons satisfy cok-k ~ . There is good reason
to question the validity of the naive expansion, and indeed
previous theoretical' and numerical' results find a gap
for the long-wavelength collective mode. We are current-
ly attempting to treat collective excitations without linear-

izing the effective potential as in our present approach to
these modes.

The cooperative ring-exchange approach emphasizes the
importance of correlation between large numbers of elec-
trons over large distances, as in critical phenomena. This
view is in contrast with the numerical work based on
Laughlin s wave function which emphasizes the impor-
tance of electron pair correlations at short distance. Nev-
ertheless, the resu)ts of these apparently contradictory
theories are quite similar. For example, both schemes
lead to the incompressibility of the system at fractional
densities v;=n/m with m and odd integer, fractionally
charged quasiparticles, and a gap 2A in the quasiparticle
spectrum. An important question is whether these
theories describe the same underlying physics in different
languages. While the Laughlin state

(5.1)

features the pair correlation factor (z; —z~ ), the product
over i and j leads to correlations between chains or rings
of particles; e.g. , (zi —z2) (zi —z3) (z3 —zt ) describes a
three-particle ring correlation. Thus the peculiar proper-
ties of the 20 electron gas in a strong magnetic field may
ultimately arise as described by the Laughlin state from
the existence of such large rings which are implicitly con-
tained in this function. The sharpness of the quantization
of the magnetic densities v; =n /m suggests that large dis-
tance scales are involved, otherwise finite size Auctuation
effects would appear to spoil this precise quantization.
Unfortunately, we do not have a direct mathematical link
between the Laughlin and CRE approaches, although we
believe such a link may well exist. Recently Lee,
Baskaran, and Kivelson have demonstrated that the
long-wavelength properties of Laughlin's ground state can
be derived from a generalized CRE approach.

If in fact these two theories describe the same or closely
related physics in two very different languages, does the
CRE scheme give anything new beyond the Laughlin
scheme? We believe the answer to this question is yes in
that the CRE scheme is constructed to treat a continuous
range of densities rather than only v=n/m and its im-
mediate vicinity. Thus, the CRE predicts the energy
varies as

l
5v

l
ln

l
5v

l
for a spatially uniform deviation of

v from a magnetic value n/m. Since the chemical poten-
tial p=BE/Bv diverges for such uniform deviations, it
follows that the extra charge can be accommodated at
lower energy by clumping it up in quasiparticles of charge
Q. The quantization of Q, for example Q =+v;e near
density v; = 1/m, is a simple consequence of the condition
that the energy of a quasiparticle be finite; other values of
Q lead to divergent energies. The emphasis on long-range
correlations also suggests that finite-size effects might be
observed in the FQHE, as in critical phenomena. Wheth-
er periodic boundary conditions in model calculations
eliminate such effects remains to be determined. In addi-
tion, certain calculations which emphasize long-range
correlations may be easier to perform in the CRE
language, as is the case using the renormalization-group
techniques in critical-point problems. This raises the
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question of whether there exists an eff'ective-field theory
which properly handles the CRE effects for long-
wavelength properties. Indeed Girvin and MacDonald
have recently proposed a possible order parameter for the
FQHE. Their work which is based on Laughlin's wave
function, suggests a topological order parameter analo-
gous to that of the two-dimensional XY model and, hence,
further suggests a connection to the CRE theory.

While the above discussion of the CRE approach is
developed in the context of an underlying Wigner lattice,
fluctuation effects arising from CRE processes or other
tunneling processes have a tendency to reduce the
strength of crystalline order. It seems likely that for den-
sities v larger than the critical density v, for CRE to be
effective, the lattice melts and forms a strongly correlated
liquid. Whether or not this is the case, we believe that the
CRE mechanism is operative and in no way depends on a
charge-density wave ground state for its existence.
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APPENDIX A: THE PHASE OF THE PREFACTOR

In this appendix, we discuss the phase of the fluctuation
determinant. It follows from the analysis of Sec. II C that
in the dilute loop gas phase, ring exchanges lower the en-
ergy of the system at densities v =(2m +1) ' only if the
fluctuation determinant for a single ring exchange is nega-
tive. If the determinant were positive, in the dilute re-
gime, ring exchanges would increase the energy of the sys-
tem at densities v . In the dense-ring phase, it has been
argued that independent of the sign of the fluctuation
determinant, ring exchanges always lower the energy at
such densities. However, the critical value of a is small-
er if the determinant is positive, and thus the very ex-
istence of a dense-ring phase is called into question. It is
therefore necessary to determine the phase of the fluctua-
tion determinant for a single ring exchange.

In the absence of a magnetic field the fermion ground
state for a given real N-body Hamiltonian will lie at a
higher energy than the corresponding unsymmetrized
ground state. Furthermore, the sign of the contribution
to the energy from a ring exchange involving L fermions

can be shown to be positive for L even and negative for L
odd. This is a direct consequence of the well-known ar-
gument which shows that the (unrestricted) ground-state
wave function has no nodes. This argument, in turn,
depends crucially on the kinetic piece of the Hamiltonian.
In essence, any wave function which vanishes can lower
its energy by reversing its sign in various regions (and
rounding out the resulting cusp) so that it is always posi-
tive. By eliminating the nodes of the wave function, the
kinetic energy is reduced. Although the potential energy
is usually increased by this procedure (i.e. , for repulsive
inter particle interactions which fall off monotonically
with distance, by eliminating modes at r; =rj, which are
introduced through the antisymmetrization of the wave
function, the potential energy is always increased), the
change in the kinetic energy dominates.

In the presence of a magnetic field, the Hamiltonian is
no longer real, and the usual analysis of the sign of ex-
change terms cannot be applied. A strong magnetic field
has two effects on the sign: it introduces Aharonov-Bohm
phases as the particles move around and it quantizes the
kinetic energy, or, in the strong-field limit which we are
considering, it quenches the kinetic energy. The first
effect will obviously enter in the phase associated with a
ring exchange. This phase is explicitly included in the
action of the classical path and, at densities
v = (2m + 1) ', where there are an odd number of tlux
quanta per plaquette, it contributes a factor of ( —1) for a
ring exchange involving L electrons. The form of the ki-
netic energy also has an important effect on the phase.
The zero magnetic-field argument suggests that in a
strong field the energy may be lowered by having as many
nodes as possible along the lines where particles come to-
gether, r; =r~. Indeed, if the pair interaction is sufficiently
short ranged, the Laughlin wave function, which has all
nodes along such lines, is the exact, nondegenerate ground
state of arbitrary permutation symmetry at density
v=1/m. If one assumes that it is energetically favor-
able for the many-particle wave function to vanish when
two particles coincide, then one concludes that ring ex-
changes always lower the energy at densities
v = (2m + 1) ', in other words, that the tluctuation
determinant must be negative for fermions.

If one calculates the contribution to the energy from
pairwise ring exchange using the Maki-Zotos variational
wave function, one finds that in the strong-field limit ring
exchanges do always lower the energy at densities v
Although one is not guaranteed of obtaining the correct
sign for exchange contributions to the energy from calcu-
lating overlap integrals using a variational wave function,
since the Maki-Zotos wave function is the starting point
for our analysis, it is consistent to use the sign obtained
from it.

The fluctuation prefactor has been further investigated
by Jain and Kivelson, who considered a single-particle
model in a strong magnetic field, in which the particle
hops between sites equally spaced along a ring of radius
7"p. By choosing a sufficiently simple model potential, the
classical action may be evaluated analytically and the fluc-
tuation prefactor then extracted by comparing the separa-
tion of low-lying energy levels (obtained by numerical
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solution of the projected Schrodinger equation) to e
Jain and Kivelson postulated that, in the large ro limit,
the phase of the prefactor tends to the value e' ", where
n is the number of tunneling centers along the ring. Nu-
merical results have thus far confirmed this speculation,
although only the cases n =2 and n =4 have been studied.
As applied to our ring exchange theory, this result seems
to imply that a factor of —1 per ring arises from the fluc-
tuation prefactor.

APPENDIX B: SINGLE-PARTICLE BASIS

In this appendix, we discuss a continuous representa-
tion for the single-particle basis spanning a given Landau
level. The bulk of the discussion relies on many well-
known results, which we now summarize.

1. Cyclotron and guiding center variables

The dynamics of a two-dimensional system in the pres-
ence of a uniform magnetic field B = —Boz may be
separated into two distinct motions, cyclotron and guiding
center motion. Working in the symmetric gauge, where
the vector potential is 3;= &BpE'j'~j the cyclotron posi-
tion and momentum are given by

b =(p, i—p~)/&21

=&Zt B+ z
4l

(84b)

which obey [a,a ]=[b,b ]=1. The Hamiltonian Hp be-
comes

Hp ——iriP~, (a a+ —,'), (85)

2. Basis states

The normalized fiducial state,
~
0,0 ), defined by

a
~

0,0) =b
~
0,0) =0, possesses the real space representa-

tion

with co, =eB/mc, the cyclotron frequency. The (a, a )

pair are inter-Landau-level operators which connect states
of difFerent energy (odd multiples of —,'iruu, ) Since Hp is

cyclic in the intra-Landau-level operators (b, b ), there is

no natural frequency associated with them, and their ap-
plication connects diA'erent elements of a degenerate set of
states. This Landau-level degeneracy is extensive, with
the total number of such states per unit area given by
NL, /& =8/(I)p = 1/2irt .

$2
(8 la)

(z,z) = (r
~

0,0)=, e (86)

fip;+ e
2I

E.l j$2
(8 lb)

Construction of the usual Fock space of state vectors
proceeds by application of the raising operators a and b:

t)n (b t)m
~m, n)= — ~0,0),iln! v'm!

while the corresponding guiding center variables are

J'2

(82a)

(m', n'
~

m, n ) =5 5„„

n!
„(z,z) =( —1)"

2+I mt

1/2 m —n

(87b)

&i —Pi &ij ~j
2$

—zz/412XL„"(zz/21 )e (87c)

eVpi .
$2

(82b)

These (independent) pairs satisfy the canonical commuta-
tion relations [m;, g, ) = [~;,pi. ]= —iiri5;J, with no other
nonzero commutators. The free-particle Hamiltonian is

where Ljk(x) is a Laguerre polynomial. This is the often-

used "angular momentum basis, " so named because the
elements

~

m, n ) are eigenstates of the angular momen-

tum operator,

1Ho-
2m

(83)
Lz =«gI'iP)

=Pi(b b —a a) .

(Throughout the discussion, two-dimensional vectors will
be indexed by Roman labels, and t.

;~ will denote the an-
tisymmetric tensor of rank two, with e(2=+1.) The
magnetic length is 1 = &Pic /eB .

One may now define the independent oscillator ladder
operators in terms of the complex coordinates z =x+iy
and z =x —iy:

Next, we introduce the normalized coherent state,

)
(a ) (Rb Rb)lv 2!

~

0,0)—
&n!

which is radially localized about the guiding center R:
n

e (ZR —zR)/41 —
~

z —R
~

/41

(89b)

with R =R~ +iR~, etc. The coherent-state overlap is

given by
=&et $+ z

41
(84a)

(~i i I ~ i e (R'R RR '(/4! — R —R'( l4(— (810)
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P„= g Im, n)(m, n
I

(811)

In the lowest Landau level (n=O), the above formulas
can be summarized (dropping the n =0 index):

—ir X R z/2l —(r —R) /4I
2 I//2(2~1 )

( R ~

I
R ) —I R XR z/'2 I —(R—R') /4I

(812a)

(812b)

We stress that we are dealing with a continuous represen-
tation here; the coherent states are eigenstates of the non-
Hermitian operator b, with b

I
R, n ) =(R /&21)

I
R, n ),

and thus they are not orthogonal. Nevertheless, the pro-
jector P„onto a given Landau level takes a simple form:

APPENDIX C: COHERENT-STATE
PATH INTEGRATION

The usual procedure by which the imaginary time prop-
agator (x'

I
e ~

I

x") is transcribed over to a path in-
tegral entails dividing the inverse temperature P into a
large number of equal intervals of size c, and subsequently
inserting a resolution of unity, T(= Jdx I

x ) (x I, at each
step. In any physical context, the expression I always
represents a projector onto a relevant subspace, the states

I
x ) likewise so restricted. Using the coherent-state basis

and projector discussed in Appendix 8, a coherent-state
path integral can be derived for the propagator. In this
appendix, we shall discuss the essential features of this
formalism, including the method of steepest descents ap-
proximation (SDA). The treatment follows that of Schul-
man and Girvin and Jach. '

2

P.=f, IR)(RI (812c)
1. Single-body path integral

The matrix element (RI
I

e ~
I
R;) is written

d R d R
(R/Ie &rIR;&=f,' f, «/Ie

2vrh 2~1

s IR)

2~1

M M

sM[R]=,— g [R,+)(R, +) R, ) ~, (&—) +) —R/)]+E g—V«)+) IR/»

(C 1)

with

V(R'
I
R)= (R.'

I
V

I
R) /(R'

I
R &

=V(R'IR) . (C2)

S[R(r)]= [R;(R;—R (0))+R/(R/ —R(P))]
4l

+ f dr (RR RR )+ V(R
I
R)—

412

is linear in time derivatives, and thus discontinuous paths
have finite action. This, in turn, implies that the c~O

As mentioned in the text, the continuum limit of this
path integral is not well defined. The origin of the
difficulty is the nonorthogonality of the basis states

I
R).

Whereas the usual quantum mechanical propagator ap-
proaches a 6 function in the zero time limit, e.g.,

lim, , (x'
I
e -'"""

I

x & =b(x —x')

the coherent-state propagator tends to the overlap

(R
I

~ —IR XR.z I /2—'(R —R') /4!Ry=e e

and there is thus a nonzero probability for the particIe to
undergo an instantaneous hop over an arbitrary distance.
This is rejected in the fact that the continuous time limit
(E~O) of the coherent-state action functional,

limit of the coherent-state path integral,

RJ RJ i= —21 e — V(RJ IR~ )), .J J

R,.+) R/=+21 e V(R, +)—I
RJ),

BRJ

(C5)

with j = I, . . . , M. From these equations, one sees that
the IR~ } are evolved forward from initial data RO=R;,
while the [RJ } are evolved backward from final data
RM+] ——RI, the differences Ro —R; and R ~+] Rf
are not, in general, infinitesimals. It is therefore con-
venient to write

(R Ie ~ IR)= f $[R(r)]e " (C4)
rY(o) =rY,

R(P) =Rg

is dominated by discontinuous paths, and indeed the limit
is ill defined. In general, one must either work with the
discrete-time path integral, or use some other procedure
to make (C4) well defined (see below). Fortunately, we
are only interested in the semiclassical limit when V(R ) is
a slowly varying function of its argument over the length
scale l, and we can employ the SDA to evaluate the path
integral. The path which extremizes the discrete time ac-
tion satisfies the discrete-time classical equations of
motion
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1
SM [&]=- [Ro(Ro —R

& )+RM+1(Rm+ &

—RM )]
4i

[Rl(R~ —R~ = )) R—&(R~+ )
—R~ )]

4l

+e g V(R, +) I
R, ) . (C6)

j=0
For sufficiently small c, and whenever the classical path is
discontinuous, the discrete-time classical equations of
motion can be replaced by their continuous time limit:

The trouble arises from the boundary conditions that
must be employed when integrating over the endpoints in
Eq. (C8). In this case, the periodic boundary conditions
R(/3)=R(0) and R(/3)=R(0) must be applied to the
first orde-r equations of motion in Eqs. (C7a) and (C7b).
Such a system need not possess a solution, and the best
that one can do is to satisfy the Euler-Lagrange equations
locally, while admitting discontinuities at certain points
along the path. (As discussed in the body of the paper,
these problems do not arise for our ring-exchange paths. )

%e shall return to the issue of path discontinuities at the
end of this appendix.

R= —21 V(R IR),
BR

(C7)
2. Many-body path integral

d R
Zl — Re PVR

2nl
(C8)

R =+2l V(R
I
R),

BR

supplemented by the boundary conditions R (/3) =Rf,
R(0)=R;. The classical paths may be well defined in the
small c limit.

Caution must be exercised in extending the above for-
malism toward evaluating the single-body partition func-
tion,

The derivation of the many-body path integral directly
parallels that for the single-body problem. In what fol-
lows, we shall denote by R' the guiding center of particle
i (1(i (X) at (imaginary) time r=ac. , and by % the col-
lection of coordinates (R&, . . . , R&).

The imaginary time propagator is given by

d R'
&~-I.—'I~ &=J g ~,'. ' "'+o(.'),

2~1

(C9)

for the SDA equations may have no continuous solutions. where the discretized action is

SM[A]= g
a=0

N

[R'+'(R,'+' —R ) —R;(R'+' —R')]+ —'E g V2(R +',Rg+
I

R ~,R;)

(i&j)

(C10)

The potential is written as a sum of two-body terms: where the continuous-time action is

S[A(~)]= g [R,'[R —R;(0)]+R;"[R," R;(/3)]]—
41

(C 1 1)

vp(R', Q'
I Q, R ) = &&',Q'

I
vz

I
&,Q & ~& &'

I

& & & Q'
I Q &

N

d~
~ R;R; —RiRi

, 4l

The SDA equations of motion are

BR

R =' —R =+2l c
BR',

N

V2(R;,Rg I
Rj,R; ),

(C12)

g V2(R +',Rg+'
I
R;,R;),

j= 1

The SDA equations of motion are then

(C14)

with a =1, . . . , M, and subject to the boundary condi-
tions R; =R,' and R +'=R;".

In the continuous time limit, the many-body path in-

tegral reduces to

V[A],
BR;

R;=+21 — V[%] .
aR,-

(C15)

&&"
I
e 'I &'& =-f,&[&(~)].-"' "'

R;(0)=R;
R;(P)=R;

The X-fermion partition function, ZN, may now be cast
into the form
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1 d Ri pqpZ~=, g sgn( ) g (R
~ i, . . . , R Is~ ~e ~Ri, . . . , Rx)N'. es ] 2~l

N

sgn(~) f &[&(r)]exp —f «g, (R,R; R;—R;)+ —,
' g V, (R;,R, ~RJ,R, )

N! traj(a ) p 4l2

L

(i&j )

(C16)

where the boundary conditions require that
R ~;~(P)=R, (0) and R ~;~(P)=R;(0). Again, the first-
order equations of Eq. (C15) will in general be incompati-
ble with the imposition of this periodicity constraint. For
reference, the diagonal coherent-state matrix elements of
the Coulomb potential Vq(r) =e /er are

2

Vp(R, Q iQ, R)= e i ~i 'Io(iR —Q i
/81 ),
(C17)

where Io(x) is the modified Bessel function of the first
kind.

3. Discontinuous paths

The presence of discontinuous paths implies that the
naive continuous time limit of the discrete-time coherent-
state path integral is not well defined. The discontinuous
paths still show up in the continuous-time path integral
since the action has only a term linear in the time deriva-
tive; there is no kinetic energy term quadratic in the time
derivative to force continuity of the paths. However, the
weight of discontinuous paths is not necessarily the same
in the discrete-time and continuous-time formulations of
the problem.

This problem is not of central importance to us here
since, as discussed previously, in the c.~O limit, the clas-
sical paths tend to a smooth path, with possible discon-
tinuities arising at the endpoints. Thus, the continuous-
time formulation can be used to calculate the properties of
the classical paths, but the prefactor, which we do not
compute explicitly (except in the case of a displaced line),
must be computed using the discrete-time formalism. Al-
ternatively, Klauder has shown that the coherent-state
path integral can be defined by introducing an artificial ki-
netic energy term in the action, and then taking the limit
as m*~0 at the end of the calculation. Again, this pro-
cedure is only necessary when computing the prefactor.

Even with one of these prescriptions for computing the
prefactor, there remains an ambiguity. The potential term
in the continuous-time action is not uniquely specified
since V(zj+& ~zj) does not approach any function of z~
and z~ alone as a~0. In Eq. (C7) we made the replace-
ment V(zj +, ~

zj )~V(z,-
~ z,. ). Since zj + ~

—z, is typically
of order l, we could equally well have used any function
of the form V(z

~
z)[1+0(l /R )], where R is the charac-

teristic distance over which V varies. (By definition,
1/R «1 where the semiclassical approximation is valid. )
Schulman has suggested that this ambiquity is related to
operator order ambiquities in the original formulation.
However, Klauder has shown (for polynomial potentials)
that if one uses the prescription of taking the m ~0 lim-

it, the same propagator is obtained whether one chooses
the potential term to be V(R) directly, or, as we have
done, its matrix elements V(R) = ( R

~

V
~

R) .

APPENDIX D: ACTION
FOR A DISPLACED LINE

Imagine the simplest possible exchange path, namely
that of a uniformly shifting line of charges within the
Wigner crystal. When the line X is displaced, we have
R;=T;+a6i&~, with 6i&~ unity if and only if lattice site
i lies on the line in question. The matrix element of the
Coulomb potential between coherent states was given in
Appendix C:

V(R)= e ' Io(R /81 )
2 Z

2el
(D 1)

Accordingly, the energy of the displaced line
configuration relative to that of the perfect Wigner crystal
1S

AE = g [V(R; —RJ)—V(T; —T, )] .

The sum is broken up into three terms. The first term in-
cludes all pairs (i,j) in which both sites i and j lie off the
line. This contribution to AE is obviously zero. The
second term involves all pairs (i,j) where one of the sites,
say i, is on the line and the other, j, is off':

b E2 = g [ V ( T; +a T/ ) —V( T; —T—i )) .
ieX
jan%

(D3)

+5(r —T)= g e'G',1
(D5)

and the result is

Clearly the line energy is extensive, hence the energy per
tunneling electron can be written

U(a)=bE2/Xh„, = g [V(TJ —a) —V(TJ)], (D4)
jan%

where we have chosen the origin to lie on the line. The
sum over j can in turn be written conveniently as a sum
over all lattice sites minus a piece with jan%. The third
and final term is, of course, that arising from both i and j
on the line. Since the tunneling is cooperative, this contri-
bution to the classical action vanishes.

We therefore find U(a) =5m, ~~
—5e,„. The slowly con-

vergent sum for 6c,]] can be converted into a rapidly con-
vergent sum by means of the Poisson summation formula,
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2

el G fCsl
f

G~O

(D6) wave —vortex-gas system. The frustrated XY model is de-
scribed by the Hamiltonian

In the above formulas, I and G denote vectors in the
direct and reciprocal lattices, respectively; A, , =2~l jv is
the %'igner-Seitz cell area.

The identical technique may be applied to the "on"
sum: Simply sum over all direct lattice vectors, but in-
clude, in an integral representation, a Kronecker 6 func-
tion which enforces the online restriction. One finds

ve f~ dc 1

el G
" ~ 2'

f
Cxl+cgl

f

G@0

—(G+cg) l
(

—i(G+ g)ca

with g =2y/& 3a „. While the virtue of Eq. (D7) is its
rapid convergence, the integration complicates the numer-
ical evaluation, and in practice it is more convenient to
calculate the slowly converging expression

H =K g [1—cos(0„—0„' —3„„)],
(r, r')

(El)

where the dynamical variables are the angles I0„ f and the
sum is over all nearest-neighbor pairs (r, r') on some lat-
tice L. This model has been used to describe Josephson-
junction arrays in a transverse magnetic field, where su-
perconducting islands interact via a proximity coupling.
The vector potential 3„„ lives on the links of L and is
constrained by the requirement that the integral P A dl
around a plaquette yield the total magnetic flux through
that plaquette, which is written as 2vtf in units of the su-
perconducting flux quantum: g~) q„,«, A,„=2irf, with
3„„—= (e*/Pic) J" A.dl, and e*=2e (the charge of the
Cooper pair). Following Jose et al. , consider a general
Hamiltonian of the form

2

f e
—(T—a) /8l~l [(T a)2/8l2]

H[I0„f]= —g V(0„—0„' —3„„). (E2)

—r ~8) Io(T /8l )I (D8)
The function V(0) is assumed to be periodic, and may be
expressed as a Fourier sum,

APPENDIX E: EQUIVALENT MODERNS
V(9) y is6 V(s)

(E3)

In this appendix, we review the equivalences between
the discrete Ciaussian model, the XY model and the spin- The partition function may then be written as

Z = dO, - exp V S„, +iS„O„—49, —3,„
r" (r, r') S« ———oo

To each distinct nearest neighbor pair ( r, r') on X. one as-
sociates a directed line from r to r'. The bond spin S„„ is
then written as the difference of nearest-neighbor-site
spins R and R' on the dual lattice L, where the segment
from R to R' intersects that from r to r' such that
(r' —r) X (R' —R).z )0. This assignment satisfies the
"zero divergence" constraint that arises from the I 0„I

in-
tegrations. Lastly, the vector potential term on X gives
rise to a uniform imaginary field on X, and the duality
transformed partition function takes the form

Z T aI Is~ Ij

H [[Sa ] ]= — g V(SR —Sa ) + 2trifg SR,
(R, R'& R

which is a generalization of the DG model. To recover
the DG Hamiltonian, we make use of the following ap-
proximation, valid for large K:

The value of the normalization constant JV' as well as the
functional form of the Villain coupling Kv(K) are deter-
mined by matching the values of the left- and right-hand
sides of the above equation, as well as their second deriva-
tives, at 0=0. One finds that for K & (2') ', Kv=K is a
good approximation. The function V(S) then becomes
Vv(S)= S /2Kv, which comp—letes the mapping to the
DG model. If X is a triangular lattice, then L is a
honeycomb lattice.

The transformation to the spin-wave —vortex-gas system
is even simpler, and follows directly from application of
the Poisson summation formula

2ssimS

e K(cos(9—1) —( 1/2)KV(0 —2n m )
e (E6)

Inserting such a term for each dual lattice spin S;, the
trace over all integer S; can be replaced by a product of
integrals:
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ZDo= g exp —a g (S;—SJ) —2~i g f),Sk
Is I (i j) k

= f +dSg g 5(S, —n)exp —a g (S;—S) 2—mgfkSk
i j n& ———oo (i,j) k

= y f" QdS;exp —a+S;9,. 's,+2~i +S,(mk fk—)
Im; I i 17J

=ZswZVG (ES)

We have implicitly defined the lattice Green's function
gj, which is discussed in more detail in Appendix F.
Our coupling e is related to the Villain constant by
a= 1/2K) . The spin-wave partition function is trivial
and results from an unconstrained trace over the Gauss-
ian Hamiltonian Hsw ..

Hsw=a Q (4; —((), )',
(i,j)

Zsw= f
1

—& l I 4; I ]
(E9)

=exp —,'NQ
2

ln —Tr k
d k
(2~)'

In the above formulas, X represents the number of sites in
X, and 0 is the area of the Wigner-Seitz cell on X; the
trace over Q(k) is with respect to internal basis indices,
which are present if the lattice is not a Bravais lattice.
The spin-wave system does not exhibit critical behavior at
any finite value of the coupling a. All the interesting
physics lie in the vortex-gas piece,

possible, a linear spectrum results. In this appendix, we
shall discuss the details of this calculation.

1. Maki-Zotos revisited

~

(p) =(N!) ' g ~
R~()),R~(2) ~ ~ ~ R~()v) ) (F1)

The Maki-Zotos (MZ) state is just a determinant formed
of single-particle coherent states centered on the sites of a
triangular lattice R; =T;. The ground-state energy is then
evaluated according to

E,=
J &k

= g Vp(R~ —Rk)+ g V3(R;, RJ.,Rk)+
j &k i &j&k

Maki and Zotos found that the Hartree-Fock charge-
density wave calculations could be reproduced accurately
by the simple ansatz wave function

HvG= g (m; f;)Q,&(m~ f—~), —
l,J
—HyG,

ZVQ =Tr e
(E10)

Now 0;J is divergent, and it is customary to identify the
finite difference G;~—=2m.(Q;;—Q~). The divergence of 0;;
manifests itself in a "neutral vorticity" constraint, as it is
easy to show that only neutral configurations (i.e., those
which satisfy Q[m]—:g, (m; f; )=0) have non—zero
Boltzmann weight in the partition sum. This leads one to
the following result:

Magnetophonons may be investigated by letting the guid-
ing centers deviate from the lattice sites, e.g. , R;~T;+u;.
Working within the harmonic approximation, and in ad-
dition neglecting all contributions from three-body terms,
etc. , the "bare" magnetophonon Hamiltonian becomes

H ~=6 Eo[Iu;]]
= —,

' g 4~)(k)u;(k)u~( —k),
k

C);J (k) = g [(k; + G; )( k) + G) ) V (k+ Cx)
2+i

Hvo = — g' (m; f; )G& (m& fj ) . — —
l,J

(El 1)
—G;GJ V(G)], (F3)

Note that the above derivation allows for nonuniform Aux

fk per plaquette.

APPENDIX F: RING EXCHANGE
AND MAGNETOPHONONS

As discussed in the body of this chapter, density Auc-
tuations in the a & cz, phase interact via a logarithmic po-
tential. Treated in the harmonic approximation, the main
effect of this result is to alter the &uk ~k form of the
magnetophonon dispersion, and, in the simplest scheme

where we have suppressed the label "2" on V2, and where
subscripts on nonboldface variables index a Cartesian
component, and are not to be confused with particle label
subscripts.

The dynamics behind the Hamiltonian of Eq. (F3) are
concealed in the projection to the lowest Landau level in
which the cyclotron motion of the u; variables is
quenched. The resulting Hamiltonian can be written in
terms of the noncornmuting guiding center variables. Us-
ing complex coordinates z; = u; +iu; ~,
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z1, = —g 8 'z; =l ~'2(ak+b k),l —ik.T,

&N
(F4)

V(q)—: U(ql) .
E

(F9)

z* k = g e 'z; =1&2(a I;+b1, ),
&N

one obtains the magnetophonon Hamiltonian

H~p ——g [&(k)bi,-bk+X(k)b kb
k

+q(k)bkb k+ y*(k)bob k], (F5)

where
X(k) = —,'l'[4„(k)+ Cyy(k)],

&p(k) ~1 [4 (k) 4&yy(k)+2iC& y(k)]
(F6)

H ~ can be diagonalized by a Bogoliubov transformation
with the result that the bare magnetophonon branch is

given by

The MZ potential,

V(R)= sech(R /81 )Ip(R !81 ),&Pre'
(F 10)

U(ql)= —e ~ ' + g ( —1)"U„(ql),
q l

n =1

differs from the projected Coulomb form of Eq. (D 1) in its
short-wavelength behavior —this is a consequence of the
exchange corrections introduced by antisymmetrization of
the MZ wave function. Maki and Zotos found that,
whereas the total energy is adequately represented by the
Hartree term throughout the range 0(v(0.4, the shear
modulus C&, and hence the magnetophonon spectrum, is
quite sensitive to the effects of the two-particle antisym-
metrization inherent in Eq. (F10). The Fourier com-
ponents of the Fock-corrected potential are given by

~1 =[ I&(k) I' —Iq(k) I'1'" . (F7) (F 1 1)

In the long-wavelength limit, 4;1(k) tends to the contin-
uum result,

2

41(k)= I[U(kl)+Cp)k;k, +C)k 5;, +0(k )]j,
el

Cp= —,
' g [8U(Gl)+7(Gl)U'(Gl)+(Gl) U"(Gl)],

G~O

(F8)

g [3(Gl)U'(Gl)+(Gl) U'(Gl)],
Ggp

where G is a reciprocal lattice vector, and where we have
defined the dimensionless potential U(ql) by

U„( 1)= n 1 2n+1
1v'n (n +1) 2 n (n +1)

2l2
XI, q

2n(n +1)

2. Ring-exchange eÃects

We begin with the effective Hamiltonian of Eq. (4.8),
obtained by tracing over the ring-exchange variables in the
presence of a phonon field:

H, fr (2+i )
——+52„(k) Q„,(k) — Q„i,(k)gag (k)Qi„(k) 5A, ( —k) .

A'Tp k a
(F12)

In the above expression, the Greek subscripts refer to basis elements of the plaquette lattice (p= 1 for upward-pointing
triangles, @=2 for downward-pointing triangles, and summation convention employed for these indices). One finds that
the Fourier component of the area fluctuation is given by

5A„(T)= g e'" 5A„(k)
+N

g e'"'T[B„(k)bk+B&(—k)b" k]+ —g e'" " ' [D&(k, k')b ~b i, +D„*(—k, —k')bkbk]
k, k'

(F13)

with

V 21 ikT| i k.T2Bi(k)= [T2(e ' —1)+Ti(1 —e ')],
4i

4i

2l kT 'k'T

41,

2l
4i

(F14)

and where T&, T2, T&„and T2 are vector and complex
representations of the two primitive direct lattice vectors
T& p and Tp &, respectively. The triangular lattice Careen
function is written

ik.Ti ik T21+e +e

(F15)

3
—ik-TI —ik T~

g(k)
1 +e +e 3

[6—2cos(k Ti) —2cos(k T2) —2cos[k (T, —T, )]I
'
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Now only the lowest-order terms at small k are investigat-
ed. This approximation involves neglecting the Q„,(k)
contribution to the effective interaction (valid in the long-
wavelength limit when a is less than a, ), and retaining
only terms bilinear in the operators b and b:

H, tr= g [A,(k)bkbk+A. (k)b kb
k

Q(k) = (2nl ) [B„(k)Q„(k)B„(—k)
2Q7 p

+B„(—k)Q„(—k)B,(k)] .

The complete magnetophonon Hamiltonian is then given
by the sum of H,~ and H p In the long-wavelength lim-
it, where

+p(k)bkb k+p" (k)bkb k],
A,(k)~

4a~p
(F17)

A, (k)= (2trl ) [B„(k)Q„„(k)B„*(k)
2Q7 p

k„+i'Q(k) ~
4a~p k

the phonon spectrum takes the acoustic form ~k ——ck,
where the "sound" velocity is

+B„'(—k) &„,( —k)B,( —k)],

(F16)
C =

' 1/2e' &3mv
C]eI uZp

(F18)
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