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Charge transfer in secondary-ion emission: Tight-binding studies in Si and Si:0 clusters
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A cluster tight-binding model is used to compare the ionization probability for Si atoms emitted
from a (100) surface in a pure system against that obtained by including an oxygen impurity. Two
situations are considered in which the oxygen occupies either a subsurface substitutional site or a site
at the surface. The time-dependent dynamical problem is simulated through an exponentially decay-

ing interaction between the ejected atom and the substrate, and the probabilities are found by solving

the evolution operator equations in an iterative scheme. We found that the emission of positive and

negative Si ion shows an exponential dependence with the inverse of the ejection velocity in a large
velocity range, showing a weaker dependence at low velocities. The presence of oxygen enhances the
Si+ emission and suppresses the Si emission for the first-neighbor silicon atoms, this effect being

strongly localized. For ejected Si atoms not close to the oxygen impurity the effect is smaller and de-

pends on the ejection velocity. In addition, the exponential dependence of Si -ion emission is strong-

ly altered.

I. INTRODUCTION

Since the introduction of secondary-ion mass spec-
trometry (SIMS) and ion-scattering spectroscopy (ISS) as
two of the most important tools for surface analysis, there
has been a growing interest in the basic mechanisms re-
sponsible for the final charge states of the particles, either
leaving or approaching a solid surface. However, the
mechanisms of ion ejection, and mainly the strong
enhancement of the ionization probability of sputtered
atoms by the presence of oxygen at the surface (one of the
most useful effects in SIMS), are still a matter of contro-
versy. ' Thus, we find at present that different models
to explain the ion emission from clean and contam-
inated surfaces coexist. ' " Moreover, it has been sug-
gested that, in some cases, the ion emission of clean met-
als (intrinsic emission) is produced by the presence of re-
sidual oxygen impurities at the surface, explaining in this
way the large differences in ion-emission yields observed
among elements that oxidize easily, such as Al, Mg, Zr,
etc. , and inert elements such as Au. '

The goal of the different existing models is mainly relat-
ed to the velocity functional dependence of the ionization
probability, and even in this case, the agreement with ex-
perimental evidence is only partially fulfilled. In particu-
lar, the deviations from the exponential behavior for low
sputtered-ion velocities, ' ' are accounted for in only two
cases. ' The enhancement (fall off) of negative (positive)
ion emission during the adsorption of electropositive ele-
ments' ' is explained in all models through
modifications of the macroscopic features of the surface,
which are quantified through the changes in the target
work function (WF model).

On the other hand, the enhancement of both positive-
and negative-ion emission yield due to the presence of ox-
ygen at the surface" is not explained by these models,
since no evident connection with the work function
changes is observed. ' ' The most important models

which have intended to rationalize this important SIMS
matrix effect, the bond breaking model (BB) and the sur-
face polarization model, ' have never been discussed in
other than in a qualitative way.

In this paper we examine the ionization probability for
Si atoms ejected from a Si(100) surface, and present quan-
titative calculations for the oxygen effect on the Si
positive —secondary-ion emission. We adopted a descrip-
tion of the atom substrate system based on a cluster of
atoms composed by up to 84 atoms. In order to describe
the electronic structure in these semiconductor systems
we used a tight-binding approach in the first-neighbor ap-
proximation with an sp s* basis set per atom, with pa-
rameters taken as those which allow for a good reproduc-
tion of the band structure of Si and SiO2 crystals. As the
presence of dangling bonds which belong to those boun-
daries of the cluster other than the surface under exam-
ination will introduce fictitious levels on top of the valence
band and inside the band gap, we eliminated those dan-
gling orbitals from the basis set. This is a procedure
which has been recently used to describe the electronic
structure of transition-metal ions and some deep-level de-
fects in Si, producing results' ' which are in a fair quali-
tative agreement with those predictions obtained from
more sophisticated calculations.

The dynamical process is simulated by assuming an ex-
ponentially time decaying interaction between the ejected
atom and the substrate. In this case, the evolution opera-
tor can be obtained in a close iterative form which can be
solved with a high degree of accuracy.

The organization of the paper is as follows. In Sec. II
we briefly analyze the existing models, in Sec. III we
present results for the electronic structure of clusters with
different atomic configurations. Section IV is devoted to
set up the time-dependent scheme used in this paper and
in Sec. V we examine and discuss the results for the ion-
ization probabilities including those obtained in the pres-
ence of an oxygen impurity. Some concluding remarks
are given in Sec. VI.
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II. PREVIOUS MODELS

Finite clusters in the one-electron picture have been
widely used to represent the solid. ' ' In these cases
the electronic part of the system is described by either us-
ing a tight-binding approach or a semiempirical LCAO
method. A relevant point in these theoretical works is the
election of the basis set used to expand the dynamical
wave function. The adiabatic molecular states represent
the most suitable expansion for just near adiabatic pro-
cesses as it would be the cases involved in SIMS and ISS
processes, provided that no crossing exists along the
path between the levels relevant to the ionization process,
i.e., the molecular orbitals which evolve into the states of
the ejected atom and all those energetically near, which
are appreciably coupled to them. Even if these crossing
were absent still there is a practical difficulty with this
method when applied to a large cluster, for it requires a
series of diagonalizations along the ion path to keep track
of the evolving states, a procedure which in that case
turns to be prohibitedly long as time consumption is con-
cerned. Other microscopic theories start with a time-
dependent Anderson-like Hamiltonian (electronic correla-
tion not included) assuming a localized state of energy
E, (t) for the sputtered (scattered) particle, and a time-
dependent hopping connecting band states of the substrate
with those localized at the adsorbate. ' ' ' In this
case, the substrate density of states is assumed to be ener-
gy independent while E, (t) is taken from chemisorption
calculations and imagelike force considerations.

From a theoretical point of view a great deal of efforts
are put in studies of the charge transfer process through
the use of the time dependent Anderson-Newns Hamil-
tonian. This model is quite attractive because it contains
in principle the essential ingredients required to examine
the relative probabilities for having the sputtered ion in
different charge states, depending on the parameters selec-
tion. Unfortunately, the dynamical version of this Hamil-
tonian has been solved exactly only for an extremely
small cluster of atoms, although either Hartree-Fock or
other approximated solutions have been performed for ex-
tended systems thus allowing to keep the problem under
tractable form. ' On the other hand, it has been sug-
gested that a one-particle formalism can still be invoked
as long as one focus the attention on processes in which
the electron transfer occurs either from the atom to the
solid or vice versa, treating them as if they were indepen-
dent processes. ' In the first case the ionization energy
of the adatom is used as the free atom parameter, while
the affinity level is used to examine the second case, thus
allowing for the description of positive- or negative-
charged adatom emission, respectively. Indeed, by using
the exact solutions obtained in the small-cluster model,
it has been shown that this is a reasonable approximation
as long as the ionization and the affinity levels of the ada-
tom are far apart. Adopting this point of view, the use of
cluster models has received some deal of attention con-
cerning with the mechanisms involved in the SIMS pro-

However, in all cases either the clusters were
too small or their selected shapes as linear chains have lit-
tle resemblance with that one would expect from a solid
surface. This in turn makes doubtful whether the effects

of impurities on the ionization process can be accounted
for by the use of such simplified models.

III. ELECTRONIC STRUCTURE
OF THE SELECTED CLUSTERS

The secondary-ion emission from a solid surface is a
process which is localized in space and thus amenable to
be treated in terms of a portion of the solid. We adopted
a cluster whose shape was selected after some trials as to
have a level structure that resembles qualitatively the elec-
tronic structure of the periodic (100) silicon surface.

The matrix corresponding to the clusters' Hamiltonian
were constructed using an empirical tight-binding method
(ETBM) within the first-neighbor approximation in a
sp s* atomic basis set with parameters given by Vogl
et al. and Robertson. In order to obtain these ma-
trices we adopted the following procedure. A starting
matrix was constructed for a cluster involving 123 atoms
(a central one and those corresponding up to the sixth
shell of neighbors). The boundaries of these clusters will
have dangling bonds coming from the nonsaturated sur-
face atoms, which as stated previously give rise to ficti-
tious effects in the electronic level structure. As our clus-
ters are large enough, these fictitious states will presum-
ably not affect the description of the quite localized ion-
ization process. Therefore, we eliminate the dangling
bonds in the form described by Sferco and Passeggi,
thus reducing the size of the basis set.

A final matrix for a cluster with the desired shape and
having a free surface (retaining its corresponding dangling
bonds) was then obtained by "cleaving" the cluster previ-
ously obtained with a plane along a fixed direction,
suppressing from the actual H matrix all matrix elements
coming from atoms being at one of the sides of the free
surface. After some trials with "cylindrical rods or slabs"
shapes we adopted an "eye-shape" configuration with a
free (100) surface including 14 from a total of 84 atoms,
and a matrix size of 352)&352.

The same shape was used to examine the Si atom ejec-
tion in the presence of an oxygen impurity. The first-
neighbor Si-0 interaction parameters required by the
ETBM were taken as those given by Robertson. In all
cases the free atom parameters were shifted by a constant
amount as to put the top of the valence band fixed at an
energy coincident with (minus) the work function of Si,
P= —4. 87 eV. The same procedure was used to fix the
free oxygen parameters referred to the same energy scale.
The parameter set is shown in Table I. Two
configurations for the position of the oxygen impurity
were selected, as shown schematically in Fig. 1, where
l(a) corresponds to an impurity located within the bulk in
a subsurface shell, while in 1(b) the oxygen is located sub-
stitutionally at the surface.

The energy level diagram corresponding to these cases
are shown in Fig. 2 where the diagram (c) gives the results
for a pure silicon cluster. The surface states within the
gap spread about 1 eV around the center of the cluster
gap. If, as suggested by Sferco and Passeggi, the band
edges are located at the values they take in the infinite
crystal, some of the levels will remain in the gap, and



8332 M. C. G. PASSEGGI, E. C. GOLDBERG, AND J. FERRON 35

TABLE I. Tight-binding parameters used in the present calculations.

ASS p opsi Ipp ~ Ipp 7T s p

E,
{eV)

Ep

(eV)

Eg
(eV)

d=2.35 A
Si-Si

d=1.61 A
Si-0

—1.021 1.837 1.701 2.041 —0.4762

—1.508 1.797 1.797 1.971 —0.5218 1.681 —9.07' —3.15'

30 25b 15 33b

1.68'

2 0
Interaction parameters V; = g;; A' /m=7. 62 eV A

md

'Si.
bO

'Large number (+ ).

some of them will merge within the valence band. This is
in fair agreement with ETBM results described by Ivanov
et al. , where for an unreconstructed (100), the surface
bridging bonds bands are spread within the gap, and dan-

gling band bonds goes inside the valence band of the bulk.
This behavior is more easily recognized when performing
a calculation in a larger cluster of 128 atoms (not shown).

The oxygen impurity does not change substantially this
picture except in the case of the configuration of Fig. 1(a),
where a small change in the position of the last occupied
level is produced, thus modifying slightly the work func-
tion.

The energy diagram of Fig. 2(c) is that which assumed-
ly resembles the electronic structure of an extended crys-
tal. Obviously, the width of the valence band has not
reached the value of the pure crystal, as well as the band
gap value is still large, effects which are due to the ab-
sence of the long range connectivities of the bonds as they
are present in the real crystal.

Once the cluster shape is selected, it is important to
consider that the calculation of the ionization probability
will require only two diagonalizations of the H matrix for

each system. These correspond to two extreme situations
for the adatom-substrate interaction: the sputtered atom
is part of the solid (initial limit), and the atom is com-
pletely decoupled from the solid (asymptotic limit), re-
spectively. This point will be discussed in the next sec-
tion.

It is important to note that in the tight-binding approxi-
mation the free Si p-electron parameters have always
higher values than those corresponding to the highest oc-
cupied level. Thus, in a strictly adiabatic process, the p
states will be completely empty in the asymptotic situa-
tion, as electrons from these states would be freely
transferred to low-energy states in the solid. In such ex-
tremely slow process we will end up with doubly ionized
Si atoms. On the other hand, if the ETBM diagonal pa-
rameters for the ejected atom are assumed to evolve to
values corresponding to the free atom, as long as these pa-
rameters end up below the Fermi level of the substrate we
would find a final situation with a Si atom charged —4 in
a strictly adiabatic process. This is a very unphysical situ-
ation which follows from the fact that electron correlation
energies are not explicitly included in the model. In order
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FIG. 1. Schematic view of the [100] surface showing Si atoms
which are ejected. Open circles are for Si. Solid circle stands for
O. (a) Subsurface oxygen impurity, (b) adsorbed oxygen.

FIG. 2. Energy levels of 84 atom clusters (352 states) showing
the band gap region. (a) Corresponds to subsurface oxygen of
Fig. 1(a). (b) Adsorbed oxygen [Fig. 1(b)]. (c) Pure silicon clus-
ter. Lines across the three cases show the valence and conduc-
tion band edges of setting from a band calculation of Si with pa-
rameters of Table I.
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to avoid this feature we have allowed only one p-state pa-
rameter to vary along the trajectory from its value in the
solid to that of the corresponding to the free-atom value
referred to a common energy scale.

IV. TIME-DEPENDENT FORMAI. ISM

A. Time evolution

We describe the electronic part of the system through
the time-dependent Hamiltonian:

H(t}=H, (t)+H, +H, (t),
where

The wave function P(t) is obtained from the initial (t =0)
state f(0) as:

~

g(t)) =U(t, t )
~

P(0)) .

~
f(0) ) is a Slater determinant (even number of electrons)

constructed by filling the molecular states N by increas-
ing order of energies up to the Fermi level of the whole
(adatom plus substrate) cluster. These molecular states
satisfy

as H (t) is a one-particle Hamiltonian. Therefore,

P(t)=detIX (t)I
H, (t) = g c,„(t)a; a; (2)

with

describes the sputtered atom with five states in the s, p,
p», p„s* basis set, a, (a; ) being their associate creation
(anihilation) operators, respectively. As mentioned in Sec.
III, we allow for only one p-state diagonal parameter to
vary along the trajectory from its value in the solid to the
corresponding to the free atom value, with the following
assumption:

(10)

Within this scheme, the occupation number n(t) for
any state

~

a; ) centered at the sputtered atom, is given by

n;(t)=2 g ~
(a;

~

U(t, 0)
~

N )
~

e,~ (t)=(e» —Vo)+ Voe

e„(t)= c.„, i &p,

with a running over the initially occupied MO s, and the
factor of 2 accounts the double occupancy of the orbitals.
As a consequence of the normalization of the wave func-
tion we have

where c.„are taken from Table I, Vo and k being parame-
ters which characterize the time-decaying energy of the p,
orbital from c~ to c~ —Vo.

H, in Eq. (1) describes the cluster substrate Hamiltoni-
an in terms of the creation and anihilation operators asso-
ciated with the corresponding molecular orbitals of the
substrate:

Hs g Em +ma+ma
m, o.

The last term in Eq. (1),

i, m, o

gives the atom-substrate interaction, where the matrix ele-
ments are assumed to decay in time as

V; (t)= V; (0)e

These matrix elements are obtained from a knowledge of
the molecular orbitals (MOrs) of the substrate and allow-
ing for a first-neighbor interactions with the sputtered-
atom orbitals, as derived by the use of Table I.

The dynamical evolution of the system can be made in
terms of the time evolution operator U(t, to) defined by
the equation of motion (6= 1):

and the condition

(12)

with a now running over the whole set [ 4 I.

B. Transition probabilities

The calculation of the probabilities for different charge
states of the sputtered atom is straightforward when the
basis set involves an adsorbate described by only one or-
bital. In such case, and for a spin-independent problem,
the knowledge of n (t) allows for the calculation of the
final charge-state probabilities. In the case where one
electron in the adsorbate represents the neutral
configuration, we have

P + = [ 1 n( oo )]-
P =2[1 n( oo )]n ( o—o ),
P =[n(oo)]

as in this case n ( oo ) & =n ( oo ) & = n ( oo ), Po, P +, and p
are, respectively, the probabilities of neutral, positive, and
negative emission.

In our present case, with five orbitals per site, the selec-
tion of all difTerent electronic configurations of the adsor-
bate which are contained in P(t), leading to a specific
charge state, becomes more complex. To this end we use
operators such as the following:
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(3)
S P

&x~Py Fz

n„n„(1 n—, , )(1 n—~, )n; (1 —n; ) Q (1—n s))(1—ns) ),
6 (&i)

(14)

which selects from g(t) all the many electron states where the sputtered atom is in a final configuration s p
' irrespective

of the occupational scheme of the substrate. Thus, the probability of having a single ionized Si atom is given by

p+(t) (q(t)
~

p( ) +p( ) +p( )
~

q(t)) (15)

where we have neglected all those configurations involving the occupancy of the s* states, as they remain empty along
the whole trajectory for the range ejection velocities we have considered. Similarly the probabilities for having a neutral
or a negatively charged Si atom are given by

P'(t)=(g(t)
~

P,",+P'"+P",'
~

g(t) ),
P (t)=(g(t) ~p, ", +P,',"+P,"' ~l((t)),

(16)

(17)

respectively. Under the selected conditions, the weights of the configurations s'p and p in Eq. (15) are negligible as
compared with that of s p ', and their contributions can be surely ignored. In this case, the explicit expression for P+
takes the form (see Appendix A)

3 3
P+(t)=2 g '(n~; ) —g (n~;n~~ ) + (n~)n~2n„3) 1 —g (n~, ) + g (n~), n~, ) —(n~)n~zn~3)

i =1 j (&i) j=1 k (&j)

where

(nz, nz~ ) = (nz, )(nz~ ) — g (a;
~
U(t, O)

~

N )*(N
~

U(O, t)
~
a~)

&n, ,n„n, , ) =&np) &&n„)(n,, )— (np, ) y (a,
~

U(t, O) ~4 )*(4 U(O, t) ~ai)
ij, l (i&j,tt)(j&l) a =occ

(19)

and (n; ) is given by Eq. (11) without the prefactor 2.
According to Eqs. (16)—(19) we are requested to know

the matrix elements of the evolution operator between the
asymptotic states centered at the sputtered atom and the
MO's occupied at t =0.

and

H'(t)=VDe ~'a, a +H, (t) . (22)

By going now into the interaction picture and defining

U, (t,O)=(a,
~

U(t, O)
~

@ ) .
U(t, O)=e' '""U(t,O) .

(20)
Equation (7) takes the form

(23)

At this point we have to choose the basis set to evaluate
the motion Eq. (7). We adopted the MO states corre-
sponding to an infinite separation between the ejected
atom and the substrate, which makes the calculation more
straightforward. Therefore, we separate H(t) as

i ' =H'(t) U(t, O),
at

with
iH( ca ))Hi(t) —iH( ao ))

(24)

(25)

H ( t) =H( oo )+H'(t),
H( oo ) =H, ( oo ) +H, ,

(21)
Using the MO at t =0 and those I N; ( oo ) } obtained

from the asymptotic calculation, we can write Eq. (24) in
matricial form as

i& &4(oo)
~

U(t0) ~C &= pe' ' ' " '(@(oo) ~(H'(t) ~4)(oo)&(C)(oo)
~

U(t0) ~Cai k

(26)

where H ( oo )N), ( oo )=E), ( oo )4&i, ( oo ) and the adsorbate
states

~

a;) belong to the set I@i,(oo)}. [ ~
a; &—=@;(oo),

i =1,2, . . . , 5].
In connection with Sec. II it is important to remark

that the whole calculation requires only two diagonaliza-
tions: one at t =0 and another at t = ap to provide for
both sets I@ }, (4&;(oo)I, respectively. The dynamical

evolution of the system can be obtained by solving the
system of coupled differential Eqs. (26). As in our case
there are 352 molecular states this task would be un-
manageable. However, according to Eq. (20) we can limit
ourselves to the knowledge of only U; ( oo, O), and because
the exponential form assumed for the decaying interac-
tion, the integration can be performed with the result that
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an iterative scheme to compute the required matrix ele-
ments is obtained (see Appendix B):

with

j i i ~) (~pg aiai)
a~p ai p

g (n —1)
V

(27)

and

V. NUMERICAL RESULTS AND DISCUSSION

Figure 1 shows schematically the different
configurations selected to study the emission of silicon
ions. The ejected atoms, (2) and (3) are, respectively, first
and third neighbors of the oxygen atom in Fig. 1(a), while
in Fig. 1(b), are, respectively, second and fourth neighbors
of the oxygen atom. In the case of an infinite pure silicon
crystal, both atoms are equivalent. Therefore, the results
for pure clusters corresponding to ejection of atoms (2)
and (3) were compared in order to check that no bound-
ary effects due to finite cluster size are included in our
calculations.

We will now enumerate and discuss the results ob-
tained for the cases mentioned previously.

(0]W.op —6., p .

Thus, i runs over the five atomic states of the sputtered
atom only, whereas f3 runs over the whole set of 352
asymptotic states. In the present case $V p p Vo

2 2= —3. 3 eV, W~~
——0 for all P&ap, . In the previous equa-

tion the velocity is introduced by changing t by R /v and
taking A, =o.v, where cr is a constant which was taken 2.3
A —1 23

vious calculations for Al+ emission from a linear chain
cluster (vo ——7X10 cm/s), and also with theoretical pre-
dictions of Blaise and Nourtier, Uo —1 —3)& 10 cm/s.
For low velocities (v & 10 a.u. =2X10 cm/s), we found
a P+ versus v

' dependence weaker than exponential.
In Fig. 3 we also plotted P for a pure silicon cluster.

The general trend is similar to the positive emission; i.e.,
exponential dependence for large velocities with Uo equals
to 1.5)&10 cm/s, and deviation from the exponential be-
havior for velocity values lower than 2& 10 cm/s.

The deviation from the exponential dependence with
the inverse of the velocity has been observed experimen-
tally for 0,' and recently for positive ion emission, ' in
the same velocity range. This deviation from the ex-
ponential dependence has been attributed to the variation
of the ion velocity along the ion path. ' Adopting this
point of view Vasile' corrected the measured energies by
using an image force term, adjusting the low velocity ex-
perimental results to an exponential dependence. Howev-
er, it has been recently shown that the force required to
achieve agreement among experimental results and calcu-
lations, would be at least one order of magnitude larger
than typical interatomic forces, suggesting that velocity
variations along the ion trajectory is not the cause of ex-
ponential dependence deviation. In our model calcula-
tion, this deviation occurs naturally, although we are as-
surning a constant velocity along the ion path. We have
already pointed out that the deviation effect is in fact due
to interferences among the elementary contributions to the
transition amplitude along the trajectory. Cxagliano
et al. have also found this type of behavior in a simple
linear model whenever the velocity of the sputtered parti-
cle goes into a region corresponding to an adiabatic re-
gime. However it would be very difFicult to see from our
model whether this is situation in our present case.

It is convenient to emphasize here some features about
our calculation and the comparisons with experimental re-
sults. First, due to the absence of experimental data on
emission energy dependence for Si+, we are comparing

A. Pure silicon clusters

The plots of P :P( oo )—[Eqs.—(15) and (17)] as a func-
tion of the inverse of the ion velocity are shown in Fig. 3.
These correspond to the ejection of Si atoms located close
to the center of the surface [atoms (2) or (3) in Fig. 2], to
avoid for cluster edge effects.

The results of P+ show, at high ion velocities, the typi-
cal exponential behavior

P+ ~exp( —vo/v),

with

vo=5. 1X10 a. u. (=1.1&&10 cm/s) .

O

CJ
N

~ 10

~ Si+
Si

This value of Uo is in reasonable agreement with experi-
mental results. Vasile' found values of vo ranging from
2.3 to 3 && 10 cm/s for several positive emitted ions. Yu'
found a value of 5&10 cm/s for 0 coming from V; and
Bayley and MacDonald for Zn+ in the energy range be-
tween 50 and 500 eV found a value of 10 cm/s. The
value of Uo is also in agreement with the result of our pre-

100
V '(atomic units)

150

FIG. 3. Ionization probabilities Si+, Si vs inverse of velocity
for ions ejected from pure Si clusters.
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our calculation with experimental results obtained for
different kinds of ions and substrates, i.e., the value of vo

obtained from our calculation corresponds to a system
having a narrow band of surface states, a result of which
should not be applicable to metal surfaces. This fact
should be kept in mind when making conclusions about
our model. Second, the results of P should also be tak-
en cautiously, because we are not including any explicit
correlation term in the tight-binding Hamiltonian. AI-
though we are using an independent-electron model to de-
scribe the solid, we allow for a time-dependent wave func-
tion g(t) which includes all possible charge configurations
of the sputtered atom. It is in this sense that the different
charge states are correlated, i.e., to preserve the normali-
zation of g(t).

Then, let us compare our calculations with experimen-
tal results. Since the slope of both curves P+ and P are
similar, we can define a ratio P+/P valid for a wide ve-

locity range, which gives an average value of 6 for this ra-
tio. This is in fair agreement with measurements of
Wittmack and Jurela, ' who obtained values of 3 and 11,
respectively, for P+ /P

B. Clusters including oxygen

In order to consider the effect of oxygen on the proba-
bilities P+ and P for silicon atoms, we have analyzed
the following cases: oxygen incorporated to the subsur-
face, first- and third-neighbor silicon atoms sputtered [Fig.
1(a)]; and oxygen adsorbed at the surface, second- and
fourth-neighbor silicon atoms sputtered [Fig. 1(b)]. The
limitation of the kind of neighbors appears by the com-
bined efFects of the surface (100) and the crystalline struc-
ture, i.e., there exist no first neighbors belonging to the
sample plane (100).

Incorporated oxygen

Figure 4 shows our results for P+ in the case of incor-
porated oxygen [Fig. 1(a)]. As stated above, we limit our
calculation to first and third neighbors. We observe a
dramatic difference among both types of atoms, revealing
the strong localization effect of the oxygen impurity. It is
seen that while the first oxygen neighbor increases its ion-
ization probability from a factor of 5 at high velocities, to
more than one order of magnitude at lower velocities, the
ionization probability for the third neighbor varies only
about 20% in the entire velocity range. Moreover, this
variation is in the sense of lowering the ionization proba-
bility with reference to the pure silicon system. In Fig. 5
we show the velocity dependence of the oxygen effect on
the ionization probability (Si+ oxidized/Si+ clean). The
strong increase in the probability of Si+ emission is ex-
pected on chemical grounds because of the large electron
affinity of oxygen, and this is conceptually the basis of the
BB model. On the other hand, the lowering of the Si+
emission produced in the case of the third neighbor
cannot be explained by these arguments. These results,
however, could be understood on the grounds of the glo-
bal changes in the electronic structure. Looking at Fig. 2
we observe a slight variation of the silicon work function,
being consistent with the lowering of Si+ emission.

In consequence, we find that the incorporated oxygen
may either enhance or lower the Si+ ion emission depend-
ing on the atom location, being these effects of different
order of magnitude, as shown in Fig. 5. Certainly, the
lowering in the Si+ emission cannot be measured as it will
be shadowed by the strong enhancement produced by ox-
ygen on its nearest Si atom. However, the importance of
this result rests on the fact that oxygen, despite its large
electron amenity, can according to its proximity of the
ejected atom, be able of reducing the positive ion emis-
sion. The obvious next question will be about the
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for pure Si cluster are also shown.

FICx. 5. Ionization probability ratio P+ (oxid)/P+ (clean) vs
inverse of velocity. First and third oxygen neighbors [atoms 2
and 3 in Fig. 1(a)].
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enhancement by oxygen of negative emission, since experi-
mental oxygen enhancement of negative ion emission
cannot be explained on the basis of BB model, and within
the WF model, only through the surface polarization
model.

In Fig. 6 we show the results for Si ion emission for
the case of incorporated oxygen and for first and third
neighbor. As for the positive emission the stronger effect
appears for the first neighbor. In this case, the stronger
lowering of Si emission is observed for the larger veloci-
ties, and it is accompanied by a loss of the exponential
dependence. Although no direct measurements of veloci-
ty dependence of negative Si ion emission in the presence
of oxygen have been made, Yu has found that the ex-
ponential dependence of 0 is lost in going from clean
metal' to SiO„~ In Fig. 6, it is also shown the results

for the third neighbor. The negative enhancement ob-
served may, as the lowering of Si+, be explained on the
grounds of a global change in the band states. Figure 7
shows the velocity dependence of the oxygen effect on
negative emission (Si oxidized/Si clean). We want to
emphasize again that the results for negative emission
should be taken cautiously, since no electronic correlation
is explicitly included in the model.

2. Adsorbed oxygen

In the case of adsorbed oxygen the structure is rather
different from the one we have discussed in the previous
paragraph. First, for the incorporated oxygen the impuri-
ty atom has saturated all its bonds with Si atoms, while
the adsorbed oxygen has two dangling bonds. This and
the fact that we are simulating the ion emission by
quenching its interactions without considering a real
motion of the silicon atom, lead us to expect a lower effect
of adsorbed oxygen on Si—ion emission.

In Fig. 8 we show the results of Si—emission probabili-
ty for the case of adsorbed oxygen and clean silicon. We
include only the case of second neighbor since the fourth
one does not show any difference with the clean case. As
expected, the effect of oxygen, is weaker than its effect as
an incorporated impurity, the differences shown in Fig. 3
being at most of 40%. In this case, both positive and neg-
ative emission have smaller probabilities, showing an ex-
ponential dependence at high velocities and no definite be-
havior at low velocities. Here, again, no correlation with
any of existing models can be made.

CONCLUDING REMARKS

We have calculated the positive- and negative-
secondary-ion-emission probability of silicon from a pure
substrate, and in the presence of an oxygen impurity.
Our results can be summarized as follows.

(i) Positive- and negative-ion emission shows an ex-
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ponential dependence with the inverse of the ejection ve-
locity for a wide range of velocities, showing a deviation
at the lower velocities.

(ii) The presence of oxygen produces a strong enhance-
ment for the positive emission and a suppression of the
negative for ejected atoms closely located to the impurity
atom. In addition, the exponential dependence of nega-
tive emission is strongly altered.

(iii) The oxygen effect is dependent on the ejection ve-

locity.
(iv) Oxygen has the capability of enhancing or suppress-

ing both types of emission (in different orders of magni-
tude) depending on the ejection velocity and ejected atom
location.

These results support previous suggestions of the coex-
istence of at least two mechanisms governing the effect of
oxygen on the ion emission. " one related to the bond-
breaking model, and the other to models such as the tun-
neling one. In our model the importance of each mecha-
nism depends on the distance of the ejected atom to the
oxygen impurity.

Since the strongest effect produced by oxygen appears
over its near neighbors and is originated in its hig electron
affinity, it is reasonable that no correlation exists between
Si+ ion enchancement and the global changes of the elec-
tronic structure of silicon due to oxygen, as it was mea-
sured recently by Yu and co-workers. On the other
hand, our calculations show that the effect of oxygen on
Si emission depends on the velocity of the ejected atom
and on its position relative to the impurity. This fact
prevents any prediction a priori about the behavior of Si
emission during oxygen exposure; but it opens the possi-
bility of oxygen of enhancing the Si yield, as it has been
measured.
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APPENDIX A

In order to calculate the probability amplitude for a
given electronic configuration of the ejected atom to be
contained in P(t) we were required to evaluate matrix ele-
ments of the form

&g(t)
I n, (1 n—, )(l —nz, )(1—n~, )

X(1—n„)(1—n„)
I
P(t)) . (Al)

Taking into account that atomic states of the ejected atom
can be expanded in terms of the X (t) [Eq. (10)], we can
write

n, , =g &x (t) la, )&a, lxtt(t))r, xt3, , (A2)
a, P

where the g 's Q"s) are their corresponding creation (an-
nihilation) operators; which are able to operate on the
space occupation number which defines g(t) at time t.
Note also the double sum runs over all a and P.

We thus see that the calculation of any string of n s
operators as required in Eq. (Al) goes into the calculation
of matrix elements of the type

& q(t) I x.',xt,„.. . , x,',x„ I
q(t) & .

Since g(t) is represented by a single determinant, the
indexes a, P, etc. must combine to produce number
operators in terms of the 7, 7 opeators, otherwise the
matrix elements will vanish. Also orbital indexes associ-
ated with spin-up (t) states cannot be mixed with those of
spin down (t). As these indexes are not correlated we can
calculate all matrix elements involving spin-up operators
separately from those required for spin-down projections.

As an example we can calculate &n, ,nk, ) which 1s

given by

& nj 1nk1 & = & g(t)
I n, t'nkvd I

y(t) &

=y[&c. U'(t, o) la, &&a,
I

U(t, o) Ie,&&a,
I

U'(t, o) la„&&a,.
I

U(t, o) Ia, &]
a, P
y, 6

x &P(t) Ix.',xt„x'„r„
I
P(t)) .

There are only two possibilities to combine the orbital indexes to get number operators: i.e., a=/3, y =6 or 6=a, P=y.
Therefore, we get

&nj1nk1&= & [ I &a, I
U(to)

I
+ & I'

I &ak
I
«t o) l@r&

a, y =occ

I
U"(t,o)

I

a ) &a~
I
U(t, o)

I
d&r) &4r

I

U (t, o)
I
ak ) &ak

I
U(t, o)

I
&0 )],

which can easily be reordered to write the result as in Eq.
(19).

APPENDIX B

we can introduce the evolution operator (with fi= 1):

U(t, o)=e' "'U(t) . (B2)

Writing the time-dependent Hamiltonian as

H(t) =H( ~ )+ V(t), (B1)

Taking the matrix elements

U, (t, o) = &x, ( )
I

U(t, o)
I
e„(o)), (B3)
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where IX;(oo )I and I4 (0)I are the eigenvectors of
H( oo ) and H(0), respectively; we can write the diff'erential
equation of motion as

It follows that

U, (0 0)=e " S,
(B7)

with

aU. (t, o)
c}t

i—pe "V„(t)U, (t,O), (B4) U, ( oo, O) = U, ( oo, O),

being that

and

co„=e,( ~ ) —e, ( ~ )

e 'V„, s&a
Vas( ) —ktW 0aa~

(B5)
Also

i —g V„e " P„(t)U, (t, O),
s(~a)

(B8)

(B9)

As there are diagonal terms in the time-dependent in-
teraction, it is convenient to make a further phase trans-
formation:

where

P„(t)=exp[ i (—W„—W„)e "'ll, ] .

U, (t, O)=exp(iW„e '/l, lU, (t, O) . (B6) Integrating (B9), we have

U, (oo, O)=e " S, i g —V„ f"dt'e' "" ' P„(t')U, (t', 0) .
s(ja )

The integral in Eq. (B10) can be performed by parts with the result
—i 8' /1,

f dt'e'""+' "P„(t')U, (t', 0)=i S + (W„—W„) f"dt'e' "+ ' "P„(t')U, (t', 0)
0

(B10)

V~ f dt'e ' P,~(t')U~ (t', 0)
p(&s)

(B1 1)

This procedure can again be repeated for the integrals
on the right-hand side of Eq. (Bl 1), obtaining, finally,

U, (,0)=U, (,0)=e - g g A,',"'S,
n=0 s

with

and

g( ) g( —1) + g( —&)
( W„—W„)

ap
p

Vp,

co„+in A,
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