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A theoretical analysis of the electronic properties of staging domain walls in graphite intercalation
compounds is presented. We show that the charge carriers in these materials have a vanishingly
small probability of being backscattered from any smooth impurity or defect potential treated within
k-p theory. These unique scattering properties of electrons in the conical bands of graphite are a
consequence of the layer lattice symmetry, and result in anomalous tunneling through staging dislo-
cations. The contribution to the residual resistance by the staging domain walls is calculated via the
solution of the Boltzmann equation for several model wall arrangements in stage-2 compounds. A
Thomas-Fermi description of the inhomogeneous charge distribution across a wall and correspond-
ing self-consistent potentials is used in the evaluation of the scattering rate functions. The theory
predicts an unusually low residual resistivity for an array of elongated domains with parallel domain
walls, as a consequence of the anomalous tunneling. On the other hand, large residual resistivity
values are obtained for typical domain and wall sizes in the case of a random arrangement of walls.
We propose that accurate residual resistivity measurements be used as a macroscopic probe of the
Daumas-Hérold domain structure, of the unusual transport properties, and of the kinetics of inter-
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calation in these compounds. Other experimental implications of the theory are also discussed.

I. INTRODUCTION

The electronic properties of graphite intercalation com-
pounds have attracted a great deal of attention in the
study of these materials, and especially so in recent
years."> Much effort has been devoted to work on the
in-plane electrical conductivity since the physical under-
standing of the large values achieved in some compounds
offers an interesting challenge as well as very attractive
practical possibilities. However, the detailed scattering
properties of the charge carriers in these compounds have
not received the same attention. In this paper we present
an analysis of the in-plane scattering properties of elec-
trons and holes in graphite intercalation compounds. We
show that the scattering has very unusual characteristics,
which include a weak backscattering probability from any
smoothly-varying impurity or defect potential in these
systems.

On the other hand, due to a large range of very elegant
experiments,! =3 it is now widely believed that the
Daumas-Hérold (DH) model of staging®> is generally a
good description of the arrangement of the intercalate
guest in intercalation compounds. This model, in which
the intercalate units are found in all of the galleries of the
host forming microscopic well-staged domains (see Fig.
1), plays an important role in the kinetics of intercalation.
The consequences of DH domains in the thermodynamics
and kinetics of intercalation have just recently started to
be considered quantitatively.®~® However, their effect on
the electronic properties of these compounds has not re-
ceived much attention.” We present here a microscopic
calculation of the electronic scattering by these extended
staging imperfections, and the corresponding contribution
to the in-plane residual resistivity of stage-2 graphite in-
tercalation compounds.

The formation of graphite intercalation compounds is
always accompanied by a transfer of electrons to or from
the graphite host."? Experiments and theory suggest that
this excess charge is homogeneously distributed within the
graphite layers.!®!! It is this transferred charge, together
with the large in-plane mobility,!? which is responsible for
the large conductivity enhancement observed after inter-
calation. However, we find that the presence of DH
domain walls (regions void of intercalate between adjacent
domains, see Fig. 1) greatly affects the level of local
charge transfer to the graphite layers and results in inho-
mogeneous potentials. These potentials are strong for typ-
ical wall widths and cause scattering of electrons, produc-
ing a contribution to the residual resistivity. Also, the
varying effective charge transfer across a staging disloca-
tion should locally affect the changes in carbon bond
length observed in the graphite host after intercala-
tion.!> 14

The resulting resistivity values due to the staging dislo-
cations reflect the unique scattering properties of the car-
riers. In the case of an irregular array of domains (a like-
ly configuration in typical samples), we obtain large resi-
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FIG. 1.
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Schematic Daumas-Hérold structure in a stage-4
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dual resistivities, comparable with experimental values,
suggesting that this is the most important scattering
mechanism in high quality samples at low temperatures.
If confirmed by detailed experimental measurements of
domain sizes and conductivities, this suggestion together
with the present theoretical results should enable the use
of residual resistivity measurements as a quantitative bulk
probe of the Daumas-Hérold structure, which must
currently be studied using much more demanding experi-
mental techniques.!~* These calculations could also ex-
plain the observed large differences in residual resistivity
measurements in different samples of the same com-
pound, since change in sample preparation can give rise to
totally different domain structures in the final product (as
shown in recent computer simulations of intercalation).’
The residual resistivity also presents a strong dependence
on the DH wall width which could possibly be used to
monitor the kinetics of intercalation, an area of growing
interest.! ~*®~%15 Furthermore, we predict that the resi-
dual resistivity in stage-2 systems with random domain-
wall configurations should increase, although only slight-
ly, with increasing charge transfer per carbon atom (other
parameters fixed). This is in contrast with naive intuitive
ideas of intercalation, and results from the strong inhomo-
geneity of the scattering potential. The theory also
predicts that in the case of a sample with long and parallel
intercalate domains, the weak electronic backscattering
would produce an in-plane anisotropy of the residual
resistivity. The residual resistivity in this case would
achieve vanishingly small values in the direction perpen-
dicular to the domains, possibly even having practical ap-
plications. These theoretical observations strongly suggest
that further detailed and systematic measurements of the
residual resistivity,'® together with careful observations of
domain size and shape on the same samples should yield
very interesting results.

The remainder of this work is organized as follows.!’
In Sec. II we present a k-p formalism which can be used
to treat the intralayer scattering of electrons by a defect
potential in these compounds.!! We also discuss the
unusual scattering properties described by the resulting
“effective-mass” equations. In Sec. III we calculate the
self-consistent potentials and transferred charge profiles
across DH walls using a Thomas-Fermi formulation.
This section also contains the resulting transmission coef-
ficients for the conduction carriers across those potentials
In Sec. IV we present the solution to the Boltzmann equa-
tion for several DH wall distributions, and calculate the
corresponding contribution to the residual resistivity of
such arrangements. We also present results for the residu-
al resistivity of specific compounds, and compare them
with experimental values. This makes it possible to esti-
mate domain sizes in the samples where the measurements
were taken. Finally, in Sec. VI we discuss some of the im-
portant experimental implications of the electronic struc-
ture of DH walls.

II. EFFECTIVE-MASS EQUATION

In this section we present the equivalent of the
effective-mass equation satisfied by the conduction elec-

trons or holes in graphite intercalation compounds.!! The
formalism considers a model of electronic bands in two-
dimensional graphitic layers. The two-dimensional char-
acter of the bands has been previously used with success
in the analysis of experiments that probe states near the
Fermi level, particularly in the case of acceptor guest
compounds.'®=2° This approach provides a clear physical
insight into the scattering situation and avoids the compu-
tational complexity of ab initio calculations.

It is well known that due to lattice symmetry the
valence and conduction bands in two-dimensional gra-
phite are degenerate at the corners of the hexagonal Bril-
louin zone (point P)."? It is through this point that the
Fermi level passes in the absence of charge transfer to the
graphite layers, resulting in a zero-gap semiconductor. In
consequence, the treatment of the conduction charges
under moderate charge transfer which populates only
these degenerate bands, requires the simultaneous con-
sideration of the two Bloch states at point P in the k-p
formalism.?! If we denote these orthonormal states by
¢,(r) and ¢,(r), we can make the following Ansatz for the
solution of the Schrdodinger equation in the vicinity of
point P,

un=73 [ dkfjke*;r), 2.1)
J

where j=1,2; the two-dimensional vectors k and r are de-
fined in the graphite plane (in the case of a curved gra-
phite layer such as occurs at a DH wall, r represents cur-
vilinear coordinates locating points in the nonplanar
layer); and k is measured from point P. Inserting Eq.
(2.1) into the Schrodinger equation and keeping up to
linear terms in k, one obtains

Ef,(0)=(f/m) 3 k-pifi(k)+ [ dk'f;(k)\T(k—K),

(2.2)
where

pi= | dré}()(—ifiV)g;(r) (2.3)

are the matrix elements of the momentum operator in this
basis, E is the energy measured from the degenerate point
P, and

Ulq)= [ dre="aU(r), (2.4)

with U(r) being the defect or impurity scattering poten-
tial. Notice that in writing Eq. (2.2) we have made the
standard effective-mass approximation of a slowly-
varying potential U(r), which will only couple small k
vectors, ignoring intervalley scattering (in graphite there
are two portions of the Fermi surface at different corners
of the Brillouin zone), as well as interband transitions.?!

The symmetry of the hexagonal graphite lattice can be
used to show that*?

P11=P2=0, pp=py=mvp(X—i§), (2.5)

where X and § are the Cartesian unit vectors, and
vpF=9.71x 107 cm/sec is a real constant whose value is
determined below from the band dispersion in the absence
of the defect potential U. Using Eq. (2.5) one can write
the Fourier transform of Eq. (2.2) as

[E—UD]Fj(r)= —ifivp 3, D,y Fy(r), (2.6)
<
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where D is a first-order differential matrix operator with
elements,

Dy =Dy=0,
. 2.7)
D];_ :DZI :a/ax +la/ay 5
and the real-space envelope functions F are given by
Fin= [ dkfj(ke'*r, (2.8)
which allow Eq. (2.1) to be written as
Y(r)= 3 F;(r)¢;(r) . (2.9)
J

In the absence of a disturbance potential (U =0), one
can easily diagonalize Eq. (2.6) and reproduce the well-
known linear-band dispersion relation of two-dimensional
graphite!>18:22

e(k)=*fvpk , (2.10)

where k= |k|, and the (+) or (—) sign refers to the
conduction or valence band, respectively. The corre-
sponding unperturbed wave functions are

SE(r) =™ [ ¢y(r) 2 dy(r)e' ¥/ V2, (2.11)
where
0= tan~'(k, /k,) . (2.12)

Expression (2.6) above plays the role of the effective-
mass equation for the electrons in graphite intercalation
compounds. The peculiar first-order form, and attendant
wave functions and linear-band dispersion relation in the
unperturbed case [Egs. (2.10) and (2.11)], are a conse-
quence of the symmetry properties of the graphitic-layer
lattice which yield a nonvanishing matrix element p;,, Eq.
(2.5). In the more common situation, all of the intraband
matrix elements of p vanish at a band extremum, and the
interband quadratic terms [O(k?)] provide the first non-
vanishing contribution to the k-p equation. In this latter
case one recovers the free-electron-like second-order dif-
ferential equation, where the bare electronic mass is re-
placed by the effective mass.?!

These unique characteristics of Eq. (2.6) also result in
very unusual scattering properties for the electrons and
holes in these compounds. Let us consider the scattering
by a localized potential U(r) which varies slowly enough
for Eq. (2.6) to be valid. Examples of such a potential are
those produced by an interstitial'! or by a substitutional
impurity like B or N in graphite.?> The asymptotic wave
functions for a scattering particle in such a case will be
formed by linear combinations of functions ¢, of Eq.
(2.11). An indication of the anomalous character of the
scattering can be seen in the vanishing of the matrix ele-
ment joining any two asymptotic states with opposite wave
vector: In general, we can write the matrix element of U
between states ¢, and ¢y in terms of its Fourier transform
as,

(| U | ) =Uk'—k) {1+ exp[i(6,—6,)]} /2,

where we have assumed U(r) to be spatially smooth and
we have used the orthonormality of ¢, and ¢,. It is clear

(2.13)

that for any k' antiparallel to k (i.e., Oy =0+, with
k's£k in general), Eq. (2.13) vanishes. This implies that a
slowly-varying potential is not able to backscatter conduc-
tion electrons or holes in these compounds, even when
U(k’—k)40. This is purely a result of the symmetry
properties of the graphite layers which result in Eqs. (2.5)
and (2.6), and the corresponding wave functions in Eq.
(2.11). It would be very interesting to see if other materi-
als with similar dispersion relation (or lattice symmetry)
would also exhibit this electron scattering behavior.

In the case of a linear defect, with potential varying
only in a given direction x (like in the case of a DH wall,
see Sec. III), the scattering becomes a one-dimensional
problem since the potential will not affect the motion in
the orthogonal y direction. Therefore, by an argument
similar to the one above, the matrix element
(qSkx’ky | U(x)|é_,. , ) must not vanish for at least some

values of k,, if the potential is to be able to scatter a
charge carrier. This matrix element can be expressed in
terms of the k components of the potential as

<¢kx’ky | Ux) | ¢*k;'ky>

=Ulky +k,) kg —k k; +k,

X[k, —ilky+k)1} /(2kq),  (2.14)

with g=[(k;)*+k}]'/? and k =(k?+k})'/% Notice that
for any —k, (with opposite sign to k), and for normal
incidence to the linear defect (k, =0), this matrix element
vanishes identically and the defect cannot scatter. As a
consequence, the tunneling coefficient for such a potential
will approach a value of unity for near-normal incidence
to the linear defect, irrespective of the magnitude of U.
This is indeed a very surprising result if one compares it
with the results for a parabolic band: From elementary
considerations in the quantum mechanics of a free-
electron-like particle scattered from a finite potential, the
tunneling coefficient is not unity and decreases for in-
creasing potential strength.?*

The weak backscattering property of the electronic
wave functions described by Eq. (2.6) can be shown to
persist even after the inclusion of the quadratic interband
terms [O(k?)] neglected there. This underlines further
the role of the lattice symmetry in providing such unusual
scattering properties for arbitrary smoothly-varying po-
tentials.

The very surprising result of near-perfect transmission
through a barrier will be explicitly verified in Sec. III for
the particular case of the DH wall potential obtained in a
Thomas-Fermi approximation. However, the discussion
in the present section shows the qualitative anomalies of
the electronic scattering properties in these materials to be
a general property, valid for any smooth potential, and
solely derived from the graphite lattice symmetry. On the
other hand, the possibility of carefully controlled syn-
thesis of samples having certain special DH domain struc-
tures provides a natural vehicle for the experimental veri-
fication of these unusual scattering properties through the
measurement of the residual resistivity of these materials.
This will be further discussed in Sec. IV.
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III. DOMAIN-WALL POTENTIALS

To first approximation, the main effect of the intercala-
tion process is to populate the graphitic conical bands,
shifting the Fermi level. This shift will be upwards in the
case of donor guests, and downwards for acceptors. As
discussed in the Introduction, the transferred charge is be-
lieved to be distributed homogeneously throughout the
graphite layer to a good approximation.!®!! However,
across a DH wall the in-plane electron (or hole) distribu-
tion will be inhomogeneous, being greatly reduced near
the center of the dislocation, as shown in this section.
Here we calculate the self-consistent potentials and
transferred charge profiles in a DH wall using a Thomas-
Fermi formulation. This approach has been found ade-
quate for the description of charge distributions in these
compounds,?2® and should give at least a qualitative pic-
ture of the distribution across the DH dislocations.

One can derive the Thomas-Fermi equations of interest
starting from the total energy E; of a configuration of
well-formed stage-2 domains across a DH wall,*’

E¢/(NIL)=+% [ dx V(x){n;(x)—n(x)}
+ [dxt[n(x)n(x), (3.1

where we have chosen x to be the coordinate across the
wall of thickness R, and length / ( >>R) in the perpendic-
ular y direction. n; and n are the intercalate-ion and car-
rier density, respectively; I. is the stage period (in the c-
axis direction), and N is the total number of intercalate
layers. The first term in (3.1) represents the electrostatic
energy, where the potential energy V(x) satisfies Poisson’s
equation,

d?*V /dx*=4men(x)—n;(x)]/€, (3.2)

and €=2.4 is the in-plane static dielectric constant which
includes the screening by the nonconduction electrons.?®2°

The second term in (3.1) considers the kinetic band en-
ergy of the charge. For the conical bands described by
Eq. (2.10) one can calculate the total kinetic energy per
electron as

tln]=%pn'"?, (3.3)

)'72, and ¢, =3.35 A is the interlayer

where B="wg(mcy
separation in graphite.
Minimization of (3.1) with respect to n(x) yields the re-

lation between the potential and charge profile,
Vix)=Bn"Xx)—p, (3.4)

which substituted in (3.2) gives the self-consistent equa-
tion for the potential

d*X(&)/dE=xHE)—mi (&), (3.5)
where X=1+V, V= V/u, i;=I.n; /ng, §=Ax, and
A=dmeXny/I.)""*/(eB) . (3.6)
172

In these expressions, ng and u=pB(nqy/1,.)"’ are, respec-
tively, the in-plane carrier density and Fermi level in the
regions far from the DH wall. The carrier density is re-
lated to the charge-transfer coefficient f by

no=4f/(ralv3), (3.7)

where a(=2.46 A is the in-plane graphite lattice constant
and r is the number of carbon atoms per intercalate, in a
compound of guest X and formula C,X. Notice that there
is no distinction between donor or acceptor guests in this
treatment (i.e., the sign of f), since the conical valence
and conduction bands described by Eq. (2.10) are totally
symmetric. We are then only interested in the magnitude
of the charge-transfer coefficient f.

The dimensionless equation (3.5) is solved numerically
for the potential and corresponding charge profile in the
case of a continuum intercalate-ion density on both sides
of a DH wall of width R,

A (E)=O(E—R /2)+O(—(—R /2), (3.8)

where R =AR, and © is the usual unit step function. The
corresponding asymptotic boundary conditions on X are:
X—1,and dX/d§—0for {—+ .

Figure 2 shows examples of the wuniversal curves ob-
tained for the normalized potential energy ¥ =V /u, and
charge profile n=I.n/ny. As expected, the charge
transferred to the graphite layers is greatly reduced near
the center of the DH wall, especially for larger wall
widths, although the effect is also very strong for walls of
typical widths in thermodynamic equilibrium (R~10 A,
R=~3—4 in these units).® Correspondingly, the resulting
self-consistent potential ¥V reaches a maximum value in
the middle of the wall nearly equal to u. It is this poten-
tial which will produce the in-plane scattering of conduc-
tion electrons or holes when they approach the DH wall
region.

In addition to its influence on electronic transport, the
inhomogeneous charge transfer across a DH wall should
affect the carbon-carbon bond length in this region. it is
now well established that the charge transfer to the gra-
phite layers which occurs with intercalation affects the
carbon nearest-neighbor distances.'>!'* It is therefore pos-
sible that detailed measurements of the graphite layer
bond lengths would show greater dispersion in samples
with a large number of DH walls than in more uniformly
intercalated samples. Together with elastic effects, this
should influence the value of f extracted from bond-
length measurements,'* and should be considered in inter-
preting the results.

Let us now calculate the transmission probability
through a DH wall potential like those depicted in Fig. 2.
Since V vanishes asymptotically on either side of the DH
wall, the solution of Eq. (2.6), with V as the potential U,
will be a linear combination of functions ¢, of Eq. (2.11)
for points far from the wall. All of the arguments leading
to the matrix element of Eq. (2.14) and its corresponding
vanishing for normal incidence to the wall will be valid
here. Therefore, we expect a large normal-incidence tun-
neling coefficient for these wall potentials, as it is explicit-
ly verified below by an essentially exact numerical solu-
tion of Eq. (2.6).

The Appendix shows the detailed procedure followed to
obtain the tunneling coefficient T through a DH wall.
This is calculated for the conduction carriers falling on a
wall of width R at an arbitrary angle 6 measured with
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FIG. 2. Examples of universal curves for normalized electro-
static potential ¥ and charge profile # across a DH domain
wall. Dashed line indicates position of the intercalate-ion
domains. (a) Wall width R=5. (b) R =10; notice increasing
charge depletion near the middle, and corresponding larger
maximum in V.

respect to the wall normal. Figure 3 shows 7(6) for
several wall widths in the case of the stage-2 compound
C16SbFs (I.=11.76 A, f=7), as an example of typical
results. As expected from the general arguments of Sec.
I1, the tunneling probability approaches a value of 1 for
electrons falling at near-normal incidence to the wall, ir-
respective of the wall width R. Notice also in Fig. 3 that
the range for which T~1 (“acceptance angle”) decreases
rapidly with increasing wall width R. Figure 4 shows the
complementary plot of T versus R for several angles.
One can see there that as long as the angle of incidence is
nonzero, the tunneling probability decreases with increas-
ing wall width, as intuitively expected.
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FIG. 3. Tunneling coefficient for conduction carriers T

versus the angle of incidence to the wall 6, for several wall
widths R, in the compound C;SbFs. Notice transparency of
walls for near-normal incidence, and all values of R.

The near-perfect transparency of a DH wall for near-
normal incidence is an explicit demonstration of the
unusual scattering properties of the conduction charges in
these compounds. This provides us with a physical mech-
anism for the possible experimental verification of the
anomalous scattering and its exciting possibilities. This
will be discussed further in the following section. There
we also show that the limited acceptance angle results in a
sizable overall scattering probability for electrons falling
with random orientations to a wall of typical width (~10
A), resulting in large residual resistivity contributions
from DH walls alone.

1
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FIG. 4. T vs R for several incidence angles in C,¢SbFs.
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IV. RESIDUAL RESISTIVITY

In order to find the contribution of the DH walls to the
residual resistivity in these compounds we proceed to
solve the Boltzmann equation. Since the scattering prop-
erties of the electrons in these compounds are strongly
dependent on the angle of incidence to the wall, as shown
in the preceding section, we will find the resistivity for
several geometrically distinct wall arrangements below:
(a) parallel elongated walls with the electric field perpen-
dicular to them; (b) randomly oriented walls; and (c) walls
arranged with a relative 60° angle.

The Boltzmann equation for an extended system in the
presence of only an electric field E has the form*°

(—3f%/3e)vire B=(—3f\/31) | scan
= [dK(si—s)Q(kK), (4.1

where v, =03d¢g, /%dk, and Q(k,k’) is the scattering proba-
bility per unit time per unit volume of k space, which
connects electronic states with wave vectors k and k'.
Here,

Fo=fOe ) =(1+4e” )1 4.2)

is the equilibrium Fermi distribution for the chemical po-
tential 1 and temperature T =(kgf3)"!, where kg is the
Boltzmann constant, and the function s, is the departure
from the equilibrium distribution,

sk=Sx—/% - (4.3)

We will be solving Eq. (4.1) for each of the scattering
probability functions Q(k,k’) which depend on the distri-
bution of walls in a sample of stage 2, and use this solu-
tion function sy to calculate the electrical current density
J, with

J=(4e/1.) 3 ViSk » (4.4)
K

where the factor of 4 includes the spin and valley degen-
eracies of the electronic states in graphite.

A. Parallel walls

In this subsection we assume that most of the DH
domains in the sample are elongated and the domain walls
are randomly placed but aligned nearly parallel to each
other, with the electric field perpendicular to them,
E=XxE. In this case the scattering probability that ap-
pears in Eq. (4.1) is given by

Q(k,k")=(1/k)P (a)b(k —k")é(a' +a—1) , (4.5)

where the delta factors explicitly show the elastic charac-
ter of the scattering and the fact that the wave-vector
component normal to the field (k, ) is conserved, changing
the angle of incidence a into m—a after the scattering (a
is measured with respect to the field direction). The fac-
tor Py is the scattering rate for electrons moving in a re-
gion of domain walls separated by an average distance L,
and is given by

Pyla)=vycosa[l—-T(a)]/L , (4.6)

where T(a) is the transmission coefficient calculated in
Sec. III. The cosa factor takes into consideration the ef-
fective scattering cross section of the DH wall, which is
assumed to be proportional to the wall length projected
normally to the direction of incidence.

Substituting (4.5) into (4.1), one immediately obtains

sk,a—sk,,,_az(—afg/aek)eEvk cosa/Py(a) , (4.7)

where sy =5y o =Sk, k- This difference of s functions can

be used directly to calculate the corresponding current
density without having an expression for s , itself. Since
vi=kvg/k for this case of conical bands, and
(k,m—a)=(—ky,k,), we can write,

Jo=(4e/1.) Y 3 vplk, /k )Skx,ky

k, k,

=(4evp /1) > > (kx/k)(skx,ky—s_kx)ky). (4.8)

ky k, >0

Using (4.7), replacing the sums by integrations in the usu-
al fashion, and taking the zero-temperature limit, we ob-
tain the following expression for the residual resistivity
produced by the parallel DH walls (pw) in a sample,

Ppw="kpl, /(eanUFpr) , (4.9)
where kF:(Trno)l/z, ng is defined in Eq. (3.7), and

w/2 1
pr=(2L/7Tvp)f0 dacosa[l—T(a)]~'.  (4.10)

Using these expressions and the tunneling coefficient cal-
culated as in Sec. III, one can find the residual resistivity
Ppw- We find that p,, vanishes for all possible wall widths
since the scattering time 7,,, diverges for any value of the
wall width R. This is a consequence of the near-perfect
transmission of the wall at small angles, discussed in
preceding sections, which produce a divergent integrand
in Eq. (4.10) for a~0. Therefore, in a sample with mostly
parallel domain walls, the DH-wall contribution to the
residual resistivity will be anomalously small in the direc-
tion perpendicular to the walls. Furthermore, one would
expect very anisotropic behavior in the in-plane residual
resistivity for this kind of wall configuration in a sample.
Experimental verification of this prediction would provide
valuable insight into the very interesting and unique
scattering properties of the charge carriers in these ma-
terials.

B. Random distribution of walls

We now consider the case of randomly distributed and
oriented walls in a system. This is probably the model
distribution that best reflects the situation in most experi-
mental samples, especially those where restacking of the
host does not occur (see Sec. IV C below for a discussion
of the restacked case). In this configuration, the scatter-
ing function is

Q(k,k)=(1/k)Q(®)8(k —k') ,

where the scattering angle is~ ®=a—a’, and the scattering
rate function for DH walls Q, is given by

(4.11)

O (@) =vy sin(®/2){1 —T[(m—®)/2]}y /L , (4.12)
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where T(a) is the transmission coefficient, and y~3 is a
geometrical factor. This factor y relates the concentra-
tion of DH walls to the average size L of the domains and
depends on the shape of the intercalate islands. Notice
that Eq. (4.11) contains only one delta function describing
elastic scattering at any value of the incidence angle a,
measured with respect to the direction of the electric field.
This function Q thus describes scattering from domain
walls having all orientations.

Since Q in Eq. (4.11) only depends on the relative
scattering angle P, one can prove that the solution to the
Boltzmann equation can be written as

se=(—3f% /3¢ )eviEry(k) , (4.13)
where
1/m(k)= [ dk'(1— cos®)Q(k,k") . (4.14)

This is the two-dimensional analog of the well-known
spherically-symmetric elastic scattering which also pro-
duces a similar weighting factor of (1— cos®) in the
scattering time.>°

Correspondingly, the appropriate current density can be
calculated, Eq. (4.4), and the residual resistivity one ob-
tains in this case is given by

(4.15)

which is a similar expression to that of Eq. (4.9), but with
Tpw Substituted by 7,(kp),

prandom:ﬁkFIc/[eznOUFTI(kF)] ’

1/7(kp) = fo"dq>[1— cos®]0y (D) . (4.16)

1
2w

Notice from (4.16) and (4.12) that 7, is proportional to
the average domain size L. Therefore, the product
L pandom Will only depend on the domain wall width R for
a given compound, i.e., for given values of the charge-
transfer coefficient f, the component ratio », and the c-
axis period I.. Figure 5 shows curves of Lp,ungom versus
R for several stage-2 compounds [KC,, (I,=8.75 A,
f=1), Ci¢AsFs (I,=11.3 A, f=0.4), and CcFeCl;
(I.=12.8 A, f=7)]. It is clear that the residual resisti
vity due to the DH domain walls increases rather rapidly
with wall width, approximately doubling the value of the
resistivity every 5 A. This is very different from
what was found in the case of parallel walls, where the
width of the wall did not affect the vanishing of the resis-
tivity. The nonvanishing value of p ,n4om comes from the
small acceptance angle displayed in Fig. 3, as well as the
fact that the wall distribution is randomly oriented. The
large sensitivity of pangom to the wall width could prob-
ably be used as a probe in monitoring the intercalation ki-
netics, at least over the range of stability of a given stage,
where small changes in the chemical potential produce
different values for the equilibrium wall width.® It is also
possible that this R dependence would result in an impor-
tant contribution to the variation of the resistivity with
pressure which has been observed in recent experi-
ments."3?

Results for calculated thermodynamic equilibrium
values of the DH wall width R (~8—10 A),® and experi-
mentally observed domain sizes L (~100—10000 A)'—3
yield large values of the residual resistivity. For example,

"
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FIG. 5. Wall-width dependence of Lp,.ngom for characteristic

stage-2 compounds: KC,, denoted by solid line, C;sAsFs denot-
ed by dashed line, and C,¢FeCl; denoted by dotted line.

from Fig. 5 and the above ranges of R and L one obtains
a range of possible values for prugom=0.1—10 uQcm,
which is certainly comparable to typical experimental
values of the in-plane residual resistivity pe,p=~0.5
1Q cm. 212163334 Therefore, it seems quite plausible that
the DH domain-wall scattering mechanism provides the
dominant contribution to the residual resistance in high-
quality samples which have been made using single crys-
tals of graphite. Furthermore, because of the large contri-
bution of the DH walls to the residual in-plane resistance
and its dependence on the domain size, we propose that
measurements of this quantity could be used as a bulk
probe of the Daumas-Hérold structure. This structure is
presently studied using very demanding microscopic tech-
niques' ~* which would be complemented by the simpler
resistivity measurements.

In order to illustrate this suggestion we show in Table I
calculated values of Lprugom With the corresponding
values of f and wall width R, for several stage-2 com-
pounds for which experimental values of the in-plane resi-
dual resistivity exist in the literature.>'>1%3%3¢ The value
of R chosen for the potassium guest (10 A) is the equili-
brium wall width derived from thermodynamic data, and
the value for other guests is assumed to be 8 A, in simili-
tude to that derived for the bromine guest.® From these
values of Lp uqom We calculate the average DH domain
size present in the samples where the experiments were
performed, with the assumption that the observed resis-
tances arise only from this scattering mechanism. This
provides a lower bound Ly on the average DH domain
size, also shown in Table I. Accordingly, Lj, is 2 to 6
times larger in K-graphite than in the other compounds
with the large-molecule acceptor guests. This qualitative
trend in Ly, is indeed consistent with the experimentally
observed values for L in different compounds,' 2 and it is
related to the different kinetic properties of the, guest
species."3'8 For example, domain sizes of <2000 A have
been reported recently for the large-molecule guest
SbCls,* while much larger domains are typically found in
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TABLE I. In-plane residual resistivities for several stage-2 compounds.

Inc 13 Lprandom pexp LIb
Compound f (A) (A) (10~ Q cm?) (uQcm) (10° A)
KCy4 1 8.75 10* 1.5 0.25° 6.0
C,¢SbFs 0.25 11.76 8 0.71 0.39¢ 1.8
C6AsF; 0.4 11.3 8 0.79 0.50¢ 1.6
CisHNO; 0.4 11.14 8 0.87 0.30° 2.9
C,,0sF 1 11.47 8 1.03 0.95¢ 1.1
CyoTcFy 1 11.46 8 1.06 0.9¢ 1.2

2Reference 8.

"Reference 12.
‘Reference 33.
dReference 34.
“Reference 16.

the case of the heavy alkali guests (~10000 A).>* We be-
lieve that this promising comparison strongly suggests the
possible utilization of the resistivity measurements as a
macroscopic tool for the characterization of DH struc-
tures. This suggestion, however, requires further evalua-
tion by careful measurements of domain size and residual
resistance carried out on the same samples. !

The dependence of the resistivity on domain size also
provides an explanation to the observed variations in resi-
dual resistivity for several samples of a given compound.
It is very plausible, as shown in recent Monte Carlo simu-
lations,” that differences in intercalation processes will
produce very different domain structure and average in-
tercalate island size, affecting the residual resistivity of
the final product. This would further emphasize the need
for systematic measurements of the residual resistivity in
these compounds, keeping good control over factors that
might affect the microscopic configuration of the samples.

As discussed above, the value of p .n4om depends also on
the charge-transfer coefficient f and the c-axis period I..
In Fig. 6 we show curves of Lp . qom Versus the charge-
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FIG. 6. Lp;angom versus charge transfer per carbon atom f /r,
for several wall widths R. Here, I.=10 A. Notice increasing
resistivity, especially for small f /7 values.

transfer per carbon atom f/r, for fixed I, and several
wall widths R. Notice the slight increase of the resistivity
with increasing charge transfer, which shows that the
strong dependence of 7, on f/r unexpectedly dominates
over the increasing surface carrier density n, [see Eq.
(4.15)]. This indicates that the potential associated with
the staging wall inhomogeneity becomes more pronounced
with larger carrier density, and fixed wall width, produc-
ing stronger scattering. This is a result of the nonlinearity
of the self-consistent carrier distribution across the wall.
In Fig. 7 we show the dependence of Lp,, qom ON the c-
axis period I, for fixed values of f/r and R. This typical
curve shows that the resistivity is nearly independent of
the intercalate thickness with only a slight overall de-
crease for a large increment in /.. Figures 6 and 7 togeth-
er allow one to estimate the resistivity of any given com-
pound (or more accurately, the product Lp . qom), With
known values of f, I,, and R. This estimate, together
with the measured residual resistivity would allow the cal-
culation of the average intercalate domain size in a sample
as predicted by the present theory. This should facilitate
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FIG. 7. Typical curve of residual resistivity versus inotercala-

tion compound period I., for constant R=10 A, and
f/r=0.025.
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the direct comparison of experimental observations with
the theory.

C. Domain walls with threefold orientational order

The substantial qualitative difference between the two
wall arrangements discussed above suggests the study of
another situation which we now address. This wall distri-
bution is motivated by the physical situation which prob-
ably appears in the case of compounds that force the res-
tacking of the host matrix (such as in K-, Li-, and Br,-
graphite)."? The energetics of the local deformations at
the DH walls in these compounds have been studied previ-
ously.® The energetics favor specific in-plane wall orien-
tations, perpendicular to the lines joining carbon nearest
neighbors in the graphite layer, in order to minimize in-
plane shear. Since the carbon atoms in the graphite layer
sit in a honeycomb array,l’2 the DH walls in these re-
stacked compounds will have mostly three in-plane orien-
tations with a relative 60° angle. If the electric field is
perpendicular to one of these three equivalent wall orien-
tations, the scattering function is given by

1

Qk,k')= K

8k —k')

X[Pyla)dla'—a))+Py(m/3—a)d(a’ —a,)
+P(27/3—a)bla’ —a3)], (4.17)

where Py is the scattering rate function defined in Eq.
(4.6), and the angles after scattering a; are related to the
angle of incidence a by

ay=m—a, ay=57/3—a, and az=7/3—a . (4.18)

The delta function factors in (4.17) reflect the existence of
the three possible wall orientations in this model configu-
ration, and the fact that the scattering is assumed to be
elastic and specular at each of the walls.

Unlike the previous cases, here we cannot solve the
Boltzmann equation analytically, since the direct substitu-
tion of (4.17) into (4.1) would only yield a recurrencelike
relation for the distribution function s, at various angles.
(This is known as a finite-difference equation.)

In order to obtain the solution to the steady-state equa-
tion which the distribution function sy satisfies [Eq.
(4.1)], we choose to solve the time-dependent equation
which describes the relaxation of the function s, (¢) as*®

35y (1) /3t =(—3f} /3e,)vy-eE

— [ sk —s1(1)]Q(k,K)dK' . 4.19)

This clearly reduces to Eq. (4.1) in the steady-state situa-
tion, dsy /0t =0. We now assume that the time evolution
only affects the angular dependence of the function s,
since the scattering is elastic, so that we can define a func-
tion h(a,t) through the expression

sp(t)=(—93f2 /3¢, )3eLEh(a,t) . (4.20)

Here, # is a dimensionless function of angles and time
which, with the use of (4.17) and (4.19), can be shown to
obey the following equation,

dh(a,)/dt=cosa— ¥ [h(a,f)—h(c;—a,D)]Bla—d;),
J

(4.21)

where 7 is a dimensionless time variable T=uvgLt/3;
B(B)=[1—T(B)]cosB, with T being the transmission
coefficient through the wall; and the constants c; and
d; are defined as ¢\ =m, c,=57/3, c3=m/3, d,=0,
d,=m/3,and d;=27/3.

Equation (4.21) is integrated numerically. We start
from the equivalent solution in the case of a random-wall
distribution: A(a,0)= cosa, and iterate in time until we
reach the steady-state solution (84 /87~10~" in our calcu-
lation). The solution hy,(a), which of course solves Eq.
(4.1) by construction, is then used to calculate the resis-
tivity via Egs. (4.4) and (4.20), to obtain the by now fami-
liar expression,

pa="kpl, /(nge?vpty) , (4.22)
with the scattering time given by
2
Ta=(3L /yvp) fo ”dahm,(a)cosa . (4.23)

In Fig. 8 we show curves of the function h,(a) for
several wall widths R [ =AR, with A defined by Eg. (3.6)],
for the compound KC,, (I,=8.75A, f=1, and
A~1=3.17 A). Notice that the steady-state angular distri-
bution function presents the proper characteristics re-
quired by symmetry, such as periodicity modulo 27, in-
version symmetry with respect to the points +7/2, and
reflection symmetry with respect to , for all values of R.
Notice also that the pronounced peak at a~ /6 for small
R changes over to a distribution with peaks at approxi-
mately 7 /3 intervals, for larger R. These latter angles are

0 T 2T

FIG. 8. Steady-state angular distribution function A, vs «,
for several normalized wall widths R in KC,s. Dashed curve
for R =2 has been scaled down by a factor of 5. Notice peaks at
a~m/6 (modulo +) changing into peaks at approximately 7 /3
intervals for larger R values.
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those for which one of the three DH wall orientations
would provide null scattering in this triangular arrange-
ment, as can be easily checked. The low efficiency in re-
moving carriers away from these angles is therefore re-
flected in the peaks. This structure, however, only dom-
inates at large R values due to the large acceptance angle
of scattering for small widths (see Figs. 3 and 4). This
would provide a rather small scattering probability for a
larger range of angles, which would then dilute the
geometrical effect seen at larger R.

One might expect that this peculiar angular distribution
could yield anomalously low resistivity values. However,
we find that the values of Lp, are only slightly smaller
(~10%) than Lpngom for the same wall thickness and
other parameters. For example, in the case of KC,, for
R=10A, Lpagom=150 (see Table I), while
Lpa=1.38(x 107" Qcm?). In fact, the dependence of
pa on R has the same general character as that shown in
Fig. 5 for prangom- We therefore expect that it would be
rather difficult to observe any difference between the
resistivity values in the cases of a random- or a
triangular-wall distribution. We speculate, however, that
possible in-plane anisotropies in the resistivity would be
detected in very sensitive and careful measurements done
in restacking compounds.

V. DISCUSSION

We have presented a theoretical analysis of the very in-
teresting electronic properties of DH domain walls.

The peculiar scattering properties of electrons in the
graphitic conical bands have observable consequences,
worthy of careful experimental investigation. Systematic
residual resistivity measurements, like those currently be-
ing carried out,'® together with microscopic observations
of domain structure should provide a very sensitive test of
the theoretical predictions.

The large residual resistivity values obtained for typical
domain and wall sizes in the case of a random distribution
of domains suggest that one may be able to set up a new
macroscopic probe of the DH structure. These simpler
measurements would complement microscopic techniques
and could be used in the rapid characterization of sample
structure. Also, the large sensitivity to the domain-wall
width might prove useful in the study of the kinetics of
intercalation.”!* This effect should contribute as well to
the observed variation of the resistivity with pressure.!3?

On the other hand, the possibility of achieving vanish-
ingly small residual resistance for an array of elongated
domains with parallel walls is very appealing (as well as
an in-plane anisotropy in the resistivity). This of course
would be a direct test of the unusual scattering properties
of the conduction carriers in these systems. There is also
the added practical convenience of greatly reducing the
residual resistivity in a sample by the careful manufacture
of this special domain arrangement. The latter can be
achieved in principle by the variation of the growing con-
ditions, as suggested in some Monte Carlo simulations.’

The theory also predicts slightly lower residual resistivi-
ty values in the case of a “triangular” wall arrangement,
in comparison with a random distribution. This special
wall configuration would likely appear in the restacking

guests and could also give rise to in-plane anisotropy in
the residual resistivity. However, these effects are expect-
ed to be much more difficult to detect experimentally.

We have also presented an analysis of the inhomogene-
ous charge distribution across DH walls in a Thomas-
Fermi approximation. The large charge depletion near
the middle of the wall which produces carrier scattering
would also affect the graphitic bond lengths in this region.
These reduced bond-length changes could possibly reveal
themselves in detailed diffraction measurements,'* since
one would expect that this effect would contribute to
larger data dispersion in samples with a larger number of
DH walls.

ACKNOWLEDGMENTS

We would like to thank D. Davidov for providing us
with valuable experimental data prior to publication. This
work was supported by the Natural Sciences and En-
gineering Research Council of Canada and by the Simon
Fraser University President’s Research Fund.

APPENDIX

Here we describe the procedure to obtain the tunneling
coefficient T(6) through a DH wall of width R which is
characterized by the potential V(x).

Because the potential varies only along the x direction,
it is clear that the momentum in the y direction will be
conserved during the scattering [see Eq. (2.6)], and that
one can define

Fj(r)=gj(x)eikyy : (A1)

The complex functions g; satisfy two coupled one-
dimensional equations,

[E—V(x)]g(x)=—itivp(k,+d/dx)g,(x) ,
[E—V(x)]Ig2x)=—ifivp(d/dx —k,)g(x) .

(A2)

Since the potential ¥V vanishes asymptotically on both
sides of the wall, the solution to Egs. (A2) in these regions
can be constructed as linear combinations of functions
similar to those in Eq. (2.11). For a particle incident from
the left (x~— ) with wave number k,, the asymptotic
wave functions g; are the following:

(81,82} =4 {1, (k. +ik,)/k}e
+B{ 1,(—kx+iky)/k}e_ik‘x as x —— oo (A3)

ik, x

and

{gl,gz}z{1,(kx+iky)/k}eik"x asx—+ow , (A4)

where k=(kf+kf)'/2, and the complex constants 4 and
B are uniquely determined below by solving Egs. (A2).
Notice that each term corresponds to traveling waves in
each direction along the x axis and that the fluxes are
normalized with respect to the outgoing flux at the far
right (x~+ oo ). The tunneling and reflection coefficients
are then given by T=|A| 2 and 1—T= |B|*/| 4%
respectively.

From Eq. (A3), we can obtain an expression for the
magnitude of the constants 4 and B by decomposing all
the terms in real and imaginary parts as
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| A |2=[(kga +kyg11+kyg12) + (kg2 —k,g1 +keg12)2]/(4k}) as x — — oo

and

| B|2=[(kgy —kyg11 +ky812)2 +(kgay —kyg11 —keg12)?]/(4k}) as x—— oo ,

where g;=g;;+1ig;>- In order to find the values of the g
functions at the far left, and corresponding values for
| 4|2 and | B|? we integrate Eqs. (A2) starting at the far
right with Eqs. (A4). In these calculations we have

(A6)

L)perationally defined the asymptotic regions as those for
which ¥ /i <1070 (see Sec. III). This procedure yields
T(ky,k,) which is plotted in Figs. 3 and 4 as function of
the angle 6= tan_l(ky /ky ), for constant k (=kp).
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