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Search for an ac Josephson effect in superfluid He
using a low-frequency acoustic resonator
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A search for a Josephson effect in superfluid He has been carried out with use of a low-frequency
acoustic resonator in analogy to an rf-biased superconducting quantum interference device. Orifices
from 100 to 400 nm in diameter in free-standing foils —100 nm thick were used as weak links. Ob-
servations were made at temperatures from 0.4 to 1.1 K and at pressures from 13 to 40 kPa. Aside
from the suggestive behavior seen in one early run, no sign of a Josephson effect has been observed.
Values of the order-parameter phase difference through the weak link at the critical rate of flow
ranged from 9 &(2~ to 33 &(2m. rad at T =0.95 K.

I. INTRODUCTION

The Josephson effects are fundamental aspects of the
behavior of superconductors, ' and parallel effects have
been proposed for superfluid He. ' When this work was
begun, a number of searches had been made for such ef-
fects in superfluid He, ' ' but considerable doubt exist-
ed as to whether any such effects had been observed. '

This article describes a search for an effect in He by a
new method which was expected to improve the likeli-
hood of observing such an effect. ' ' Aside from the sug-
gestive behavior seen in one early run, the present search
has been unsuccessful in finding evidence for Josephson-
effect behavior. We note, however, that a positive result
has been reported recently from a closely related experi-
ment, ' suggesting further directions for study.

A. Josephson-effect principles for superfluid He

In superconductors, the Josephson effects involve the
behavior of several different kinds of weak links between
bulk superconductors. The first effect, the dc effect, is
given in its purest form by the equation

I, =I„sin(b,g),
where I, is the superconducting current flow through the
weak link, I„ is its limiting value, and hP is the differ-
ence between the phases of the order parameters of the
two superconductors. The second effect, the ac effect, is
given by the equation

= —2',db, P
dt

(2)

where A is Planck's constant h divided by 2~ and Ap is
the difference between the electrochemical potentials of
the two superconductors, per electron.

In superconductors, these relations have usually been
applied to weak links whose important dimensions are
comparable to or less than the superconducting coherence
length. In superfluid He, the weak links that have been
used in experiment so far, tiny pores and orifices, have all
had dimensions large compared to the corresponding

coherence length, which is of the order of interatomic dis-
tances except near T~. Under these circumstances, it
should be possible to apply two-fluid hydrodynamics in-
corporating quantized circulation and vorticity for the su-
perfluid component. The question then is to what de-
gree does this approach predict behavior in superfluid He
which is analogous to that described by Eqs. (1) and (2) in
superconductors.

Consider the flow of the superfluid component from
one reservoir of He to another through a small passage
between the two. Assume for simplicity that at each end
of the passage the flow effectively converges from or
diverges into a full hemisphere and that the flow is in-
compressible. Allow quantum vortices to be present in
the superfluid. Following the ideas of Huggins, ' we can
regard the superfluid velocity field v, (r) to be the super-
position of a velocity v,z(r) of simple potential flow and a
velocity v„(r) due to the vortices. The velocity v, can be
expressed in terms of the phase P(r) of the superfluid or-
der parameter (in radians) by the equation

v, = grad/,
Pal 4

(3)

2 M4 2

5P= f grad/. dr= f v, dr
1

(4)

along some path in the liquid. Similar expressions define
5Pz and 5$, so that 5/=5/&+5/„. By simple hydro-
dynamic arguments it can be shown that once the super-
f'luid mass current I, flowing through the passage from
the first reservoir to the second is specified, v,z(r) is
determined everywhere, and 5$& is determined uniquely,
independent of the path of integration. The relationships

where m4 is the mass of the He atom. Accordingly, tb

can be expressed as the sum of Pz(r), a single-valued func-
tion of position related to v,z, and P„(r), a multiple-
valued function related to v,„by equations of the same
form as Eq. (3).

We define the phase difference 5P from a point in the
first reservoir far from the passage (point l) to a similar
point in the second (point 2) by the integral
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between I„vz(r), and 5Pz are linear, and in particular we
can write

Is
Il

L,I, = 5$~,
m4

where L, is a constant which is analogous to electrical in-
ductance. This hydrodynamic inductance can be ex-
pressed as l,rr/(p, S), where l,rt is an effective length of
the passage, p, is the superfluid density, and S is the
minimal cross-sectional area of the passage.

When singly-quantized vortices are present, 5g„will be
in general nonzero and will depend upon the path of in-
tegration, with values differing from one another by in-
tegral multiples of 27r. The same will thus be true for 5P.
Another aspect of this situation may be seen by consider-
ing the way in which 5P, for a fixed path of integration
varies as a vortex crosses the path at some point. Before
and after the crossing, changes in 5$„will be continuous.
At the crossing, however, 5p„will jump by +2m, as thus
will 5P.

In order to avoid such path dependence and path-
dependent jumps we can introduce an explicitly multiple-
valued phase difference

6$=5$+2mn, n =0 +1,+2, . . . , (6)

with the understanding that all values of n are present
simultaneously and that the jump of +2' in 5P which
occurs as a vortex crosses a particular path does not carry
over into b,P. This multiple-valued b,P is independent of
path. We shall see below that the time variation of the
order-parameter phase difference is more naturally
described in terms of b,P than in terms of 5P. The quanti-
ty AP can be written as b,Pz+hP„where b.Pz equals 5Pz
and b,P, is related to 5P, by an equation of the same form
as Eq. (6).

In the absence of vortices the relation between I, and
AP takes the form

L,I, = (bP —2nn), n =0, +1,+2, . . . ,
m&

(7)

which is plotted as the straight lines in Fig. 1 ~ It is in-
teresting to note that for the case of an ideal Josephson
junction obeying Eq. (1) in series with an ideal inductor, it
is possible to obtain a multiple-valued relationship be-
tween I, and b,P which in some regards resembles Eq.
(7) 22

When, perhaps at some critical velocity, a single vortex
is created which grows, moves, shrinks, and disappears so
that its core crosses just once any path between points 1

and 2, we may imagine the system point to move from
one line in Fig. 1 to an adjacent one as depicted in the fig-
ure by the curve, with its multiple images. For example, a
vortex ring might be formed at the perimeter of the
mouth of the passage and blown out into the second reser-
voir like a smoke ring, shrinking and vanishing in the in-
terior of the fluid. Or, a segment of vortex line whose
ends remain in contact with the walls might move across
the opening of the passage. Because AP, changes by +2'
during such an event, we shall refer to this event as a

0 = 0

FICs. 1. Mass current I, versus phase difference b,P. The
straight diagonal lines show the various branches of I, (AP) in
the absence of vortices as given by Eq. (7). The curves show the
multiple images of how I, as a periodic function of hP might
vary as a phase-slip event involving a single quantum vortex
takes place.
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2
p Us—v, )& curlv, = —grad + +g,

m4 2
(8)

where p is the chemical potential per He atom. The
quantity curlv, is assumed to be zero everywhere but at
the vortex cores, where it is effectively singular in such a
way that

f curlv, .dS=+ h

m4
(9)

for any surface spanning any contour surrounding a single
core. The quantity g represents a local force per unit
mass acting on the superfluid component at the vortex
core arising from effects such as the motion of the core

phase-slip of +2', even though the change in b.P which
accompanies it may not be +2~ if I, changes at the same
time, as is the case in the example shown in Fig. 1. Such
an event is one for which a jump in 5$ of +2m would
have occurred at some instant for any path between points
1 and 2.

When more than one vortex is present, the situation is
further complicated, and the number of possible states of
the system corresponding to any one point in the I, versus
hP plane of Fig. 1 is further increased. Hence the situa-
tion for the dc effect may be summarized as follows. In
place of the simple sinusoidal relation of Eq. (I) for super-
conductors, in which for each value of I, between the lim-
its +I„ there is a unique pair of values of bP (mod2n),
the relation between I, and hP for superfluid He in the
present limit is much more involved. For any given value
of I, there exists a continuum of values of hP (mod 2m. )

arising from the wealth of possible vortex configurations
and their corresponding values of b,P„. The one element
that is clearly common to both systems as we have formu-
lated the problem is the periodicity in b,P.

We turn now to the ac effect. We assume that with
vortices present we may write the superfluid equation of
motion in the form
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relative to the normal-fluid component. This force is as-
sumed to be zero everywhere but at the vortex core, where
it is effectively singular in such a way as to yield a finite
force per unit length of vortex core. Integrating Eq. (8)
from point 1 to point 2 as defined in the discussion of the
dc effect, we obtain

fi d5$
(v, t&curlv, +g) dr=-

m4 dt
(10)

assuming that U, /2 is negligible at the end points.
As noted earlier, 5P will change continuously except for

jumps of +2ir as a vortex core crosses the path of integra-
tion. However, it can be shown that the integral in Eq.
(10) expresses the rate at which vorticity is transported
across the path. It follows with the aid of Eq. (9) that
during the same interval of time in which (A'/m4)5$
jumps by +h/m4, as a vortex core crosses the path of in-
tegration, the time integral of the line integral in Eq. (10)
jumps by +h/in4. Hence the vortex-crossing jumps in 5p
are cancelled by the integral, and Eq. (10) can be written

the walls, through the action of the local force g referred
to earlier.

Under the assumptions that the flow of the superfluid
is incompressible and that all of the vortex energy is ki-
netic, we can write the total kinetic energy of the fluid E
as the sum of the energy of potential flow Ez and the en-

ergy of vortex motion E„. ' The rate at which energy is
supplied to the fluid by the source of the chemical poten-
tial difference can be written as

by A ddt
'

m&
'

m4. dt
(12)

and the rate at which energy is released by the change in
kinetic energy of potential flow can be written

dI, g d5$~—L,I, = —I,'' dt 'm4 dt

The total rate of energy transfer from these sources to the
vortex system is then given by the sum

fi = —bp.
dt 'm4

ddt d5(bi, A dip,
dt dt '

m4 dt
(14)

This is the ac Josephson equation for superfluid He and
is of the same form as Eq. (2) for superconductors, aside
from the factor of 2 in the latter for paired electrons.

Dissipative terms involving the second viscosity coeffi-
cients have been omitted from Eq. (8), but because they
appear in gradient terms, they will not contribute to the
integral, Eq. (10), since we may assume that the argu-
ments of the gradients, like U, /2, are negligible at the end
points.

Thus we see that under the small-coherence-length con-
ditions considered, it is possible to develop relationships
analogous to the Josephson effects in superconductors on
the basis of two-fluid hydrodynamics and quantization of
vorticity. While the ac effect takes the same form as in
the superconducting case, the dc effect is rather different
in form than in the simple superconducting case and re-
flects the existence of much more freedom in the system.
In particular, the dc effect would not be expected to yield
a two-slit interference pattern of the type that is observed
with two superconducting Josephson junctions in parallel
in the presence of a magnetic field.

The discussion above defines the Josephson effects for
He that have been sought up to now by others and which

are the subject of the current search. Perhaps some day it
will prove possible to work with superfluid- He weak
links whose crucial dimensions are comparable to the
relevant coherence length. In that case it may be possible
to explore a more genera1 form of Josephson effect, of
which the present form is but a special case, and to ob-
serve a dc effect more like the one given by Eq. (1).

It is useful to consider the energy transferred to the vor-
tex system in the course of a phase-slip event from the
source of the chemical potential difference Ap in the pres-
ence of flow and from the kinetic energy of the potential
flow of the superfluid itself. At the same time the energy
of the vortex system will tend to be dissipated by motion
of the vortices relative to the normal-fluid component and

perhaps by motion of the ends of the vortices relative to

For a complete +2~ phase-slip event, the total energy
supplied will be given by the time integral of this quantity
as hP, changes by +2ir.

B. Josephson-effect experiments for superfluid He

A general approach to observing a Josephson effect
under the conditions considered above is to try to syn-
chronize an external signal with, or otherwise to sense
more directly, discrete transitions in which a single quan-
tum vortex moves through the system and a phase slip of
+2~ occurs leaving the system in its initial state.

There have been a number of experiments in the past of
the Richards-Anderson type, '" ' ' ' which bear a
close analogy to the Anderson-Dayem experiment in su-
perconductivity. In these, the influence of first-sound
irradiation on the flow of superfluid through a sma11 ori-
fice was studied in analogy to the influence of rf radiation
on the I- V characteristic of a superconducting Josephson
junction. In at least some of these experiments, acoustic
resonances, rather than a Josephson effect, were shown to
be playing a dominant role, ' ' ' In a related experi-
ment, second-sound irradiation was employed. '

Another type of experiment involved a torsion oscilla-
tor carrying a toroidal channel containing superfluid He
interrupted by a small orifice. This arrangement bore a
close analogy to a superconducting loop containing a sin-

gle Josephson junction inductively coupled to an rf tank
circuit as in an rf-biased superconducting quantum-
interference device (SQUID). An experiment looking for
the interference between two weak links has also been per-
formed. ' Nevertheless, considerable doubt exists as to
whether a Josephson effect has been observed in any of
these experiments, and it was in this context that the ex-
periment described in this article was undertaken.

The experiment presented here uses a low-frequency
acoustic resonator involving a closed flow loop for the
liquid. This loop contains a single tiny orifice, which con-
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stitutes the weak link. This system is analogous to the rf-
biased SQUID in several ways, and, because of this, is
more closely related to the torsion-oscillator experiment
than to the other Josephson-effect experiments on super-
fluid He mentioned above.

In designing this experiment we sought to satisfy two
criteria which were not well satisfied in at least some of
the previous searches. As a result we were led not only to
the low-frequency resonator design but also to use as our
weak links orifices which were one or two orders of mag-
nitude smaller in dimension than orifices that were used
in previous experiments.

The first criterion concerns 5$„ the value of 5/=5/~
evaluated through the weak link orifice at (i.e. , just below)
the critical rate of flow, where vortex motion and phase
slip first occur. It is highly desirable that 5P, be no larger
than several times 2~. To see why, note first that in order
for the phase slip to be synchronized with some external
signal, it is important that each time phase slip occurs it
takes place in a reproducible manner. Suppose that the
phase slip occurs on a time-scale short compared to that
on which b,P varies, as governed by Eq. (11). Then phase
slip to a smaller value of 5P involves a vertical transition
in Fig. 1. If 5P, is small, the number of final states is
very restricted, and this restriction should enhance repro-
ducibility.

Minimizing 5P, involves minimizing the product of the
effective hydrodynamic length of the orifice l,rr and the
effective critical velocity in the orifice v„. The effective
length of an orifice or pore is of order I +d, where I is the
actual length of the pore (or the thickness of the wall con-
taining the orifice) and d is the diameter of the orifice.
Although we do not know how v„ for an orifice or pore
depends on I, past results from long-pore experiments sug-
gest that v„ increases with decreasing d, but less rapidly
than d '. If we assume that v„ is independent of I, we
are led to the conclusion that we should decrease I and d
as much as possible, maintaining I & d. It is interesting to
note that for such a pore a Feynman-like critical velocity
v, = [A'/(m4d)]ln(d/a) with a of the order of interatomic
distances yields 5P, of order 2n.

Most of the previous experiments of the Richards-
Anderson type have employed orifices having diameters d
ranging from 10 to 20 pm and lengths I from 15 to 50
pm. Critical velocities in these orifices have ranged from
10 to 400 mm/s. If we take representative values d=15
pm, I=20 pm, and v„=200 mm/s, then we have
5$, =70X2n. Under such conditions our first criterion
would be strongly violated.

The second criterion concerns the time required for the
system to recover after phase slip occurs. If phase-slip
events are to be reproducible it is highly desirable that the
vortex motion associated with any given event be com-
plete before the next event occurs. This criterion also
favors orifices with small diameters and lengths, so that
vortices, in either moving across the opening or escaping
from it, have shorter distances to cover. At the same time
the higher critical velocities and self-induced vortex veloc-
ities associated with such orifices should also help to shor-
ten the recovery time. Furthermore, the second criterion
favors lower frequencies of operation with which the

events are to be synchronized.
Using d/v„as a measure of the recovery time, we find

a value of 75 ps under the representative conditions cited
above. This value is long compared to the 10-ps period of
oscillation for the widely-used frequency of 100 kHz in
Richards-Anderson —type experiments. Hence for such
conditions the second condition would be strongly violat-
ed.

Thus we were led to try using smaller orifices in thinner
films and lower frequencies of operation than had been
used in previous Richards-Anderson —type experiments.
We note, however, that somewhat more favorable condi-
tions than the representative conditions above existed in
the torsion oscillator experiment of Guernsey. In that
experiment, an orifice as small as 0.8 pm in diameter in a
foil 2.5 pm thick was tried at an oscillator frequency of
450 Hz. As a practical goal we chose to use single orifices
as small as 100 nrn in diameter in foils 100 nm thick for
our weak links, and to use a low-frequency resonator
method which permitted the use of frequencies of oscilla-
tion of the order of 1000 Hz and below. Nevertheless,
aside from some suggestive results that we obtained in the
early stages of this work, ' we have been unable to see
signs of Josephson behavior in our experiment. A prelim-
inary report of the determination of 5P, for a number of
small orifices in the course of this work was given in Ref.
18.

Recently, other workers have reported success in direct-
ly observing discrete 2~ phase-slip events at an orifice. '

Their experiment incorporates some of the same features
that we have considered important, using a low-frequency
resonator and a micrometer-size orifice in a thin film.
However, their technique is somewhat different from
ours, and they have used very much lower frequencies and
temperatures.

II. EXPERIMENTAL APPARATUS
AND PRINCIPLES OF OPERATION

A. Apparatus

The cell used for this work, shown schematically in Fig.
2, consisted of two chambers which were completely filled
with liquid He. The chambers were separated by a parti-
tion with two openings which connected the chambers.
One of these, the main passage, had a relatively large total
open cross-sectional area, which in some runs was occu-
pied or covered by a porous medium so as to form a su-
perleak. The other opening, the weak link, was a tiny ori-
fice in a thin free-standing nickel foil.

The upper wall of the upper chamber was a flexible dia-
phragm and was driven by a piezoelectric cylinder in or-
der to excite fluid motion between the chambers. The
lower wall of the lower chamber was also a flexible dia-
phragm and had fastened to it the movable plate of a vari-
able capacitor. This arrangement was used to sense the
motion of the fluid in response to excitation.

The cell, when filled with liquid, possessed two princi-
pal low-frequency resonances resulting from the coupling
of two ideal resonances. One of these ideal resonances
was a Helmholtz resonance involving oscillatory flow of
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FICs. 2. Schematic scale drawing of the cell.

the fluid between the two chambers through the main pas-
sage and weak link in parallel, without diaphragm motion.
The other ideal resonance involved oscillation of the lower
diaphragm in the absence of fluid.

When the main passage was open, so that both normal-
fluid and superfluid motion could take place freely, the
Helmholtz resonance was a first-sound Helmholtz reso-
nance. In fact, in this case a second-sound Helmholtz res-
onance, involving countermoving normal fluid and super-
fluid, would also have been present. However, such a res-
onance would not have coupled strongly to diaphragm
motion and was not expected to be observed. When the
main passage was a superleak, the Helmholtz resonance
was a fourth-sound Helmholtz resonance with stationary
normal-fluid component.

The upper diaphragm would also have been expected to
have a resonance, but this diaphragm was stiffened by the
piezoelectric transducer and carried less mass than the
capacitor plate attached to the lower diaphragm. As a re-
sult its resonant frequency was considerably higher than
that of the lower diaphragm and was not taken into ac-
count.

In the case of the open main passage, the interior of the
cell formed a flow loop involving the main passage and
the weak link. In the case of the superleak main passage,
there were many such flow loops in parallel. Thus the cell
was analogous to an rf-biased SQUID involving a super-
conducting loop interrupted by a single weak link. Either
one of the two resonances in our cell played the role of the
resonance of the rf tank circuit of the SQUID.

With reference to Fig. 2, the center piece of the cell
which formed the wall between chambers was made of
oxygen-free high-conductivity (OFHC) copper. Disks of
copper or brass 6 mm in diameter and 0.5 mm thick bear-
ing the weak link and main passage were pressed into
recesses surrounding 3.2-mm-diam openings in this piece
using 0.5-mm-diam indium wire as gasket material.
Separate fill capillaries for the two chambers entered

through this piece, two germanium resistance thermome-
ters were embedded in grease in two external holes in this
piece, and a -500-A heater was fastened to the piece.

Each of the weak-link orifices used in this work has
consisted of a single irregular but more or less circular
opening from 100 to 400 nm in diameter in a 100 or, in
one case, 200-nm-thick nickel film that was free-standing
over a circular region —30 pm in diameter. The nickel
film was supported at the edge of this region by a 5-pm-
thick copper foil to which it was bonded. The copper foil
was glued with epoxy cement over a 0.8-mm-diam hole
in a disk of the type mentioned above that was mounted
in the hole in the middle of the center piece. The fabrica-
tion of these weak-link orifices is described in Ref. 26.

For many of the runs, the main passages consisted of
openings from 0.3 to 0.8 mm in diameter drilled in either
the same disk carrying the weak-link orifice or in another
disk offset from the axis of the cell by 7.9 mm, as shown
in Fig. 2. In three runs the entire 3.2-mm-diam offset
opening in the center piece of the cell served as main pas-
sage, and in one run the main passage consisted of a near-
ly circular opening 29 pm in diameter in a copper foil 5

pm thick. For the runs in which the main passages were
superleaks, use was made of a 0.8-mm-diam hole either
pressed full of 0.05-pm alumina powder or covered at
one end by a Nuclepore filter membrane with 30- or 80-
nm-diam pores, glued to the disk with epoxy cement.

The upper and lower chambers were formed by two
identical caps of heat-treated beryllium copper. These
caps had diaphragms approximately 0.35 mm thick
formed by machining. The caps were demountable and
were held to the center piece with screws and sealed to it
using 0.5-mm-diam indium wire gaskets. The upper and
lower chamber volumes were estimated from cell dimen-
sions to be 0.71 and 0.17 cm, respectively. In several
runs these chambers were filled to the extent possible with
a porous filter material having 1.2-pm pores.

The piezoelectric driver cylinder ' was anchored to a
brass cover plate screwed down to the top of the upper
cap and was coupled to the driver diaphragm by means of
a fiber disk. The capacitor plate attached to the lower
diaphragm was 22.9 mm in diameter and had a mass of
13 g. A fixed plate below it formed the remainder of the
capacitor. A representative value for the capacitance
when the diaphragm was relaxed was —125 pF, corre-
sponding to a plate spacing of —30 pm. This capacitor
constituted most of the tank capacitance of a small back-
diode rf oscillator which was mounted directly on the bot-
tom of the cell. The oscillator used a General Electric
BD-5 back diode, oscillated at -9 MHz when the dia-
phragm was relaxed as above, and dissipated -7 pW at
the bias voltage normally used.

The cell was cooled by means of a conventional He re-
frigerator employing pumped He and He pots and a He
bath at atmospheric pressure. Glass Dewars were used for
the He bath and the surrounding liquid-nitrogen bath.
One unusual feature of the cryostat was that the cell was
freely suspended on springs below the He pot to reduce
the influence of external vibration. The translational and
torsional frequencies of the suspension were several hertz.
For the same reason the cryostat as a whole was mounted
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on a two-stage vibration isolation platform, with flexible
pumping-line connections.

A second unusual feature was that in order to reach
temperatures down to slightly below 0.4 K in our cryostat
it was found most convenient to mount a second pumped
He pot directly on the cell support ring. This small pot,

of approximately 1-cm volume, rode with the cell on its
suspension and was pumped in one-shot mode through
flexible bellows below the main He pot, which was run in
continuous mode. The hold time of the small pot exceed-
ed 12 h.

The cell was filled through capillaries which began at
room-temperature valves at the top of the cryostat and
ran down to the cell, with heat sinks to the main He
bath, the He pot, and the upper He pot. From the He
bath down, these capillaries had inner diameters of -0.2
mm, and the portions nearest the cell were filled with
-60-mm lengths of 0.1-mm-diameter wire.

The piezoelectric driver cylinder was driven through a
ratio transformer by a sinusoidal signal from a computer-
controlled function generator synthesizer, which facilitat-
ed slow sweeps of frequency or amplitude near one of the
resonances of the cell. The resulting frequency-modulated
rf signal from the back-diode deflection-sensing oscillator
was amplified and then mixed with an rf signal from a
highly stable local oscillator to produce an intermediate-
frequency signal of -50 kHz. This signal was fed to an
fm discriminator whose output went to a two-phase lock-
in amplifier which derived its reference signal from the
function generator used to generate the drive signal. The
resulting vector-sum output was recorded by computer
and plotted using an X- Y recorder.

The average oscillator frequency, as read by a frequency
counter, was used to monitor the average pressure in the
cell. The deflection-sensing capacitor attached to the
lower diaphragm thus functioned as both an ac and a dc
pressure sensor between 0 and -50 kPa cell pressure.

The resistances of the two germanium thermometers
were sensed using two separate ac bridges with lock-in
detectors, either one of which could be used to drive an in-
tegrating regulator circuit connected to the cell heater in
order to control cell temperature.

B. Principles of operation

1. Cell resonances

Here we develop a simplified model for the operation of
the cell based on the two-fluid equations of motion for su-
perfluid He. For the moment we consider only the
main passage to be present, without the weak link. In the
low-temperature limit, in which the liquid is assumed to
be pure superfluid and any temperature variations are
neglected, and in the absence of any vorticity in the super-
fluid, we find the following set of equations:

Pz —P) dI= —L
dt

(17)

d x—P&A —kx =m
dtz

. (18)

coT ——k/m,
Q)+Qz

COH

p KLm +12
S Q(+Qz

pK l„f nnz

(21)

(22)

Here the subscripts 1 and 2 stand for the lower and upper
chambers, respectively. The quantity I is the mass
current from lower to upper chamber, Q; is the volume of
the ith chamber, P; is the pressure in the ith chamber, p;
is the fluid density in the ith chamber, K is the compressi-
bility of the fluid, A is the effective area of the lower dia-
phragm, x is the displacement of the center of that dia-
phragm from equilibrium in the upward direction, k is
the effective spring constant of the diaphragm, m is the
effective mass of the diaphragm together with the mass of
the attached capacitor plate, dQ2d Idt is the rate of
change of Qz due to motion of the upper, drive dia-
phragm, and L is the hydrodynamic inductance of the
main passage. The symbol L is used here for the main
passage in the same sense that it was used in Sec. IA for
the weak link. In these equations we have not included
any dissipation. In addition, we have assumed that Qz is
not influenced by Pz but depends only on the drive signal.

The first two equations express conservation of fluid
mass in the lower and upper chambers, respectively. The
third equation is the equation of motion for fluid flow
through the main passage between chambers, and the
fourth equation is the equation of motion of the lower
diaphragm. By considering the work done by the fluid on
the diaphragm it can be seen that the same effective area
A which expresses the rate of change of Q& with x in Eq.
(15) expresses the relation between P& and force in Eq.
(18).

We solve these simultaneous linear equations for
steady-state sinusoidal motion, in which the physical solu-
tion is given by the real part of complex quantities pro-
portional to e' '. Complex amplitudes will be designated
by a subscript 0. Of most interest to us are the relation-
ship between xp and Qzdo and the relationship between
the amplitude of the chemical potential difference
pzp —p]o between chambers per atom and xo. The solu-
tions for these relationships are given by the expressions

2 2
A CO TCO~

Xo= &zdo (19)
kic(Q~+ 02) (co —co+ )(co —co )

m4 k 0,+02 co2 (1+a))coT—co
2 2

Pzo —P&o= xp . (20)
p A Az COT

Here we have

dA) dp) dx dP)I = —
p&

—Q& ——pA —pKQ&dt dt dt dt

d Qz dpz d Qzd dPz—Pz + z —P +PKQz (16)

and co+ and co satisfy the equations

co+ + co = co T( 1 +a i ) + coH
2 2 2 2

2 2 2 2co+co =coT(1+a, )coH .

(23)

(24)

The dimensionless parameters a& and a, are defined by
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the expressions

a(=—A /(ktcQ)),

a, =—A '/[ktc(n, +n, )] .

(25)

(26)

The quantity coT is the resonant angular frequency of
the lower diaphragm and capacitor plate in the absence of
fluid, while AH is the Helmholtz resonant angular fre-
quency that would occur for the case of an inflexible
lower diaphragm; co+ and co are the actual resonant an-
gular frequencies which result from the coupling of these
two ideal modes. When Q, &do ——0, the system is completely
analogous to a linear chain of three springs separated
from each other by two masses in which the masses are
constrained to move only along the axis of the chain and
the ends of the chain are fastened to fixed points.

When the derivation is not restricted to the low-
temperature limit and full use of the two-fluid model is
made, including temperature as well as pressure variations
in the chambers, Eqs. (19) and (20) together with Eqs. (21)
through (26) continue to be quite accurate over a wide
range of experimental conditions with only minor modifi-
cation. When an open main passage is used but the
viscous penetration depth of the normal-fluid component
remains small in comparison with the diameter of the pas-
sage, the principal change in these equations is the appear-
ance of damping terms in the resonance denominator of
Eq. (19) which limit the resonant response. In Eq. (22),
for coH, L must be taken equal to l,rt /(pS ). On the
other hand, when a superleak main passage is used, so
that the viscous penetration depth of the normal-fluid
component is large in comparison to the diameters of the
pores and the normal-fluid component is effectively
prevented from flowing between chambers, L in the first
part of Eq. (22) must be taken equal to l,tt /(p, S ), so
that the second part must be replaced by

p. 1 ~m 1+2
Ct)H =

p pK l ff A~02
(27)

Here, too, damping terms will be present in the denomina-
tor of Eq. (19).

2. Detection of an ac Josephson effect

Returning to the low-temperature limit, we now include
the weak link in our model for the cell. Equations (15)
and (16) remain valid with I =I +I, where I and I
are the mass currents through the weak link and main
passage, respectively. Equation (17) becomes

P2 —Pi dI dI= —L = —L
p dt dt

(28)

L~I~ L~I~ =n (h /m&), — (29)

where n is an integer characterizing the circulation state.
Equation (28) is consistent with n remaining constant in
Eq. (29) and may be rewritten in the form

where L is the hydrodynamic inductance of the weak
link, and Eq. (18) remains unchanged. Quantization of
circulation around an irreducible loop passing through the
two passages yields

P2 —P] dI'dt (30)

where L, =L L /(L +L ). Thus we recover the origi-
nal set of equations that we had for the main passage
alone, but with L replaced by L, .

Note that the currents in Eq. (29) may be regarded as
the sums of direct and alternating currents, so that Eq.
(29) becomes the two equations

L I (dc) —L I (dc)=n(h/mq),

L I (ac) —L I (ac) =0 .

(31)

(32)

In our experiments L„exceeded L by a factor lying
between 100 and 10000, so that flow through the main
passage dominated the resonance behavior of the cell, and
flow through the weak link constituted a relatively minor
perturbation of that behavior.

Consider now the effects of the nonlinear dissipation
associated with supercritical flow of the superfluid. We
assume that such dissipation is associated with the
creation and motion of quantum vortices in the liquid.
Such dissipation can occur at both the weak link and
main passage and will involve complicated hydrodynam-
ics. For the purposes of our model we assume that such
dissipation takes place only at the weak link in the
manner described in Sec. I A and involves a change of cir-
culation quantum number n by +1 as a single vortex
moves across or away from the orifice in a time short
compared to the period of oscillation. Further, we assume
that such dissipation occurs when

~

I
~

reaches a well-
defined critical value I, which is the same for both
directions of flow. Thus we assume that the motion of
the fluid is governed at most times by the equations
described above with constant n, but that discontinuities
in behavior occur, with changes in n, whenever I reaches
+I„,.

In detail, we assume that each time I reaches + I „I drops to a value such that n changes by + 1 with no
change in I . Because this effectively discontinuous
change in current flow involves no discontinuity in
P2 —P], dI/dt will be the same after the jump as before.
The new values for n and I and the unchanged value for
dI/dt serve as initial conditions for further oscillation
governed by the linear equations of motion until once
again

~

I
~

reaches its critical value. Similar remarks ap-
ply when I reaches —I „at which point n is assumed
to change by —1.

If the foregoing assumptions are satisfied, a plot of the
steady-state response amplitude xo versus drive amplitude
A&do at resonance will show a staircase pattern as shown
in Fig. 3, in close analogy with the corresponding charac-
teristic of an rf-biased SQUID. ' This response may be
understood as follows.

Suppose that there is a small amount of linear damping
in the system, whether due to dissipation in the fluid itself
or in the cell walls, which limits the response of the sys-
tem on resonance and results in high but finite Q values.
At low drive amplitudes, I will then remain subcritical
in steady state, but a plot of xo versus A&do will rise steep-
ly from zero in reflection of the high Q value.
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son effect in our system.
It is useful to relate xQ to 5$ Q, the amplitude of the

oscillations of the order-parameter phase-difference 5P
evaluated along a path passing through the main passage.
We assume that flow through this passage remains sub-
critical and that no vortices cross such a path. From Eq.
(11) we obtain

2dO

1
Q= —.

&
(PzQ —PiQ)

l CO%

which when combined with Eq. (20) gives us

m4 k Q~+Qz ~z (1+a&)coT—co

1 co% p 2 A2
xp

(33)

FIG. 3. Hypothetical plot of the anticipated staircase
response of lower-diaphragm displacement amplitude xo to
volume drive amplitude Q2d o for a case in which
5P =4. 25 X 2vr rad.

When QzdQ attains the level at which
~

I ~, at its max-
imum during oscillation, just reaches I „a dissipative
event will occur. Assume, for example, that I is positive
at this point and that n was initially zero. Then n be-
comes + 1 and I is decreased below critical with a loss
of energy of oscillation equal to L (I I I)/2, w—here
I g is the value of I immediately after the event. Since
I I=I —(h /m4)/L, the energy loss equals (h /m4)I
where I =(I +I I)/2.

Because of this energy loss, the amplitude of ensuing
oscillation is reduced. However, because this reduction is
small under our conditions it is likely that one-half cycle
later the critical current will be exceeded in the negative
direction because of the bias applied to I relative to I
by the nonzero circulation. When this happens, n will be
reset to zero, with further loss of energy of oscillation and
reduction of the amplitude of oscillation. This amplitude
is regained only on a time scale governed by Q/co, so that
a number of cycles may elapse before further dissipative
events can occur.

As 02dp is further increased, the recovery of the ampli-
tude of oscillation after such a pair of dissipative events
will quicken, but xp, which will have small sawtooth vari-
ations in it, will not on the average increase. Thus, a pla-
teau in the plot of xp versus 02dp will appear. This pla-
teau will extend to a value of Q2dp such that the drive can
supply sufficient energy in each cycle of oscillation for
there to occur four dissipative events during the cycle,
with the value of n going through the sequence
0~1~0—+ —1~0.

For further increases in 0,2dp xp will rise above the pla-
teau until the first transitions to the n =+2 states can
occur. At this point a second plateau will begin. This
plateau will last until Qzdp is sufficiently large to induce
eight transitions per cycle, driving the value of n through
the sequence 0~1~2~1~0~—1~—2~ —1~0.
After this, a new rise in xp will begin, and so forth, as il-
lustrated in Fig. 3. It is the appearance of such a staircase
pattern that we seek as a first manifestation of a Joseph-

(34)

Thus at any given co, in particular at resonance, 5p Q is
simply proportional to xp. Any small amount of damp-
ing present in the system should not alter Eq. (34) signifi-
cantly at either co+ or cu, since typically neither m+ nor
co will be particularly close to (1 + aI)coT.

Since up to the first plateau the flow through the weak
link remains subcritical, 5$„Q——5p Q, and thus 5p Q at
the first plateau equals 5$, the phase-difference 5$
through the weak link at the critical rate of flow through
the weak link. Furthermore, the change in 5p Q between
successive plateaus should equal 2~. In order to see this,
note that at the onset of the pth plateau, I will just be
able to reach + I with the system in the (n =p —1)th
state of circulation when I reaches its maximum value
I p. As a result, we have at this point

5$ Q 5$ Q
—5$ Q

—5p =2~(Iz 1 ) (35)

and thus

5p Q(pth plateau) =5/ Q( 1st plateau)+2~(p —1) . (36)

The positions of step features along the Q2dp axis are
harder to predict since they depend sensitively on the
behavior of the resonator. The length of each plateau
along the 02dp axis should correspond to an increase in
energy dissipated per cycle equal to 4(h/m4)I . Howev-
er, the accompanying change in work done by the drive
diaphragm is not directly related to Avdp because it also
involves the amplitude and phase of Pz, which will de-
pend sensitively on the dissipation.

Figure 4 represents the steady-state situation that we
envision for a value of 02dp infinitesimally below that at
which the third plateau commences. Because the flow
through the main passage will dominate the flow through
the weak link, I will vary very nearly sinusoidally in
time, as will Pz P, and 5$ . The—quantities I and 5P
as governed by Eqs. (29) and (5) will then follow I and
5$ with offsets which change whenever a dissipative
transition changes the circulation state.

Our model assumes that each time a dissipative transi-
tion occurs, the vortex configuration involved moves away
from the weak link or is annihilated sufficiently rapidly so
that the state of the weak link is effectively reset by the
time that I next reaches +I, . In the situation shown in
Fig. 4, it is seen that the reset must occur in less than, say,



B. P. BEECKEN AND W. ZIMMERMANN, 3R. 35

( rad)
ax 27r (-

in addition to the staircase pattern would give supporting
evidence for the existence of a Josephson effect.

III. PROCEDURES AND RESULTS

4wc
A. Determination of apparatus parameters

—Bx27T—

FIG. 4. Plots of the steady-state waveforms of 5P and 5P
expected for the case of Fig. 3 for amplitudes infinitesimally
below those at which the third plateau commences.

—,0 of a cycle, which would be 20 ps for a frequency of 1

kHz. For critical superfluid velocities of the order of 1

m/s and distances to be covered of the order of 1 pm, the
reset time might be expected to be of the order of 1 ps,
will within the time limit estimated above.

An extension of the Josephson behavior described above
concerns the alteration in the staircase pattern which
would be induced by a superimposed steady mass flow
through the cell. The effect of such a bias current is
closely analogous to the effect of an applied steady mag-
netic flux through the loop of an rf-biased SQUID.

Let us consider a steady mass current Ib that is intro-
duced from outside into the lower chamber and with-
drawn from the upper chamber. The system of equations
considered above must be modified by the addition of Ib
to the right-hand sides of Eqs. (15) and (16). The addition
of such terms has no influence on the oscillatory parts of
the solutions in the linear region of behavior. However,
the steady part of I, as determined by the equations
I~(dc)+ I (dc)=Ib and L I (dc) —L I (dc)=n(h/
rn&), is given by the relationship

In order to define our observations properly, it was first
of all necessary to calibrate our cell thermometers with
respect to cell temperature and our lower-diaphragm
transducer with respect to static pressure in the cell.
Second, we needed to determine the parameters required
to calculate the phase difference amplitude 5P o from
measurements of the response voltage amplitude output
V, o from our fm detector.

Equation (34) gives 5P &&
in terms of the deflection am-

plitude xo. The amplitude xo is in turn related to the am-
plitude fo of frequency excursions of the rf oscillator by
the relation

xp Bfo—— (38)

+2go= CVjQ ~ (39)

for the small amplitudes involved, where B is a
frequency-dependent constant. Finally, fo is proportional
to V„o with a constant of proportionality characteristic of
the fm detector, 10 Hz/V in our measurements. The
various parameters involved in relating 5P o to fo may in
principle be determined as follows. The quantity (k/A)B
can be obtained from static measurements of f versus cell
pressure. The chamber volumes may be calculated from
the cell dimensions. The angular frequency coT may be
measured directly by exciting the cell when empty. The
quantities u& and AH can then be calculated from mea-
surements of ~+ and co with the cell filled, using Eqs.
(23) and (24) and the relationship a&/a, =(0&+A&)/0&.

Knowledge of these parameters also permits us to cal-
culate the volume drive amplitude B2&o from measure-
ments of V„o, by making use of Eq. (19). These measure-
ments could be made both on and off resonance. Howev-
er, when used to interpret measurements on resonance,
Eq. (19) needs to be modified to include the effects of
damping on the shape of the resonance peak. The volume
drive amplitude is related to the voltage drive amplitude
V~o applied to the piezoelectric transducer by the equa-
tion

L 1 AI (dc)= IbL +L L +L m4
(37)

Thus the set of values of I (dc) for various circulation
states is biased by the term involving lb.

This bias is equivalent to a shift of the critical values of
I from +I to +I IbL /(L +L ) and w—ill have
the effect of splitting each plateau into two subplateaus.
This splitting will be periodic in Ib with period
(h/m4)/L, and a plot of the value of xo of any one of
the subplateaus versus Ib will yield a symmetrical
sawtooth pattern analogous to the sawtooth variation of
subplateau response versus applied magnetic flux seen in
the rf-biased SQUID. The observation of such an effect

where C, the driver coefficient, is a constant which might
have some pressure dependence. This coefficient can thus
be evaluated from time to time as might be needed for a
check on the consistency of the performance of our ap-
paratus.

Table I provides a catalog of the 18 principal runs at
low temperature that have been made during this work.
At the beginning of a run, while th cell was still empty,
the frequency f of the deflection-sensing oscillator was
recorded over a range of temperatures to provide zero-
pressure values. As a representative example, the empty
cell frequency in run 18 increased by 1.4 kHz at 8.8 MHz
as the cell temperature rose from 0.6 K to T~. In addi-
tion, a measurement of the lower diaphragm resonant fre-
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TABLE I. Catalog of runs at low temperature. In runs 8, 9, and 16 the chambers of the cell were

filled with Metricel filter membrane, ' otherwise they were open. In run 9, a He- He mixture with He
mole fraction x =0.01 was used in place of pure He. v+ =co+/2m.

Run
no.

Diameters
of the

weak link
(nm)

Diameter
of the main Covering or

passage' filling of
(mm) main passage (Hz)

d
V+

(Hz)

5P (rad)
2'

- e

5P (rad)
2'

1

2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18

No weak link
300X450
290X470
150X 170
90X 100

150X 170'
No weak link

170X 200
170X200
240X240
250X350
155X 185
155X 185
155X 185
155X 185
155X 185
155X 185
155X 185

0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.516
3.2
0.287
0.029
3.2
3.2
0.287

Nuclepore
Nuclepore
Nuclep ore~

Powder"
Powder
Powder
Powder
Powder
Powder
Open
Open
Open
Open
Open
Open

Metricel'
Open
Open

(642)
(553)
(528)
(877)
834.2

(858)
836.3
843.4

(829)
965.0
961.9
779.7

1177.0
601.6
420.0

1152.6
1179.1 2853.4
646.5 2007.8

9
33
9

16
11

33

32
16
31
32
31
30
15
17
16

14
15

'1.2-pm pore size (Ref. 30).
Major and minor diameters. The weak-link foil thickness was 100 nm in all cases but run 11, in which

it was 200 nm.
'The length of the main passage was 0.5 mm in all cases but run 15, in which the passage was a hole in

a 5-pm-thick foil.
At T=0.95 K, P =25 kPa. The values in parentheses were determined at other values of T and P but

are representative of the values under these conditions.
'At T=0.95 K, P 25 kPa. See footnote under Ref. 18. For a study of the temperature dependence of
5$ in runs 12—15, 17, and 18, see Ref. 37.
80-nm pore diameter (Ref; 28).

~30-nm pore diameter (Ref. 28).
"50-nm particle size (Ref. 27).
'The weak link orifice in run 6 was the same one used in run 4 but modified by the addition of surface
irregularities and several projections. See Fig. 8 of Ref. 26.
The weak link orifice in runs 12—18 is the same as that in runs 8 and 9 but somewhat reduced in size.
See Fig. 5 of Ref. 26.

quency vT ——coT/2' was made. This resonance could be
excited by the driver at relatively high drive levels even
though no fluid was present, presumably by shaking the
cell body. For example, in runs 16, 17, and 18 vT was ob-
served to equal 1120 Hz with very little temperature
dependence, the resonance having a Q of 200000 at 0.65
K.

Next, the cell was filled with liquid He, and the lower
diaphragm transducer was calibrated with respect to pres-
sure, usually at 0.65 K. This calibration was carried out
from -5 to -50 kPa by measuring the deflection-sensing
oscillator frequency f as a function of external pressure
applied to one or both fill capillaries. The capillaries con-
tained vapor down to some point above the inner He pot
and liquid from there down to the cell. Consequently, in
the presence of large temperature gradients, it might be
expected that the cell pressure would differ from the

external pressure by a small hydrostatic head and possibly
also by a large thermomechanical pressure drop in the
portions of the capillaries filled by superfluid. Neverthe-
less, except under unusual circumstances when the cell
had been filled very rapidly, the curve of external pressure
versus frequency when extrapolated to the previously
mentioned empty-cell frequency almost always yielded a
positive value within 1 kPa of zero. We assumed that this
offset represented a pressure-independent pressure drop in
the capillaries that should simply be subtracted from the
externa1 readings to yield the true pressure in the cell.
This interpretation was confirmed by one calibration car-
ried out above the lambda point which yielded results al-
most identical to the low-temperature calibration except
for a small offset of opposite sign which could be ac-
counted for by the hydrostatic head alone. Representative
values of the frequency were 8.8 MHz at 0 kPa and 6.6
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MHz at 50 kPa.
The existence of a calibrated pressure transducer in the

cell allowed the germanium cell thermometers to be cali-
brated in situ on the He and He vapor pressure scales.
Calibrations on the T62 He scale were carried out during
three separate runs over somewhat different ranges of
temperature extending from 0.36 to 2.23 K. The agree-
ment in the regions of overlap was excellent. Before the
cell was filled with He, and thus before the pressure cali-
bration was in fact carried out, enough pure He was con-
densed into the cell to provide coexisting liquid and vapor
phases over the range of temperature being studied. In
the first of these runs a similar calibration with He on
the T58 scale was performed. Above 1.24 K the agree-
ment between the He and He calibrations was also excel-
lent, although the respective vapor pressures were very
different. In other runs, the consistent agreement between
thermometers lent support to the supposition that neither
thermometer had changed calibration between runs.

Once the cell was filled with liquid He, the two princi-
pal filled-cell resonances at v+ ——u+/2~ could be located
by sweeping the drive frequency from 100 to 4000 Hz and
following the response. For much of this work, however,
we were unaware of the importance of the lower-
diaphragm resonance. As a result, in many runs we did
not search for the resonance at v+ and we studied only
the resonance at v . In these runs, v was measured as a
function of temperature at constant pressure over as wide
a range of temperature as possible.

In the last two runs we studied both cell resonances
from 0.4 K to the vicinity of T~. In run 17 we found that
the procedure described earlier in this section failed to
yield a solution for a~ and a, . In the face of this
discrepancy we proceeded as if the small volume 0& were
unknown. By use of v+ and v measured at the same
temperature and pressure in both runs 17 and 18, we
determined sets of separate values for a& and a„which
were than used to interpret the results of all of our runs.
At T=0.95 K and P=25 kPa, a& and a, equaled 1.85 and
0.52, respectively. The ratio a&/a, for these values is 3.6,
whereas the ratio (0&+Q2)/0& for the volumes computed
from cell dimensions is 5.2. The source of this discrepan-
cy is not known. Other indications that our model fails to
account accurately for the behavior of the cell were that
the temperature dependences of a& and e, as determined
here, while similar to each other, were somewhat weaker
than that of ~ '. In addition, the temperature dependence
of AH calculated from the measurements and parameter2

determinations described above for the last two runs was
in one case weaker and in the other stronger than that of
(pa) '. Other resonances which coupled to the principal
resonances were observed in the system, but these subsidi-
ary resonances were all much weaker than the main reso-
nances.

The driver coefficient C=Q2dp/Vdp was determined
using measurements of V, o in relation to Vdo both on and
off resonance. When evaluated at v, C was found con-
sistently to equal (5.37+0.14)X 10 ' m /V at T=0.95 K
and P=25 kPa. However, when evaluated at v+ in the
last two runs, C equaled (3.84+0.08) X 10 '~ m /V,
another indication of inadequacy in the model.

B. Search for a Josephson effect

In order to search for a Josephson effect, the rms
response voltage V„=V„p/~2 was observed as slow
sweeps of the rms drive voltage Vd

——Vdp/W2 were car-
ried out on resonance at v and also, in the two last runs,
at v+. A representative plot from run 18 of the results of
such a sweep is shown in Fig. 5. Here we see a rapid rise
of V, versus Vd at low levels of Vd, corresponding to
linear oscillatory behavior with Q=-30000. We interpret
the pronounced break in slope at V„=0.43 mV to mark
the first appearance of supercritical flow in the weak link.
The subsequent rise, however, shows no sign of the
Josephson steps being sought. From the ordinate of the
break in slope we calculate that 5P = 17.8 X 2~ rad. The
pair of short horizontal lines near the curve shows the ex-
pected step height for single-quantum transitions, corre-
sponding to a change in 6P p between plateaus of 2m rad.

These sweeps have been made with both increasing and
decreasing amplitude at various rates, with sweeps lasting
from several minutes to several hours. The results of a
given sweep were in most cases quite reproducible. Al-
though many of the sweeps were carried out at 0.65 K
and 25 kPa, many have been made at other pressures,
from 13 to 40 kPa, and temperatures, from 0.4 K to T~.
Our ability to see any step structure that might have been
present, however, was dependent on the existence of a suf-
ficiently large change in slope of the response curve at the
critical value of V, . Because this change in slope de-
creased with increasing temperature as a result of the de-
creasing Q of the resonance, the effective upper tempera-
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FIG. 5. Representative plot of the rrns response voltage V,

versus the rrns drive voltage V~ as the drive voltage was slowly

increased at the upper resonant frequency. Run 18, T=0.65 K,
v+ ——2009.3 Hz. Note the sharp break in the slope of the curve

at V, =0.43 mV marking the onset of supercritical flow through
the weak-link orifice, but no sign of Josephson steps. The pair
of dashed horizontal lines shows the step height 65$ &&

——2m rad
anticipated for single-quantum transitions. 5$ = 17.8 X 2m

rad.
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ture limit of our search for a Josephson effect was —1.1
K.

As shown in Table I, we have made a total of I6 runs
with 7 different weak-link orifices and with various main
passage configurations. Listed in that table are the values
of 5$ (rad)/2m that we obtained, referred to a standard
temperature. In only one run, run 2, did we see structure
at all suggestive of Josephson step structure. That struc-
ture, which was highly reproducible during the run, is
shown in Fig. 6. In this case we calculate that
5/~=10. 6X2ir rad. Here too, the expected step height
for single-quantum transitions is shown by a pair of hor-
izontal lines.

Josephson steps in V„ if present, should also be observ-
able as the drive frequency v is swept through resonance
at constant Vd. A set of such sweeps is shown in Fig. 7
for various values of Vd, under the same conditions as the
drive amplitude sweep shown in Fig. 5. The transition to
supercritical flow is clearly seen at a level of V, =0.43
mV in agreement with Fig. 5. Also in agreement with
Fig. 5, no sign of step structure is visible in these curves at
values of V, above the transition. Note that the supercrit-
ical parts of the resonance -curves in Fig. 7 are asymmetri-
cal, with peaks displaced toward lower frequencies. This
direction of displacement is in accord with the simple no-
tion that as flow in the weak link orifice becomes super-
critical, the inductance L of the weak link effectively
increases, causing the parallel combination
L„=L L /(L +L ) to increase and coH to decrease

For the one orifice which showed a suggestion of step
structure in the V„versus Vd characteristic, curves of V,
versus frequency at drive amplitudes yielding the first pla-
teau were particularly flat on top, and the subsequent rise

in V, above the plateau at higher levels of Vd appeared as
a pronounced new peak which was displaced toward lower
frequencies from the subcritical location of the original
resonance peak.

At much higher drive amplitudes we saw additional
nonlinearity which we attribute to supercritical flow tak-
ing place in the main passage. This nonlinearity took the
form of further reductions in the slopes of curves of V,
versus Vd at resonance as Vd was increased. These reduc-
tions were sometimes accompanied by abrupt and non-
reproducible jumps in V„, as if over some interval of drive
amplitude the system could exist in either of two states,
one with, the other without the occurrence of additional
dissipation in the main passage. In run 15, in which the
main passage consisted of an orifice in a 5-pm-thick
copper foil, we observed that when supercritical flow took
place in that passage, the oscillation waveform was actual-
ly undergoing a series of sudden collapses, each followed
by a period of slower regrowth. This behavior, which has
been seen in other work with superfluid He Helmholtz
resonators, was presumably due to the energy stored in
the resonant oscillation being released in a burst of vortex
creation and motion initiated by sup ercritical flow
through the main passage and then being restored more
gradually by the drive at subcritical rates of flow.

The additional nonlinearity that we attribute to super-
critical flow in the main passage was also seen as a further
flattening of curves of V, versus v as v was swept through
resonance. Unlike the flattening at lower drive ampli-
tudes associated with supercritical flow in the weak link,
the flattening here preserved the symmetry of the curve
without any further frequency shift of the peak.

In order to verify that the first nonlinear effects that we
observed at low drive amplitudes were indeed associated
with supercritical flow in the weak-link orifice, we made

I I I 1
I

i I I I
I

I I I I
I

f 1 I

0.4

E

0.8 t I I t

I

I 1 I I

[
I I f I

I
I I I

0.3
O

4J

O 0.2

O. I

~ooB
0 00

cP

CP
OaP

P'
o+ ASP~O=2m rad

0
04

O

0.2

0.0 D

O.O 0.5 I.O I.5 20
RMS DRIVE VOLTAGE (mV)

I I I I I I I i I I l & I s l s s 1 I

2.5
0.0
2009. I 2009.2 2009.3 2009.4 ' 2009.5

DRIVE FREQUENCY (Hz)

FIG. 6. Root-mean-square response voltage V„versus rms
drive voltage Vd at the lower resonant frequency. Run 2,
T=0.65 K, v =553 Hz. Note the suggestion of multiple steps.
The pair of dashed horizontal lines shows the step height
b,5$ o =2rr rad anticipated for single-quantum transitions.
5P = 10.6 X 2m rad.

FIG. 7. Representative plots of the rms response voltage V,
versus the drive frequency v as the frequency was slowly in-
creased at several different values of the rms drive voltage Vd.
The conditions were the same as for Fig. 5. Note the flattening
and the frequency shift of the peaks for V, in excess of the criti-
cal value 0.43 mV.
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runs on two separate occasions with no weak link present.
In these runs, runs 1 and 7, no breaks were seen at low
drive amplitudes in curves of V„versus either Vd or v,
and linearity of response extended up to the V„ levels at
which the supercritical effects that we attribute to the
main passage typically appeared.

Careful attention was paid to the noise present in the
system. Of particular concern was any noise which
represented random excitation of the principal resonances;
such noise would have tended to average out any step
structure. In assessing such noise care was taken to avoid
using a lock-in output time constant longer than the decay
time constants of the resonances.

Low-frequency noise in the lock-in output was quite
variable from day to day and run to run. We convinced
ourselves, by the use of varying degrees of vibration isola-
tion of the entire cryostat and by the use of vibration gen-
erators and detectors on the outside of the cryostat, that
sources of vibration external to the cell, including boiling
in the liquid-helium and liquid-nitrogen baths, were not
the main causes of this noise. Furthermore, we eventually
found that the noise level seemed to be correlated with the
speed with which the cell had been filled. Our usual prac-
tice was to fill the cell while it was held at a temperature
well below T~. Exceptionally quiet behavior was ob-
served during our last run, after the cell was filled at such
a temperature quite slowly, over a period of 5 h, a
packed-powder superleak having been placed at the cell
entrance through which filling took place. On the other
hand, the cell had been found in a particularly noisy state
which persisted for several days after a more rapid filling
than usual had occurred during the previous run. These
observations suggest that the noise seen here was due to
remnant vorticity of the superfluid either in the cell or fill
capillaries. Other work has shown that such vorticity
may persist for long periods of time.

Once the cell was filled, warming the cell above T~ and
recooling it sometimes influenced the noise and sometimes
did not. Unfortunately, during the runs in which this
procedure was carried out in the presence of a relatively
large amount of noise, the liquid in the cell fill capillaries
was allowed to remain below T~ and may have served as
a reservoir of quantum vorticity. Curiously enough, the
amount of noise present did not seem to depend on how
strongly the cell resonances had been excited, even though
supercritical levels of oscillation should have produced
more vorticity in the superfluid. In any event, as illustrat-
ed in Figs. 5 and 7, we were able on at least some oc-
casions to carry out our search with noise levels in V, sig-
nificantly less than the separation expected between adja-
cent Josephson plateaus.

In run 9 we filled the cell with a He- He mixture hav-
ing a He mole fraction of 0.01. Although the Q of the
lower resonance studied was significantly reduced by the
presence of the He, the usual sharp onset of supercritical
flow in the weak link was seen, but no sign of step struc-
ture was visible.

IV. CONCLUSIONS AND DISCUSSION

We have described a search for an ac Josephson effect
in superfluid He which was carried out by a different

method than used in previous searches, under conditions
which we believe to have been more favorable than in
those searches. Nevertheless, except for the suggestive re-
sults of an early run which have failed to appear in subse-
quent runs with different weak links, the present experi-
ments have not succeeded in detecting an ac Josephson ef-
fect in superfluid He.

Because the effect being sought is based upon the rather
well-established principles of two-fluid dynamics and
quantization of superfluid circulation, it is important to
try to understand why the effect might not have been ob-
served. Let us assume that Eq. (11), the ac Josephson
equation for superfluid He, relating fluid acceleration
and order-parameter phase-slip by vortex motion to
differences in the chemical potential, is valid, and that the
failure of the Josephson effect to be observed is really the
failure of the phase slip to be properly synchronized with
the resonant oscillations of the system. There are several
possibilities to be considered.

First, the critical phase difference must be sharply de-
fined and highly reproducible relative to the step height
2~. Otherwise, the step structure will be averaged out.
Although, as illustrated in Fig. 5, our critical level, which
reflects the average of many individual transitions, can be
rather well-defined, it is not clear that the individual tran-
sitions themselves are reproducible enough.

Second, the amount of phase slip or the change in cir-
culation state which occurs at each transition must be
highly reproducible, or again, the step structure will be
averaged out. The change in circulation state at each
transition need not be +1 as assumed in Sec. II B; for reg-
ular step structure to occur it could just as well be +m,
where m is any positive integer, as long as m is the same
for all transitions. As is shown in Table I, our goal of
finding weak-link orifices with critical phase differences
close to 2vr was not achieved. The values of 6P /2' &~1
which were obtained offered wide ranges of possible
values of An leading to lower-energy states of flow once
5P was reached. The irregular collapse of the resonant
amplitude that has been seen in other work on superfluid
Helmholtz resonators with relatively large openings, and
which has been seen in this work for supercritical flow
through a main passage in the form of an orifice in a thin
film, is an example of a highly nonreproducible phase slip
of many factors of 2~ that can occur when a critical
phase difference has been reached.

We found in general that 6P, decreased with increas-
ing temperature, presumably going to zero at T~. Be-
cause this result suggests that more favorable conditions
for reproducible phase slip might exist near T~, it is un-
fortunate that our technique is limited to temperatures
well below T~.

The uncertainty concerning the two possibilities above
reflects our lack of understanding about what determines
the critical flow condition and what happens after it is
reached. The critical velocities corresponding to the ob-
served critical phase differences may be estimated from
the diameters of the orifices and thicknesses of the foils
using the following relationship

(40)
m4 leffw
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Here v„ is the superfluid velocity averaged over the
minimal cross-sectional area of the weak-link orifice at
the critical rate of flow, and I',ff is the effective hydro-
dynamic length of the orifice introduced in Sec. IA. For
a long circular-cylindrical pore of length l and diameter
d, I,ff is approximately equal to I +8d/3sr, whereas for a
circular orifice in an ideaHy thin wall, l,ff equals m.d/4.
Using the former, we find critical velocities ranging from
2 to 13 m/s for the various orifices at 0.95 K and -25
kpa. These velocities are roughly one order of magnitude
less than the Landau critical velocity of -60 m/s.

One should consider the possibility that at the tip of
some random projection into the orifice the velocity
reaches a critical value locally when the value of average
velocity in the orifice is much lower. Such a projection
might serve as a nucleation center for vortex creation and
growth and thus for phase slip. The question of whether
a nucleated vortex could escape from such a projection is
an important one. Between runs 4 and 6 projections were
intentionally grown into the orifice used in these runs, but
very little change in critical phase difference was ob-
served.

A third possibility for the failure of a Josephson effect
to be observed concerns the possible motion of free vor-
tices in the chambers. Consider, in the absence of oscilla-
tion, the change in the steady value of I„which will
occur as a vortex line is formed, moves, and disappears in
such a way as to change by one quantum unit the circula-
tion around an irreducible contour which threads the two
openings between chambers. A two-dimensional
equivalent of this process is illustrated in Fig. 8. Because
L„~&L and because I = —I in this case, most of the
contribution to the circulation around such a contour in
the absence of a vortex will come from the flow through
the weak link. In this case we will have 5$ = —2srn,
where n is the circulation quantum number. Hence as the
vortex forms, moves, and disappears, 5$ must change
continuously by +2~. As a result, with the vortex present
there will be a bias to the flow through the weak link
similar to that discussed earlier for steady flow from
chamber to chamber induced from outside. Thus the vor-
tex motion described above would carry the oscillatory
response of the ce11 on one of the plateaus through one cy-
cle of the "sawtooth pattern. "

If such vortex motion were to take place in a time com-
parable to or less than the time required to measure the
response, the response would represent some average over
the sawtooth pattern at each drive amplitude, and the

IRREDUC I BLE CONTOUR PATH OF VORTEX

P
—VORTEX

/

WEAK - L I N K 0 R IF I C E MAIN PASSAGE

FIG. 8. Schematic diagram of the interior of the cell showing
(in two dimensions) a representative vortex path that crosses any
irreducible contour threading the two passages between
chambers.
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staircase pattern would tend to be averaged out. The fil-
ling of the chambers with porous material in runs 8, 9,
and 16 was made in attempt to prevent the motion of free
vortices in the chambers. However, no positive results of
this filling were seen, and the filling seemed to lower the
Q of the resonance.

In conclusion, although there seem to be no fundamen-
tal reasons why an ac Josephson effect should not be ob-
servable in superfluid He, there are several possible ef-
fects which may prevent such an effect from being seen in
any given experiment. One of these is irregular phase slip
at the weak link; another is an effective loss of long-range
phase coherence in the liquid due to the motion of free
vortices. The recently reported success of the closely re-
lated experiment by Avenel and Varoquaux gives en-
couragement that under the right conditions sufficiently
regular phase slip at an orifice can indeed be achieved. '

Their work suggests the possible importance of using re-
petition rates of a few hertz and temperatures of the order
of 10 mK, although they were able to observe regular
phase slip up to 0.8 K. Their success with an orifice in
the form of a narrow slot raises the question of whether
noncircular shapes are more favorable than circular ones.
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