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We study the low-temperature Anderson lattice Hamiltonian via an ‘“‘auxiliary-boson” 1/N ex-
pansion that generalizes to a lattice an approach previously used to study one Anderson impurity.
We set up the formalism needed and show that infrared divergences cancel in physical quantities.
We show that as far as low-energy excitations are concerned the model behaves like a ‘“heavy” Fer-
mi liquid with a Fermi temperature determined essentially by the one-impurity Kondo temperature.
We compute thermodynamic quantities including the Wilson ratio, we study the electron wave func-
tions in the ground state of the lattice and compare them with the wave functions in the ground
state of the one-impurity problem, we discuss the question of which physical quantities involve the
“mass enhancement” present in the thermodynamics, we compute the spin-spin and density-density
correlation functions, and we discuss the frequency- and temperature-dependent conductivity, ob-
taining results in qualitative agreement with experiment.

I. INTRODUCTION

In this paper we report some results of a study of the
low-temperature properties of the lattice Anderson Hamil-
tonian, in the “Kondo limit,” where it describes a band of
nearly free electrons hybridizing with a very highly corre-
lated band of f electrons. In the absence of this hybridi-
zation the f electrons would be confined, one to a site, in
localized orbitals far below the Fermi energy. In this lim-
it, the model is believed to contain the essential physics of
the currently interesting “heavy fermion” metals. For a
review of previous work on this model, see Ref. 1. In this
paper we use a ‘“‘slave-boson” (or ‘“‘auxiliary-boson”) 1/N
expansion that is a simple generalization of a technique
previously applied to the one-impurity Anderson
model.>~* The formalism yields a systematic expansion
in a small parameter (1/N); within this expansion we
study thermodynamic quantities (specific-heat coefficient
v, susceptibility X, Wilson ration R =X /v, and compres-
sibility dn /du) to leading and next-to-leading order in
1/N. Further, we are able to clarify the nature of the
ground state for the lattice and its relation to the ground
state of the one-impurity problem, thus illuminating an
objection that was made’ to the concept of a “Kondo lat-
tice.” Finally, we give some results for dynamic quanti-
ties [spin-spin and density-density correlation functions
and conductivity o(w,T)] for small frequencies » and
temperatures 7. The low-frequency limit of the dynamic
quantities is of interest also because it sheds light on the
nature of the low-temperature “Fermi liquid” ground
state that we find.

The slave-boson technique was applied to the lattice
Anderson model previously.®*” However, in the previous
work a mean-field approximation was always made, and
only C, X, and R were studied. (For C, X, and R the
mean-field and leading order in 1/N results are the same.)
After the bulk of the work reported here was completed,
we became aware of other work® employing a slave-boson
large- N expansion for the Anderson lattice. The model of
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Ref. 8 is essentially identical to that considered in this pa-
per; however, the “radial gauge” formulation of the prob-
lem was used, instead of the Cartesian gauge formulation
used in the present paper. Essentially the same thermo-
dynamic results as those obtained here were derived via an
interesting and useful connection with the conventional
Landau Fermi-liquid theory. Also, the existence of a
T3InT term in the specific heat was pointed out.

The lattice Anderson model has also been studied in
various other approximations, including the Gutzwiller
method®!® and various extensions'"!? of results for the
one-impurity Anderson model. These approximations are
physically appealing and may be applied to more realistic
models than that considered here. However, the approxi-
mations are uncontrolled and only thermodynamic results
have been obtained from these approaches. The calcula-
tion of correlation functions in these models would be
very difficult. Also, the extension of the one-impurity re-
sults to the lattice requires assumptions which have been
criticized.® The need for a systematic expansion, using a
formalism that can deal with both thermodynamic and
dynamic quantities, is clear.

The rest of the paper is organized as follows. In Sec. II
we discuss our model, formalism, and central approxima-
tion. Then in Sec. III we discuss the thermodynamics.
Section IV contains a discussion of the ground state of the
lattice and a comparison with that of the impurity, and
gives some results for spin-spin and density-density corre-
lation functions. In Sec. V we discuss o(w,T).
Throughout, we compare our approach with the other
available analyses of the Anderson lattice Hamiltonian.
Subsequent papers will analyze a superconducting insta-
bility of the model and consider the density-fluctuation
collective modes in more detail.

II. FORMALISM
In this section we present the model and formalism
which will be used in subsequent sections. We wish to
study the U= o Anderson model. This describes an
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essentially structureless band of d electrons (bandwidth
W, operator ci,, energy €;) which hybridize with a local-
ized (hence dispersionless) set of f orbitals (operator f;,
energy E,,,), subject to the constraint that the number of
electrons on the f orbitals of any site i is less than or
equal to one. Here k labels crystal momentum, o is
conduction-electron spin, i labels lattice sites, and m
indexes the various f states on a given site. The Hamil-
tonian and constraint are

HA - 2 Ekackacktr—” 2 EOmfsztm

+ 3 [V(k,m,a)e ‘ckgfi,,,+H.c.] (2.1a)
k,i,m,o
<Ef,-fnf,-m)s<n}>gl . (2.1b)

The energies g, and E,, are measured from the chem-
ical potential u. For the explicit computations, we use

k2 —k?

ka:kz/zm—,u': 2
m

) (2.2)
where m is the c-electron band mass. The energy of the
bottom of the band relative to u is —W. V(k,m,o) is a
hybridization matrix element. One may estimate the
broadening A, of the f level due to hybridization with the
d electrons as

Ao~poVs

where V3 is some average value for V(k,m,o) and
po=mkKj /27? is the c-electron density of states at g, =pu.
We are interested in the Kondo limit, in which

EOm <0 ’ (2.3a)

' Eom | >>A0 . (23b)

In this limit the f levels, indexed by m, would all be fully
occupied, were it not for the constraint (2.1b). However,
Egs. (2.1) and (2.3) imply that the f occupancy on any site
is less than, but nearly equal to 1. In this limit, one might
expect each f site to have a definite spin, and one might
further expect a lattice of such f sites to order magnetical-
ly at low temperatures. However, in the one-impurity
case [in which the sum over lattice sites i in Egs. (2.1) is
restricted to one site, conventionally taken to be the ori-
gin], it is known!? that the Kondo effect, which involves
resonant scattering at low temperatures between the spin
on the f site and c electrons with energies near the chemi-
cal potential, leads to a nonmagnetic ground state in
which the spin on the f site is compensated. It is now be-
lieved that something analogous to the one-impurity Kon-
do effect occurs in the lattice problem, and leads to a non-
magnetic ground state. We study this ground state in this
paper.

The key feature in the Hamiltonian is the constraint,
Eq. (2.1b) This is difficult to deal with because (a) it is an
inequality and (b) the dynamics generated by Egs. (2.1) do
not preserve the constraint, Eq. (2.1b): [H,ns]#0. One
convenient way to proceed depends on a key insight due
to Coleman,? Read and Newns,? and Barnes.* One intro-
duces a new boson field b,-T, which creates a hole on the f

orbitals on site i, and one rewrites the hybridization term
as

ik-R; +

S [Vik,m,0)e” el fimbl +H.c.]

k,i,m,o

and replaces the constraint, Eq. (2.1b), by
Q-:n;;+n,;'=1. (2.4)

In Eq. (24), Q;, nk and nb are operators.

The resultmg Hamiltonian has the same matrix ele-
ments as Eq. (2.1) provided that one stays within the man-
ifold of states such that Eq. (2.4) is satisfied.”> Further,
the resulting Hamiltonian is amenable to solution by con-
ventional quantum field-theoretical techniques, including
a 1/N expansion. To motivate our 1/N expansion, we ex-
amine the hybridization term.

It is convenient to write the f electrons at site / in terms
of a basis of definite total angular momentum J.
J=L+S where S is spin and L is orbital angular
momentum (referred to site #). Typically, only one value
of J is relevant. Then m indexes the states of definite J,
—J <m <J. If the conduction electrons are expanded in
terms of a basis set of spherical harmonics centered on a
site i, only those conduction electrons of total angular
momentum J and quantum number m will hybridize with
the state created by f,,,, Further, if the conduction band
is structureless, J and m will be good quantum numbers
for the free conduction electron Hamiltonian, and all c-
electron states of a given J and radial wave vector but dif-
ferent m will have the same energy. Thus, in the single-
impurity Anderson Hamiltonian the c¢ electrons with
J's£J decouple from the problem and one is left with a
model in which N=2J+1 degenerate bands of conduc-
tion electrons hybridize with N degenerate f orbitals. It is
then easy to see that this model possesses a 1/N expan-
sion.?? (Note that crystal-field splitting of the f level can
be incorporated into the model. A 1/N expansion still re-
sults, but with N equal to the degeneracy of the lowest
crystal-field-split multiplet; thus N <2J+41.)

This expansion is not available in the lattice problem
because J is not conserved as conduction electrons propa-
gate from site to site. An electron in a state of definite L
(referred to site I) will be in a superposition of states of
many different L’s if the origin is referred to some other
site i’. Keeping track of how J varies as c electrons prop-
agate through a lattice would be very complicated. Thus,
as a first step towards understanding the Hamiltonian and
constraint, Egs. (2.1c) and (2.1b), we propose to ignore
these complexities and instead assume that both c- and f-
electron states are characterized by a spatial coordinate
and an N-fold degenerate “spin” quantum number m,
where

—J<m<J
and
N=2J+1.

The quantum number m is conserved both in hybridiza-
tion and c-electron propagation through the lattice.

The problem then possesses a 1/N expansion analogous
to that in the single-impurity problem. The Hamiltonian
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is written
’ T T
H'= 2 EkChkmCkm +Eomfkmfkm
k,m
+V 3 (cimfambd_x+H.c) . (2.5)
k,q,m

We have chosen the hybridization matrix element to be
structureless for simplicity. Note that

[H',0:]=0.

Thus, the time evolution generated by H' preserves the
constraint, Eq. (2.4), so that it is only necessary to enforce
it at one particular time. To do this it is convenient to in-
troduce another time-independent field A; and a new term
in the Hamiltonian, so H—-H + H ., with

(2.6)

Huew= S0 | finfim +bibi—0; | - (2.7)

Note that the equation of motion of the A field in the
Heisenberg picture is

A
O:

5 =IH A= finfim+bbi—Qi . 28)

Thus the constraint (2.4) is preserved by the dynamics of
H’. We have also checked this explicitly—see below.

We now study H by a 1/N expansion about a mean-
field solution, as was previously done for the one-impurity
problem. In the one-impurity problem, the expansion for
the low-temperature properties has been formulated in
two different, but ultimately equivalent, ways. One,
which we do not use here, is often referred to as the radial
gauge. In this approach one defines the magnitude r; and
phase 6; of the boson field at lattice site i via

0.
b,-=r,-el ' y
_ie.
b,~T=r,<e o .
Then, one defines a new f operator, which we denote f”,
via

, i6;
fi:.fie ! ’

/ —i6;
fi+= iTe o

After making these changes of variable, one discovers
that the theory may be written in terms of the fields c, /',
r, and ¢, where

¢; =06, /3t + A, .

Neither the static part of 6; nor the fluctuating part of the
Lagrange multiplier field A; appear explicitly.

This radial gauge formulation has the following advan-
tages: (a) The constraint is treated in a natural way—
there is no explicit Lagrange multiplier—and (b) infrared
divergences (which we discuss below) do not appear.
However, the radial gauge suffers from the disadvantages
that a functional integral formulation of the theory must
be used and that the f’ operators have no direct physical
meaning.
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In this paper we use the Cartesian gauge. It amounts to
making a direct 1/N expansion of the model defined by
(2.5) and (2.7). It suffers from two principle disadvan-
tages: One must keep track explicitly of the Lagrange
multiplier field A, and also infrared divergent terms may
appear at intermediate stages of computations. On the
other hand, the Cartesian gauge permits a Hamiltonian
approach; it also enables one to retain the physical elec-
tron operators ¢ and f, and it provides a useful consisten-
cy check on calculations: The infrared divergences men-
tioned above and discussed further below must cancel in
physical quantities. If they do not, either the computation
is in error or one is calculating a physically meaningless
quantity.

To generate a 1/N expansion we write!*23

t |

Ai<z)=7Nbi(z), (2.9a)
V=VNV,, (2.9b)
1=Q;=qoN , (2.9¢)

and regard 4 and V as being or order 1. Our model is
equivalent to the model defined by Egs. (2.5) and (2.7) if
qo=1/N. However, to obtain a sensible 1/N expansion,
we must formally treat q, as a parameter independent of
the explicit factor of N, and only set go=1/N at the end
of a calculation. Note that it has been argued® that the
properties of, say, the spin-% Anderson model are best
represented by performing a 1/N expansion with qoz%.
We do not adopt this view here. Rather, we expand any
physical quantity F(q,) as

Flgo)=Fo(g)+ - Fi(go) + - + o Felao)+
and then set go=1/N. This procedure is sensible as long
as the Fi(go=1/N) do not grow like N*. We have no
general proof that this is so, but results to be presented in
subsequent sections provide an a forteriori justification for
the assumption. We also note that the two small quanti-
ties, go and 1/N, play very different roles in the formal
structure of the theory. 1/N controls the loop expansion
in Bose fluctuations about the mean-field theory, whereas
qo enters simply as a parameter, although we emphasize
that the original model is regained only when g,=1/N.
Note also that the calculations simplify considerably in
the small g, limit if we assume that the number of c elec-
trons per spin channel is of order 1 and not of order 1/N
or order g;. We make this assumption henceforth.

We now make the lattice analogue of the broken-
symmetry ansatz of Read and Newns® and Coleman.?
This amounts to assuming that the ground state | @) is
such that

(| Ak | @)=adyo, (2.10a)

(@| A |@)=(e,—E)80 , (2.10b)

where a and €r—E, are constants to be determined.
Then, shifting A; and Aj so that
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Ak:Ak+aak0 , (2.11a)
’X’k=lk+(€f—E0)8k0 (2.11b)

(where (@ | Ak | @) =(@ | Ak |@)=(@| i | @)=0),
one may rewrite the Hamiltonian, Egs. (2.5) and (2.7) as

H=H0+Hint ‘+‘HA > (2.12)
where
Hy= E EkcIImckm +8fflszkm + Vd(C[Imfm +H.c.)
k,m
+N 3 (e, —Eq)Af A +Na S(Af+ A _)r
k k
(2.13a)
Hi=V S (c}fisqdd+He)
k,q,m
+ Ay |NAL g A+ S fligmfim |- (2.13b)
k,q m
H,=N(e;—Eqa(A+Ao)+N(a>—go)ho - (2.13¢)

This Hamiltonian describes electrons moving in the
band structure which is determined by H, and is shown
in Fig. 1, and interacting with two sorts of bosons via
H;,. The parameters a and €5 are to be chosen so that
H 4 does not contribute to physical processes.'*

Because the terms in H quadratic in boson fields are of
order N, the boson propagators are of order 1/N. Thus,
an expansion in boson-fermion interactions is an expan-
sion in 1/N. Indeed, it will be seen that the simplifica-
tions resulting from an expansion in 1/N are very similar
to those resulting from the smallness of m /M (m denotes

-W

|
[
[
[
|
|
|
|
|
|
|
}
T

T
FIG. 1. Sketch of energy € vs wave number k dispersion rela-
tion for the quasiparticle bands derived from H,. A less-than-

half-filled band is assumed. Note the flatness of the lower band
at k = k f-

electron mass, M denotes ion mass) in the electron-
phonon problem. Further, the parameter € here plays
the role of the Debye frequency wp in the phonon prob-
lem.

There are, however, several important differences be-
tween the electron-phonon  problem and the
electron—slave-boson problem we consider here. First, as
will be shown in a subsequent section, the energy scale &
is also the Fermi energy characterizing the fermi-liquid
ground state. In the electron-phonon problem, the Fermi
energy is much larger than the Debye energy. Second,
phonons of low energy necessarily have long wavelength.
This is not true in the case at hand; rather, the boson
propagator is only weakly dependent on wave vector.
This difference arises because the boson field is essentially
a bookkeeping device introduced to ensure that a local
constraint [Eq. (2.1b)] is respected; there is therefore no
physical reason for it to become soft as g —0.

We may, however, exploit the analogy with the
electron-phonon problem as follows. First, provided per-
turbation theory is valid (i.e., provided that it does not
predict a phase transition), the electron-boson interactions
(as also the electron-phonon interactions) can have only
two effects. One is to renormalize the numerical values of
static quantities (in more elaborate language, to renormal-
ize Landau parameters); within our model these changes
will be of order 1/N and can lead to no qualitative
changes in our results. Except in our computation of the
Wilson ratio, such renormalizations will be ignored in this
paper. One case is known in which a small interaction
can lead to a dramatic change in the ground state: super-
conductivity. Just as the electron-phonon interaction
leads to superconductivity, so can the electron boson in-
teraction. This is treated in another paper.

Second, as will be shown below, the boson propagators
vary with energy on a scale set by €y, but vary with wave
vector only on a scale set by kp. This leads to simplifica-
tions analogous to those arising in the electron-phonon
problem.

We have argued (except for a superconducting instabili-
ty) the effects of the electron-boson interaction may be
neglected for static properties. As with the electron-
phonon interaction, there are nontrivial frequency-
dependent effects. These will be considered in Sec. V and
in a subsequent paper.

As mentioned above, infrared divergences occur at in-
termediate stages of calculations in the Cartesian formula-
tion used here. The meaning of the infrared divergences
has been explained by Read!® in the context of the one-
impurity problem. We will restate and extend Read’s
analysis here. The essential point is that in writing Eq.
(2.11a) we have fixed the phase of the boson field at every
lattice site. As is well known'® the phase of a quantum
field is conjugate to the number operator for the field, in
the same sense that position and momentum operators are
conjugate in ordinary quantum mechanics. A state in
which the boson field has a definite phase is accordingly a
state in which the uncertainty in the expectation value of
the boson number operator is infinite. If the uncertainty
in the boson number operator is infinite, one cannot satis-
fy the constraint (2.4) on any lattice site. Indeed, since we
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must have n}+nl'; =1 at each site /, we must require that
the uncertainty in ny is less than 1. By the number-phase
uncertainty relation, it follows that the uncertainty in the
phase of the boson at any site is > 27. We therefore con-
clude that (1) Eq. (2.11a), which ascribes a definite phase
to the boson operator at each site, cannot hold in the true
ground state, and (2) there can be no static phase correla-
tion between any two different lattice states i and j.

The stronger conclusion (2) arises because we have a lo-
cal constraint. It is worth contrasting this situation with
the more familiar case of superconductivity. In this case,
although one can work in a state of definite total number
of particles, and therefore in a state in which the uncer-
tainty in the phase of the superconducting order parame-
ter is > 277, there is no reason why the number of particles
in one subsystem of the superconductor need be con-
served, and therefore the phase at any arbitrary point in
the superconductor is fixed when its value at any one
point is known.

At any rate, in light of conduction (2) above, the boson
fluctuations muct act to restore the broken symmetry by
forcing one to average over the phases at each lattice site
independently. Indeed if one rewrites the boson operators
A *,A as an amplitude

R(g,iv)=(1/V2)[ A (q,iv)+A(—q, —iv)]
and phase
0(q,iv)=(1/V2)[ A (q,iv)—A(—q,—iv)],

one finds that the phase-phase propagator diverges as
1/v?, while the amplitude-amplitude propagator does not
diverge. Remarkably, as was first shown by Read!’ for
the single-impurity problem, and as we have verified in
the lattice case, the infrared divergences cancel in physical
quantities [to O(1/N)], leaving finite results. A good
definition of “physical quantity” is “one whose computa-
tion does not violate the constraint, (2.4).” An example
will make this clear.

To study the propagation of f electrons, one might be
tempted to calculate the quantity {T,f;(7)f ;(7")). One
can compute it in a 1/N expansion in our model; it is in-
frared divergent at order 1/N. The reason is that at time
7' one has added an f electron at site j. Thus from time 7'
to time 7 the system is in a state in which nf+nf=2,
violating the constraint (2.4). This leads to infrared diver-
gences. The correct object to study is
<TTb,-T(T)f,»(T)f;(7" )bjT(T’) ). At no time in the calculation
of this quantity is the constraint violated. We have shown
that infrared divergences cancel in it.

In the remainder of this section we discuss the formal
detains of the 1/N expansion. We first derive some gen-
eral properties of the mean-field Hamiltonian; then we ob-
tain the leading order (in 1/N) expressions for the mean-
field parameters £, and a. Many of the details of the
computation have been relegated to the Appendix.

We begin with the mean-field Hamiltonian H,, Eq.
(2.13a). It is convenient to diagonalize the fermion part of
H, and rewrite the ¢ and f operators in terms of the
operators d; and d,, which pertain to electrons in the
lower and upper bands of Fig. 1, respectively. The rela-
tions are

A1 kem =UpS tm +ViChm > (2.14a2)

a3 km = — VS km +UkCkm (2.14b)
with

u§=% 1+ EkE—kEf : (2.15a)

wf:% 1 8"E_k£f : (2.15b)
and

Ep=[(ex —gs)*+4(Va)*]'?. (2.15¢)
One also finds

uptvi=1, (2.16a)

uvgy=Va/Ey , (2.16b)

and, further, that the energies of the lower (1) and upper
(2) bands are

(2.17a)

(€k+8f+Ek) . (2.17b)

We must also fix the position of kr. In the absence of
a magnetic field, this is fixed by the total number of elec-
trons, in accord with Luttinger’s theorem.!” The argu-
ment is as follows.

The “spin” degeneracy is N; if one assumes »n electrons
per site (counting both ¢ and f) then two cases arise. If
n <N, kg is chosen so that the Fermi volume contains n
electrons per site. If N <n <2N, there is one filled band,
and kg is chosen so that the Fermi volume contains n — N
electrons per site. We assume always n < N. The results
for N <n <2N are qualitatively similar.

Because our energies are measured relative to the chem-
ical potential, we have €,(kz)=0 or, using Egs. (2.2) and
(2.17a),

kp=ky(1+V?a?/e,W)'?=k,[1+0(qy)] . (2.18)
The last equality follows from the discussion after Eq.
(2.9).

We define bare-fermion Green functions via

Gk, 7)={T,cin(Tch (0))0, (2.192)
GP(k, )= T fim (1) fEm(0))o (2.19b)
Gk, 7)) =T, frm(T)chm(0) g . (2.19¢)

7 is an imaginary time, 7, is the imaginary-time ordering
operator, and ( ), denotes an expectation value in the sys-
tem described by H,. Transforming to Matsubara fre-
quencies, we find

. ia)—sf
G .(k,iw)= o)
(iw—sf)(ia)—sk)— Va
2 2
Uk Uk
— S 2.20
io—ey(k) | io—ey k) (2.202)
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Gk i) fo— &
ST o —epNiw—er) — V2a?
i Vi (2.20b)
= o—e k) io—eyk) ’ '
Va
G, (k,iw)=
(kyio (i —epNio—e;)— Va®
—Va/E; Va/E, (2.200)
= Go—e k) Tio—ek) e

We also define bare boson propagators. We defer dis-
cussion of the A field. Because of the broken symmetry,
there are four propagators involving the A field. They are
conveniently represented by a matrix D, defined via

(T, A5 (1)A4,(0))o (T, 414" (0)),
Dolls )=\ (1 4 (1) 4, (0))g (T, Ax(1)Af(0))o | -
(2.21a)
We have
1 1 0
Do(k,v)=m 0 1/ (2.21b)

The fermions and bosons interact via the terms in H,,.
We show the various possible interaction terms in Feyn-
man graph notation in Fig. 2.

We now compute the mean-field parameters €, and a.
They are determined as follows: the terms in H, [Eq.
(2.13¢)] as well as those in H; (2.13b) lead to ‘“‘tadpole”
graphs; €, and a are to be chosen so that these vanish. To
leading order in N, the relevant tadpoles are those shown
in Figs. 3(a) and 3(b). Requiring that these graphs sum to
zero leads to

A A
c f f ¢
(a) (b)

X A
f f A A

(c) (d)

FIG. 2. Interaction terms arising from H;,, Eq. (2.13¢c). The
wiggly line denotes a boson propagator (the boson operator that
occurs at the vertex is explicitly indicated); the solid line with an
arrow denotes a fermion propagator (the electron operators that
occur at the vertex are also explicitly indicated).

(b)

FIG. 3. Tadpole graphs to leading order in N. Requiring
that these sum to zero fixes the parameters €, and a to leading
order in N. In Fig. 2(a) the wiggly line represents a A propaga-
tor at zero frequency and momentum. In Fig. 2(b) the wiggly
line represents an A propagator at zero frequency and momen-
tum. The boxes containing the numerals 1 and 2 arise from Eq.
(2.13c¢).

N(a*—go)+ 3 Gp(k,iw)=0, (2.22a)
k,io,m

N(e;—Ega+ 3 Gpik,io)=0. (2.22b)
k,io,m

Equations (2.22) may be solved. The calculations are
particularly simple in the Kondo limit, where Va and ¢
are much smaller than W, so that one may make the ap-
proximations listed in Eq. (A20). Consider first Eq.
(2.22a). Using Egs. (A17) and (2.20b), we find

1
6

or, using Eq. (2.18), and rearranging,

a’l=qgy———(kp—k})

a’=qo(1—ng)(1—3npa) . (2.23a)

Here nf=(1+sf/poV2)_1 is the mean-field number of f
electrons (to leading order in go) and a=gony/poW.

Proceeding similarly with Eq. (2.22b), we find that the
dominant term in the sum on k,w is a logarithm. To
leading logarithmic accuracy one finds

aw? | | kr—ky
e, —Eo=poV*In ,
f 0=pPo V;_a 2 kF +kh
or using Eq. (2.18), Ef/p0V2 << 1, and rearranging,
90 2
gp=W|1— - exp(Eq/poV°) . (2.23b)
0

Note that to leading order in gy and N, € is given by
the usual leading order (in N) expression for the single-



3400

impurity Kondo temperature. & is of order (1/N P ~1.

Substitution of the results for €, and a shows that the
bands are very flat near the Fermi surface, with an effec-
tive mass m * related in the Kondo limit to the usual elec-
tron mass m via

(2.24)

Although the mass enhancement is order go and by Eq.
(2.9¢c) go=1/N, the mass enhancement is still very large.
For a typical system one might have £, ~1—10 meV,

J
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while W ~1eV.
We now compute the leading-order dressed boson prop-
agators from the usual Dyson equation:

D~ g,v)=Dg '(g,v)—Z(q,v) . (2.25)
Because, by Eq. (2.22), Do“l ~N, we need only consider
order N contributions to =. The only such term is a fer-
mion bubble, which has a factor of N from the spin sum.
The relevant fermion bubbles are shown in Fig. 4. The di-
agrams are evaluated in the Appendix. The result is

1 iV[1—P(q,iv)]+ Py (q,iv) P, (q,v)
D~ lg,iv)= Po(—gq,—iv) —iv[1—Py(—q, —iv)]— P, (q,iv) (2.26)
and
detD ~Y(q,iv)=2*{[1—P(q,iV)][1— P (—q, —iv)]+Py(q,iv)Ps(q,iv)/V?a?} . (2.27)
li
p +k, iw+iv The various polarization bubbles are defined by
z C oL Pl(q,iv)z;l-/—EGf(p,a))GM(p+q,a)+v) , (2.28a)
A+A(k,|l/)" a ,0
Pyp(q,iv)=V*3 Gu(p,0)Gp(p+q,0+v), (2.28b)
p, |(l.) p.w
Pp(q,iv)=V?3 Gs(p,0)Gslp+q,0+V) . (2.28¢0)
. . po
+k, iw +iv
p ! Note that the off-diagonal terms in Eq. (2.26) contain a
factor of a2 in the numerator relative to the diagonal
Z terms. The off-diagonal terms are therefore of order 1/N
AA relative to the diagonal terms; however, the diagonal
p,iw terms tend to zero as iv—0, so the off-diagonal terms
)

p+k, iw+iv
ZA+A+ k IV @

p+k,iw+iv

o f f
ZAA+(k)|V)= A A

P, iw

FIG. 4. Matrix of self-energies for finite-frequency boson
propagator.

may not simply be dropped.

Note that because we have been restricted to ivs£0, any
infrared divergences will be cut off by thermal effects for
temperature T-+0. However, we shall show below and in
subsequent sections that even at 7T'=0, infrared diver-
gences cancel in all physical quantities.

We now consider the special case iv=0. The A field
enters here; this ensures that the system is in the correct
ground state. The A field mixes with the field
Rk-——l/\/i(Ak + A _,), but as may easily be shown from
(2.13a) and (2.26), Rk is the only combination of A fields
present at iv=0. The self-energies for this case are shown
in Fig. 5. Defining a new zero-frequency bose propagator
D by
(ReR i) (ReA_y)

ﬁ(q)— (}\kR—k> <}‘k}‘—k> (2.29)
we find at zero frequency
. Py (q,0) a[1—P,(q,0)]
D @)= 411-Piq,01  Psg,0/7? (230
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isletele

k)= + + +

RR 2_f f c c f c c f
o>~ ¢

NI DA

Syak) = = k)

FIG. 5. Matrix of self-energies for zero-frequency boson
propagator. Assignment of momenta to Fermi loops is as in
Fig. 4.

We now complete the formal development by consider-
ing the 1/N corrections to the mean-field parameters €
and a. The relevant diagrams are shown in Fig. 6. The
resulting equations are complicated, but the infrared
divergent parts are easily extracted. Writing a=a,
+(1/N)a, and ef=¢€79+(1/N)esy, with ag and €44 given
by Eq. (2.21a) and (2.21b), we find that e/, is not infrared
divergent, but that the divergent part of a;,a} is given by

2Py (k,iv)
_N % (2.31)

*
1 ;
ao i freo detD ~(k,iv)

a

As in the single-impurity problem,'® divergences due to
the boson propagators cancel the divergences caused by
the shift in the parameter a, leaving physical quantities fi-
nite.

We conclude the section by showing that

<Q,(T)-—l>:0 .
(T,[Qi(7)—1][Q;(0)—1]) =X (i, j;7)=0 .

These results provide strong evidence that the constraint,
Eq. (2.4), is enforced by our formalism.

To see this, pick a site, say site j, and expand the
ground state of our model in a basis of states with definite
values of C;: @)=, .0 |@s) With Q; |@,)=n[@,)
[Eq. (2.8) shows that this is possible; the usual derivation

J

(2.32a)
(2.32b)

Xoli,j;7) < T, |Nalal(1)+ 4 ()] + S £ (1) fim (1)

%
f5Ff X AL
g ; A
(a) (b) (c) (d)

FIG. 6. Tadpole diagrams to order 1/N. The notation is as
in Fig. 2. In (a) and (e) the wiggly line running across the Fermi
loop represents the matrix of A4 propagators (if the frequency
across the wiggly line is not zero) or the matrix of RA propaga-
tors (if the frequency across the wiggly line is zero). In (c) the
boson operator that corresponds to the wiggly line has been ex-
plicitly indicated. The symbol X which occurs in (b) and (f)
(which are diagrams that appeared in Fig. 2) means that one
should substitute a—ao+(1/N)a, and gr—€p0+(1/N)es; in
the expressions derived from the diagrams in Fig. 2 and expand
to order 1/N.

of second quantization shows that Q; has the discrete
spectrum given]. Thus Eq. (2.32a) shows that
S.nla, )=, la, |3 but (2.32b) shows
>, (n—1)?|a,|*=0, which can only be satisfied if
a,=0 unless n=1. Note also that by Eq. (2.8), the
dynamics generated By H conserve the value of Q;; thus
as long as we do not try to compute operators which do
not commute with Qj, the crucial constraint, Eq. (2.4), is
preserved by our model.
We now write

Qi=Na+4Na+4)+ 3 finfim - (2.33)
m

Then using the expressions given after (2.11b) and also

Eq. (2.23a), we may easily establish (2.32a). Setting (2.33)

into (2.32b) and using (2.32a) then leads to

Na[4](0)+4;(0)]+ 3 f}(0)f;m(0)

The order-N diagrams corresponding to this expression are shown in Fig. 7. They are most conveniently evaluated in
k,v space. We consider first v<0. The A field then does not enter, and

Xk, iv)= %P,(k,ww L TeM(k,iv)D (k,iv)M(—k,—iv) ,

where D is given by
1—P(k,iv)
1—P(—k,—iv)

1—P(—k,—iv)

M(k,iv)=Na 1—P,(+k, +iv)

(2.34)

(2.35)
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cf c c fc cfc f cc
(a) (b)

A At ch\f\/L)A
cc ft f cc cc f cfc
(c) (d)

c X c

(e)

FIG. 7. Self-energy corrections to c-electron Green functions.
The notation X is as in Fig. 6. There should also be diagrams
involving the A field. These are not infrared divergent; and they
do not contribute to the imaginary part of the self-energy. They
have therefore not been explicitly written.

Performing the trace and using identities given in the
Appendix immediately yields the desired result. Now
consider the case iv=0. The A field enters here; one may
think of it as projecting out of the “mean-field” ground
state of Hy [Eq. (2.13a)] any components with quantum
numbers (Qj Ys~1. In this case the expressions are slight-
ly different, because it is convenient to use the Bose field
R=(1/V2)(A"+ 4). One obtains

XQ(k,iN=O)=—Ij—2Pf(k,iv=O)+§ TeM, (k)D(k)M,(k),

where now D(k) is given by (2.27) and
1—P(k,0) 1—P,(k,0)

M(k)=Na| _p (k00 —P;k,0) |-

Again, performing the trace one obtains X y(k,0)=0.

III. THERMODYNAMICS

In this section we consider the thermodynamics of our
model to leading and next-to-leading order in 1/N. We
show that the specific heat C=yT and susceptibility X
are finite to order 1/N. We explicitly compute the Wilson
ratio R=X/y to order 1/N. R is interesting because its
divergence signals a ferromagnetic instability. It has been
argued that the Anderson lattice in the Kondo limit will
be unstable towards some form of magnetic order, except
in a large- N limit. A criterion for stability which has ap-
peared in the literature is”!8

N> |Ey| /A, . 3.1

We have rewritten the result in our notation. We may
use Egs. (2.23b) and (2.24) to write |Eg| /4

~ In(Nm*/m). Thus, with this view, the larger the mass
enhancement, the greater the tendency toward magnetism.
For, say, m*/m ~200, one must have N > 7 for stability.

In contrast, we find within our 1/N expansion a much
less stringent condition,

N>1, (3.2)

indicating that the Kondo lattice is much less unstable to-
wards magnetic order than previously believed. Of
course, our spin-N conduction band is not realistic, there-
fore (3.2) cannot be applied directly to real systems. Here
we merely stress that to order 1/N we find no relation be-
tween mass enhancement and tendency towards magnetic
instability.

We now turn to our computation. We shall obtain y, X,
and R by computing the free energy F and differentiating
with respect to temperature T and magnetic field A. The
dependence of F on T is easy to compute within the
Matsubara formalism we use. The dependence of F on A
for a realistic Anderson lattice would be very complicated,
for reasons analogous to those discussed in Sec. II in the
context of our choice of a 1/N expansion. Therefore, in
the spirit of our earlier approximations we may couple A
to the bare Hamiltonian (2.5) via [the factor N is inserted
so that X is O(N)]

Ex —>Epm =€k +hm /N ,
E0—>E0m:E0+hm /N .

Retracing the steps that led to Egs. (2.13) shows that we
couple the field to the final Hamiltonian Egs. (2.13) via

(3.3a)
(3.3b)

€ —Exm =€x +hm /N ,
EfO_’Efm =ef+hm/N .

Note that R is relatively easy to compute within a 1/N
expansion,'® for if one has

7/:7/1\'(1+a/N) ’
X=Xy(14b/N),

then
R=(yn/Xy)1+(b—a)/N]. (3.4)

We now compute F. The leading order contribution F
has no boson lines and may be written

Fo= 3 InG,,(k,iw)+ InG,,(k,iw), (3.5)
k,o,m
where
G, <2>m=———1 . (3.6)

lw—E’{:z(k)

Here G, (G,) is the Green function appropriate to the
lower (upper) band of H, [Eq. (2.15a)]. F, may be dif-
ferentiated in the usual way; one finds

Nm'kp
y=m*/m WO:T R (3.7a)
Nm*kp
X=(m*/m )X0=T , (3.7b)
R=1. (3.7¢)
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m*/m was defined in Egs. (2.24); y, and X, are the
specific-heat coefficient and susceptibility that a nonin-
teracting band of c¢ electrons filled to k =kr would have.
It is instructive to use the expressions for m*/m and a?
derived in Sec. II to write

3
Yzlr_n_f(1+a/4) . (3.8)
3 Ef

In the limit a=0, this is precisely the leading order
one-impurity result'® (note y is normalized to the unit
cell). The order a corrections are due to lattice effects, in
agreement with the ideas of Read and Newns.’

We now consider F, the 1/N correction to F. As in
the single-impurity calculation,'” there are two contribu-
tions to F;: one is shown by the diagrams in Fig. 8; the
other arises from setting the 1/N corrections to the pa-
rameters €, and a into the leading order expression F,
and expanding to order 1/N. These latter contributions
give identical contributions to X and y, up to trivial fac-
tors, and therefore do not contribute to R; they do, how-
ever, lead to infrared divergent terms y},X] in the 1/N
corrections to ¥ and X. One finds, e.g.,

yI=(1/N)af /ao)yo -

Now consider the contribution, F%, to F, from the dia-
grams shown in Fig. 8. These may be summed; one finds

F?=— 3 IndetD ~'(k,iv). (3.10)
k, iv£0

(3.9

F? depends on temperature through the sum on the
Matsubara frequency v. It also depends on A and T
through the fermion bubbles which make up D ~!. This
latter dependence is the same, up to trivial factors, for T
and h, and therefore does not contribute to R; it does,
however, lead to infrared divergent contributions Y3 and
X% toy and X. We find, e.g.,

2
yh=— 3 Tr Q(k,iv)a—zg“(k,iv) . (BaDy
k. iv£0 or

After converting the frequency sum to a contour in-
tegral in the usual way, one may easily verify that the
only infrared divergent term in (3.10) comes from dif-
ferentiating the term that cancels the bare-boson energy
(ef—Ej). Application of Eqs. (A9) and (2.31) shows that
the infrared divergences arising from Egs. (3.9) and (3.11)
sum to zero, so that the 1/N corrections to ¥ and, similar-
ly, X cancel, as they must.

FIG. 8. Diagrams for the free energy. The light line is the
bare-boson propagator, which must be used to avoid double
counting. Diagrams involving A lines may be omitted for
reasons explained in the text.
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We now compute R. The only term that contributes to
the temperature dependence, but not the field dependence,
of F; comes from the temperature dependence implicit in
the frequency sum. This sum is evaluated by converting
it to a contour integral and wrapping the contour around
the real axis in the usual way, leading to

Fi—_ ; f %nlg(s)tan

_; ImdetD ~(q,e+i8)

RedetD ~'(g,¢)
(3.12)
Here ng(e) is the usual Bose function:
1
ngle)= (3.13a)
B ef_1
As T—0 we have
2
nple)=—06(—¢)+ "Tkgrla'(w . (3.13b)

Here 8'(¢) is the derivative of the dirac § function.

Further, as shown in Appendix A, one finds that as
e—0, Im[detD !(g,e+i8)]—¢€>, while Re[detD l(g,e
+i8)]—¢€% The T? part of F; may therefore be easily
extracted, and so one finds for R, the 1/N correction to
R:

1 mTkg ImdetD ~!(g,e+i8)
e RedetD ~!(qg,€)
(3.14)

Using Egs. (A.21) and (A.22) and working to leading
order in a, we find

Ry=ak[1—(1—n;)?]/87%,yo=[1—(1—ns)*]/N .
(3.15)

R,=— im
! N'}/o 2172 e—0 q

This result has been previously obtained by Read in the
context of the single-impurity problem.!* We note that
this result is consistent with the ansatz

1
R=———,
1—a/N

where a=1—(1—n, In the Kondo limit of primary
interest here, a ~ 1. This justifies the instability criterion
(3.2).

One may also expand (3.14) to next order in «, obtain-
ing a contribution to R of order qo/N. We note that this
contribution is “nonuniversal:” It depends, through a, on
the density of electrons n, and, through the logarithm, on
kr. Both n and kp may vary from material to material.
Formally, we have no right to retain this term, because it
is of order 1/N?, and there are other 1/N? terms we have
not computed. Nevertheless, we write it down for com-
pleteness:

R,=0.07go/N .

(3.16)

)2

(3.17)

This result has been previously obtained by Auerbach and
Levin.®

We now comment briefly on the result Eq. (3.16). First
it (and results for specific heat and susceptibility, which
we have not written down here), shows that we have gen-
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erated a systematic 1/N expansion; this provides a test of
the validity of our method of expansion and resolves the
question raised in the discussion of Eq. (2.22). Second,
our result for R seems not to be universal: Unlike the
single-impurity result, the 1/N? terms may vary from
material to material. However, this nonuniversal quantity
R is, in our expansion, still of order 1, and in particular
does not depend on the parameter | E, | /A, to leading or-
der in 1/N and gqo/N.

Finally, we comment on the difference between our cri-
terion [Eq. (3.2)] for when the nonmagnetic ground state
is favored over a magnetically ordered ground state, and
the previously derived one [Eq. (3.1)]. Equation (3.1) has
been derived in two ways: by comparing the one-impurity
Kondo temperature with an estimate for a magnetic or-
dering temperature 7,, due to the conventional
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction
[the strength of which may be estimated from the Ander-
son Hamiltonian, Eq. (2.1)], and via an explicit computa-
tion of R using the Gutzwiller method. It has been ar-
gued’ that the RKKY interaction is smaller by a factor of
N in our model than it is in the simple estimate from Eq.
(2.1); therefore, the comparison between e, and T,, does
not apply to our model. The Gutzwiller calculation is dif-
ficult to compare directly with our treatment because in
Ref. 9 a distinction was made between spin and orbital an-
gular momentum of the f electrons. The magnetic field
was coupled only to the spin, while the large-N limit was
taken by increasing the orbital degeneracy.

IV. NATURE OF THE GROUND STATE

In this section we discuss the nature of the ground state
derived in Sec. II. This ground state is nonmagnetic and,
as shown in Sec. III, behaves thermodynamically like a
Fermi liquid with a very large mass m*. But according
to one way of looking at the problem,’ a nonmagnetic
ground state should not exist in the Kondo limit [Egs.
(2.3)] in which m*/m is large. In this section we outline
this argument and then show how our results resolve the
problem. We also clarify the nature of the quasiparticle
states of the Fermi liquid and discuss which physical
quantities involve the enhanced effective mass and which
do not.

We have argued in the beginning of Sec. II that in the
Kondo limit of our model the f-electron sites are essen-
tially singly occupied. In this limit one might expect each
f site to have an electron of definite spin, and one might
also expect these spins to order magnetically. The Kondo
effect is usually invoked to explain why the spins do not
order magnetically. The Kondo effect involves one mag-
netic impurity in a nonmagnetic metallic host. At low
temperatures the interaction between the spin on the im-
purity and the conduction electrons leads to strong spin-
flip scattering of those conduction electrons within an en-
ergy, Tk, of the Fermi surface. T is the Kondo tem-
perature and is the single impurity analogue of our energy
scale €¢. In the large-N limit, both are given by the same
formula, Eq. (2.20b). The strong interaction between the
conduction electrons and the impurity spin leads, it has
been argued,’ to the formation of a spin-polarization
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cloud which contains one conduction electron and sur-
rounds the impurity. The spin of the polarization cloud
and the spin of the impurity lock together to form a sing-
let, so that the ground state is nonmagnetic. Since the en-
ergy scale of the problem is Tk, the cloud must be made
up of electrons within an energy Tk of the Fermi surface,
and must have a linear dimension £y~vg/Tkg.

One would like to extend this picture to a lattice, to
describe the heavy-fermion materials. Two problems,
however, immediately arise. One is that the distance & is
much greater than the inter-f-site spacing: the spin polar-
ization clouds would therefore interfere with each other.
Now it has been argued!! that in the lattice case the ap-
propriate length is £ =vf/Tx, where vf=(m/m*)v;.
Since one has, approximately,

m/m*~Tx /W, 4.1)
where W is the bandwidth, one would estimate
ES ~vE /Tx ~ve /W ~(1 lattice constant) . (4.2)

If this were correct, the “interference” problem would
disappear.

However, there is a more fundamental problem with
this picture of a Kondo lattice:®> the spin polarization
cloud is supposed to be a wave packet containing one elec-
tron, made up from electrons within Tk of the Fermi sur-
face. But the total number of electrons available within
Tk of the Fermi surface is ~Tx/W. This is much less
than one per site: there are not enough electrons available
to compensate every spin.

We are therefore motivated to consider, within our
model, how the c¢ electrons are scattered near the Fermi
surface and how the f spins are compensated, so that the
ground state is nonmagnetic. We consider first the elec-
tron Green functions. We begin with the bare-fermion
Green functions appropriate to H,. These are defined in
Egs. (2.19) and (2.20). We note from Egs. (2.20) that near
the Fermi surface the dispersion relation is w=¢,(k), but
de,/0k =(m /m*)v}) where v}) is the bare c-electron velo-
city. The low-energy excitations of H, are therefore
heavy fermions. However, G, and Gy, are unphysical: if
one writes, i.e., Gy in spectral representation,

(@ fim |70 | fim | @)

in—E,

Gr=3

the eigenstates |n) obviously do not satisfy Q;|n)
=|n) (because Q; |@)=|¢@) and we have added one f
electron to go from |[@) to | n)). Thus to compute G,
and G,; one must go outside the physical space defined by
Eq. (2.4). Thus G; and Gy, must be viewed as convenient
objects with which one may calculate physical quantities.
They have no simple physical interpretation. G, on the
other hand, does not suffer from this defect. We now in-
terpret it physically. To do this it is useful to analytically
continue it to real frequencies and to rewrite it as

Gelkyo)= 1 . 4.3)

w—sk—VzaZ/(w—sf)
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Consider low frequencies, w <<€y and wave vectors
near ky. Note g, = Vzaz/sf. Then G¢ may be approxi-

mately rewritten

Z
Gelkw)=——""FT—"—, 4.4)
che o—vf |k —kg|
where
Z=(14+m*/m)~". (4.5)

Thus, near the Fermi surface the ¢ electrons behave as

quasiparticles of spectral weight Z << 1. In subsequent

sections we show that this has interesting consequences

for NMR relaxation and for the conductivity o(w, T).
Next, consider large frequencies, w >> Va; then

Gelk,w)= L , (4.6)
W—Eg

i.e., the c-electron Green function reverts to the form it

J

would have in the absence of hybridization. For frequen-
cies of order Va and smaller, G, is strongly modified.
Note that in the one-impurity problem, c-electron propa-
gation is only modified for energies of order
er~(m/m*)'"*Va from the Fermi surface.

Finally, we compute the c-electron density of states,
pel®)= ImG,.(k,w). Inspection of (4.3) shows
pelw)=pylw)=(dk /de;), unless w is in the gap in the
band structure shown in Fig. 1. Thus, the c-electron den-
sity of states is essentially unenhanced. Another way of
stating this result is that the quasiparticle density-of-states
enhancement (m*/m ~Z~!) cancels the quasiparticle
spectral weight, to leading order in N.

We now consider the 1/N corrections to G.. We show
infrared divergences cancel in it and we compute ImG,,
which will be useful in our discussion of the conductivity,
and, we will argue, may be measured in a tunneling exper-
iment. The relevant diagrams are shown in Fig. 8. The
analytic expression corresponding to these diagrams is

Grk,iw)?'S D1(q,iv)Gelk 4+, i (@+v)]+2Gy(k,io)Ge(k,io) S, D1y(q,iv)Gylk +¢,i(@+v)]

g, iv

q,iN

Gk i) 3, Donlgi)GyTk +4,i @+ v)] +2a,5~Gelkyiw) ,  (47)
1

where

D\ (g,iv)={iv[1—P(—q,—iv)]+P,(qg,iv)}/detD ~\qg,iv),

D\, (g,iv)=[—P,,(q,iv)]/detD ~!(g,iv)
Dzz(q,iv)ZD”( —q, —iv)

q,iN

(4.8a)
(4.8b)
(4.8¢)

(there are additional terms at v=0 which contribute neither to the infrared divergences nor to the imaginary part),
detD ~!is given by Eq. (2.26). Because detD ~! is proportional to v? the terms involving the D’s are infrared divergent.
We now write out explicitly the terms involving D in Eq. (4.7). All of these terms share the common factor

1

q,zi,, [io—e(k)Plio—ey(k)])*detD ~Hg,iv)[i(w+v)—e(k +q)[io+v—esk +¢)]

Suppressing this for the moment and using Eqgs. (2.20), we find for the terms involving D in Eq. (4.7):

Via*[i(o+v)—ep]{ —iv[1—P(—q,— )]+ Pp(q,v)} —2V?a*(iw—¢e;)P,(q,iv)

+(ia)—ef)2[i(w—+—v)—ek+q][ivl —P(q,iv)+P,(q,v)] .

This expression may be rearranged into a part which tends
to a constant as iv—0 and a part which vanishes as v?
when iv—0. The part which tends to a constant leads to
an infrared divergent contribution I given by

. P, (q,iv)
T lio—g(k)Plio—ey(k)]? 5, detD " Yg,iv)
Using the definition of G., Eq. (2.20b), and of the in-

frared divergent contribution a} to the parameter a, we
find

(ia)—Ef)

(4.10)

9G, (k,iw)
- da

Thus the infrared divergence due to the boson propagator
precisely cancels that due to the correction to the mean-

I= (a;) . (4.11)

(4.9)

[

field parameter a, leaving G., a physical quantity, finite.
We now consider the contribution of the remaining, fi-
nite, terms to the imaginary part of the c-electron Green
function. We restrict ourselves to frequencies w <&, and
w5¢€,(k). The remaining terms have the general structure

F1(k,w)
[io—e (k) Plio—ey(k)]?

D(q,iv)Fy(k +q,io+iv)
i(lo+v)—eg|(k +q)

q,v

Here D represents some polarization bubble divided by
detD~', and F,(k,e) and F,(k,e) have no poles for
Ree <&f, and F; are real for real e. Thus performing the
sum on v in the usual way, analytically continuing
iw—Q+18, changing variables in the momentum sum to
p =k +g¢, and assuming () <&, and Q=¢,(k) gives
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—F(k,Q) Fy(p,e(p))ImD(p —k,e(p)—Q+i8)[ f(e(p))+b(e(p)— Q)]
[Q—&(K)][Q—ex(k)] < E, ' ‘

For ) <<& the integral over the magnitude of p is restricted to p =pp, and to leading order in Q2,T? the integral may be

evaluated to give

Fy(k,Q)F,(pg,0) m* polQ? +(7TT f
[Q—e (K P[Q—gy(k)]* m

47 e—

Assuming k =kp, evaluating the angle integral as in Sec.
II1, and now using (4.9) and (4.12), we obtain after some
algebra an expression for the 1/N correction to
ImG.(k,Q), for Q <ep,
. 1 . 2 m*
ImG,(k,Q+id)= N—[Rch(k,Q-i—zS)] nf~m—
Q2 +(rT)
&f
Equation (4.13) is the first term ina 1/N expans1on of the
full interacting c-electron Green function G, full [given by
the usual formula: (GM)~'=G/'—= ¢ ], where the self-

energy 2, is order 1/N. We thus conclude that the imag-
inary part of the c-electron self-energy is given by

(4.13)

nr m* Q>+ (7T)?

4.14
N m 2¢ef ( )

Im2 (k,Q+i8;T)=
Several features of this result are of interest. First, note
that this has the form associated with a Fermi liquid of
mass m* and Fermi temperature €. Second, note that up
to terms of order go/N, Im2 is momentum independent.
Third, for energies of order £/, the scattering rate is large
compared even to the hybridization gap 2A (see Fig. 1).
for this reason we believe that the band gap obtained in
the mean-field theory and sketched in Fig. 1 is an artifact
of the mean-field theory, and could not be observed in a
physical system.

Finally, if we argue that the low-energy piece of the real
part of 2, (which we have not computed here) may be ab-
sorbed into a renormalization of the effective mass m*,
we may use Egs. (4.3), (4.5), and (4.14) to write, for low
energies

V4
Q—vf [k —kg| +(i/2N){[Q*4(

G, (k,Q)=
(K, Q) Y

(4.15)

This form for G, shows that the main effects of the
electron-boson interactions on the c¢ electrons are to (a)
reduce the spectral weight of a c¢ electron near the Fermi
surface by Z=m /m?*, (b) renormalize the velocity by the
same factor, and (c) contribute an inelastic scattering rate
of characteristic energy €p. Similar ideas have been sug-
gested by Varma'!® and Fukuyama.'?

We now study the spin polarization cloud around a

given f spin by examining the correlation function
Xer(r)={(M;(0,0)M,(r,0)) , (4.16)

where

—-—Ehm—ImD[ppF—k e+i8] .

(4.12)

My(r,)=" mf(r,0)f (r,1) 4.17)

and similarly for M,.

XZr may be easily computed to leading order in 1/N
for both the lattice and the one-impurity models. By the
arguments of Sec. II, the 1/N corrections will not change
the qualitative features; we shall therefore not compute
them.

To compute XZr in the one-impurity case it is simplest
to adopt the functional integral formalism of Read and
Newns.> One introduces source terms coupling to M{ and
MZ(r), computes, as in Ref. 3, the free energy including
source terms, and differentiates with respect to these
source terms. Note that in the one-impurity case the c-
electron wave vector k is a radial wave number. We must
therefore use a Bessel function j(kr) to convert from
momentum to position space. As we are only interested
in distances r > kf_l, and since only k ~k, will be impor-
tant, we may use the asymptotic form j(x)~cos(x)/x,
and we need not specify the order of the Bessel function.
Performing the calculation leads one to evaluate the bub-
ble shown in Fig. 9. (in which the notation is that of Ref.

3). Evaluating, we find
2

N ATA J{gr)
Xce(r)=NA (]’%,(ia)—eq)(iw——sf%-iA’sgnw)
(4.18)
Here A'=pV?%a?; the same quantity was denoted by A

in Ref. 3. Note that A’=¢;/N. From the orthonormality
of the Bessel functions of different g, one may show that

Gliw+iv) G(q,iw+iv)

Gyliw) G, (k,iw)

A

FIG. 9. Order-N diagram for the correlation function de-
fined in Eq. (4.5), in the single-impurity case. Notation is as in
Ref. 3.
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[ d*rxiein=1. (4.19)

There is one electron in the screening cloud.

After evaluating the frequency sum in Eq. (4.18) and
taking the large-N limit as in Ref. 3, one finds that the
quantity within the square brackets is given by

cos(kr)
k<kgp kr(Ef—Ek)
for r> kg !, This integral is dominated by the region
k ~kp, where the denominator is ~¢&;. In this region we
may write
k =kf--Ek /g
and use x =(k —kg)r +r/§, as the variable of integra-

tion. The quantity within square brackets in Eq. (4.18)
becomes

Po_ fw cos[(kp— &5 rlcosx +sin[(kp— &5 ')r]sinx

X
kpr /&0 X

where £, was defined previously and po=mky is the den-
sity of states. The integrals are standard. One finds that
for r/gp<1

€
Cr(r)~ (: :)2 In’r /&, , (4.20)
F
while for r/&€,> 1
€
2 ()~ (—:—-f)—z(é‘o/r)z . 4.21)
Fr

The qualitative features are clear. In the one-impurity
case the relevant energy scale is the Kondo temperature;
the spin polarization cloud contains one electron and falls
off rapidly—though not exponentially—for r > &,.

We now compute the same quantity for the lattice. The
relevant bubble is shown in Fig. 10. Evaluating it in the
standard way gives

ik-r |2
Xeg(r)=V2a? £

(4.22)

k<kp Ey

Integrating over all » shows that the screening cloud in
the lattice case contains A/W << 1 electrons, confirming
the essential point of the discussion in Ref. 5. Note, how-
ever, that the relevant energy scale is A, not €. The ener-
gy scale A is the scale over which the c-electron wave

FIG. 10. Order-N diagram for the correlation function de-
fined in Eq. (4.5) for the lattice case.
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functions are modified in the lattice. This scale does not
occur in the impurity problem.

We may evaluate the sum over k along the same lines
as in the one-impurity problem. Note that the momentum
where the denominator is minimized is kj,, not kp (see
Fig. 1). We assume k;r > 1. We find

—2rA/v
e F

ZCF( r)~ (4.23)

(kpr)?

[The normalization is fixed by Eq. (4.22).]

Note that the relevant length scale is vg/A. This is
short compared to the one-impurity len%th &0, but long
compared to the interatomic distance k; '. Note that the
correct velocity to use in forming the length is vz, not vg.

From this it is clear that the physics of a Kondo lattice
is not the same as the physics of a Kondo impurity, in
agreement with the argument of Ref. 5. The local spin
polarization cloud picture which applies to the impurity
does not apply to the lattice. It should be pointed out that
the approach of Ref. 11, which amounts to replicating the
solution of the single-impurity Kondo problem over a lat-
tice, leads to essentially the same band structure as that
described by our H, [Eq. (2.15a)] and as that found by
other authors.®~!

To better understand the nonmagnetic ground state in
the lattice, we consider the full frequency and wave-
vector-dependent susceptibility, X(q,w). As discussed in
Sec. III, we couple the magnetic field A to our system by
adding a term Am to energy of a c or f particle of spin m.
Within this assumption, the susceptibility may be calcu-
lated in the usual way. To leading order in N, the only di-
agram is that shown in Fig. 10, plus all possible other
choices for whether the vertices involve ¢ or f spin opera-
tors. As discussed in Sec. II, this gives the qualitatively
correct results for energies much less than &,. For the
imaginary part of X and w << &y we find

(9]

LE)(v,f-‘q —o) . (4.24)

1
2 vrq &f

ImX(q,0)=

One obtains the same result (up to terms of order
m/m?*) if one couples the field to the f electrons only.
This result is, of course, precisely that expected for a Fer-
mi liquid with Fermi energy ;. This shows, among other
things, that at long times (compared to sf_l) the f spins
are delocalized; the Pauli principle makes it unfavorable
to set the f electrons in the same spin state, and it is un-
necessary to form a singlet on each site.

Even though the spin degrees of freedom contributing
to the enhanced susceptibility are free to move through
the lattice, they will remain mostly on the f sites, because
[as can be seen from Eq. (4.4) or (2.14)] the relative weight
of the c-electron operator in a band-electron wave func-
tion at k =k is only m/m*. This has an interesting
consequence for a Knight-shift experiment using an NMR
resonance on a nucleus at a c-electron site—e.g., the °Be
resonance in UBe;3;. In such a case the Knight shift at a
given site i is proportional to the square of the electron
wave function at site i times the susceptibility. The sus-
ceptibility in a heavy-fermion material scales as m* /m of
a typical metallic value; the overlap between a band-1
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electron at k =k; and a c-electron wave function is
m /m?*; we therefore expect that the Knight shift at a c-
electron site in a heavy-fermion material would be of the
same order of magnitude as in a normal metal, and would
not show the mass enhancement found in X.

We have considered the spin fluctuations; we now turn
to the density-density correlation function, S(g,w). This
is the Fourier transform of S(7,t), which is defined by

S(g,w)={T[n(r,t),n(0,0)]) . (4.25)
Here n is the density operator, which may be written

nq:2f2+qukm +C1I+qmckm . (4.26)
k,m
The diagrams for S are shown in Fig. 11 and may be
easily evaluated using the results of Sec. II and the Ap-
pendix. In the Fermi-liquid regime vfg,m <<&; with
y =w /v arbitrary we find

gy

S(q’w)=_Npl+Ff)g(y) , (4.27)
where
g)=14+y/2)n|(1—y)/(1+y)]
+imy/2601— |y ), (4.28a)
S=(m*/m)[1—(m*/m)(1—n;)*] . (4.28b)

The expression for Fj holds only in the Kondo limit,
where m*/m(1—n;)*<<1. Fj is the only Landau pa-
rameter not of order 1/N and not of order (m*/m)°.
The large value of F{ shows that charge fluctuations are
suppressed. For example, the compressibility dn/dp is
given by

A 1im S(¢,00=Npo[1 +(m*/m)(1—np)?] . (4.29)

d[.t q—0
Thus, up to small terms, the compressibility is identical
to the compressibility the c electrons alone would have.
Similarly, one may study the f-density—f-density correla-
tion function Sy, by using the f density and not the total
density in Eq. (4.25). One finds, for the f structure factor
ImSyy, for vgq large and o < &,
ImSyr(q,0)=(1—ng)ImX(q,w)/N . (4.30)

The f-change fluctuations are therefore much weaker
than the f-spin fluctuations, as expected from the con-

straint, Eq. (2.4).
S

(b)

FIG. 11. Order-N diagrams for S(q,»). The wiggly line
represents the matrix of 4 propagators except at @ =0 where A
and R propagators must be used.

We also note that the expression (4.27) for S implies the
existence of a collective zero-sound mode with velocity
c?=F}vf /3. In the presence of the long-range Coulomb
interaction the mode is pushed up in energy to a ‘“‘renor-
malized” plasma frequency of order ;. More details will
be given in a future paper.

To summarize this section, we have shown by consider-
ing various correlation functions that the “Fermi-liquid”
ground state is made up of heavy quasiparticles carrying
the f spin and the ¢ charge. Physical quantities which
couple to the charge degrees of freedom, or in general to
the c electrons only, are “unenhanced,” that is, do not de-
pend on the mass enhancement m*/m. It was previously
suggested,'® by analogy with the electron-phonon prob-
lem, that many “transport” quantities are unenhanced be-
cause the interactions that lead to the heavy-fermion state
are tied to the chemical potential; this leads to a strong
frequency dependence and weak momentum dependence
for the self-energy and vertex functions, and thus to a
cancellation of m* from transport quantities. The fact
that the spin response functions are enhanced is attributed
to the presence of a spin-dependent interaction. Our re-
sults, however, arise from a Hamiltonian with no spin-
dependent interaction. We ascribe the fact that some
quantities involve m* and other quantities do not to the
presence of two sorts of fermions (¢ and f) in our model,
and to the constraint (2.2). Roughly, anything coupling to
the spin involves the f electrons and therefore the
enhanced density of states. Because of the constraint (2.2)
anything coupling to the charge degrees of freedom cou-
ples only to the c electrons. Anything involving only ¢
electrons only ‘“‘sees” the enhanced density of states in
subtle ways. For an example of where the mass enhance-
ment enters into a c-electron quantity, see the discussion
of the frequency-dependent conductivity in the next sec-
tion.

V. FREQUENCY- AND TEMPERATURE-DEPENDENT
CONDUCTIVITY o(w,t)

In this section we discuss the frequency- and
temperature-dependent conductivity o(w,T) for low fre-
quencies and temperatures o,T <<e;. This is a measur-
able quantity for which our model gives nontrivial results
which are in qualitative agreement with recent experi-
ment. It is also an illustration of how the mass enhance-
ment enters into a transport quantity, and of how the
electron-boson interaction affects a physical quantity.

Finally, the temperature dependence of o is interesting
because it is unclear whether in real systems the charac-
teristic temperature inferred from o(7) is the same Kon-
do temperature deduced from y,X or the neutron
linewidth, or whether it is some lower ‘“‘coherence” tem-
perature scale, determined by a different physical process
than the Kondo scattering which leads to the enhanced
v,X, etc. Our model has only one energy scale for low-
energy phenomena: €y, which we identify with the Kondo
temperature. We derive below a formula for o(T) at low
temperatures; it seems qualitatively correct for CePds.
Further experimental tests would, however, be of interest.

Before we can compute the conductivity, we must cou-
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ple the electric field to our system. We assume the usual
rule, V-V —i(e/c)A, where A is the vector potential.
As the fs are dispersionless, the field couples only to the
¢’s. With this proviso, we may solve for the conductivity
via the usual linear response. We neglect the possibility of
the anomalous skin effect, and so take A to depend on
frequency only.

Now in a perfect lattice, the dc conductivity is infinite.
To obtain sensible results, we must incorporate scattering.
There are two possible sources of scattering of electrons.
One is scattering of electrons off of impurities; the other
is off of boson fluctuations. This latter turns out to be in
some ways analogous to electron-phonon scattering. In
what follows, we assume the validity of “Matthiesson’s
rule,’?® which asserts that the resistivities due to a dif-
ferent scattering mechanism add. Thus if in the presence
of impurities only the conductivity were o; and in the
presence of bosons only the conductivity were o, then the
total conductivity would be given by

—1

o '=07"405! (5.1

Matthiesson’s rule is believed to be valid when the vari-
ous scattering mechanisms are not momentum depen-
dent?® and are weak. The results of Sec. II, the Appendix,
and Eq. (5.2) below guarantee that the first condition is
satisfied. For the second, we assume a low impurity con-
centration and consider only frequencies and temperatures
small compared to €f, so that the usual Fermi-liquid
phase-space effects ensure that the electron-boson scatter-
ing is weak.

We now consider the impurity contribution, o;(®).
(This will not depend on T for low 7.) To compute this
we must couple disorder into our system. The effects of
disorder on heavy-fermion systems are various; we do not
wish to enter into this subject here. For our purposes it
suffices to assume that the disorder is weak and on the c-
electron sites only. Then, to account for the disorder we
add to the original Hamiltonian (2.4) a term

+
Himpzz VICkka’m .
kk’

m

(5.2)

We assume that this term does not affect the formal
development of Sec. II in any significant way. We shall
compute the effect of disorder on the c-electron Green
function G.(k,w) via the usual Abrikosov-Gor’kov per-
turbation theory,?! assuming that the unperturbed form is
that given in Eq. (2.20a). We work to leading order in N;
therefore, boson fluctuations will not enter the calcula-
tion. Hiy, couples only to c electrons; therefore, f elec-
trons do not enter. We need consider only the diagrams
shown in Fig. 12. After solving the Dyson equation
shown there we obtain the impurity-averaged Green func-
tion G.:

G ,0)=Gk,w)—2. (k) , (5.3)
where
A3k’ =
S (kyw)= VG, (k') . 5.4
(k,@ f(zﬁ) 7G.(k",0) (5.4)

Here, we work with real frequency w and assume
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—————— = —_— +

FIG. 12. Dyson equation for the impurity averaged c-
electron Green function G. (represented by the thick line) in
terms of the no-impurity Green function (represented by the
thin line) and the impurity potential, here represented by the
dashed line.

® <€gf. As usual, it is the imaginary part of the self—
energy 2, that is of interest. Making the usual ansatz,’

ImZ, (k,w)= —l—sgnw R (5.5)
27','
and writing G, in the convenient form,
22
G ko) = —ep — L9 (5.6)
CL)—E/'

we may solve Eq. (5.4) for ;.
the usual expression:

As long as w <&; we find

N (5.7)

2T i
Because we have assumed that the impurity scattering
is isotropic, the impurity conductivity o;(w) is simply

given by

oi(w)=e*Im—

ff 3kda)
(2m)*
X c0s?0G, (k,w+o')G,(k,0') .

(5.8)

As usual, one evaluates this expression by performing the
angle integrals and then the integral over the magnitude
of k. As usual, one finds that for the integral over the
magnitude of k to contribute, v and (w+®') must be of
opposite sign. Further, note that the magnitude of k will
be near kp, where g, is large, and not near k;,, where it is
small. For w <<¢y, (5.8) reduces to

ne? Ti ne? Ti

H)="¢" =ne L.
T T T (m* /m)e* 2 m* 140r)?
(5.9)

We have defined 7} =(m*/m)7;. Thus, at dc the con-
ductivity is what one would expect for a conventional,
unenhanced metal, in agreement with the ideas of Var-
ma!® and Fukuyama.!? Note, however, that the quantity
n =Nkp /67 in the prefactor is the area of the Fermi sur-
face including both ¢ and f electrons, in agreement with
Luttinger’s theorem.

Our new result is that the frequency dependence is very
strong. If the impurity scattering is weak, as in a good
metal, the frequency w*=1/7] at which o(w) has fallen
to half of its dc value may be of order 10° Hz (if €, ~ 100
K), a remarkably small value.

We now sketch how including scattering off of bosons
modifies this result. In light of our discussion of
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Mathiesson’s rule above, we form the conductivity simply
by adding the c-electron self-energy due to electron-boson
interactions to the c-electron self-energy due to electron-
impurity interactions. We note that in a Galilean-
invariant theory this is not a correct procedure: identities
coming from the fact that collisions conserve momentum
guarantee the existence of vertex corrections that cancel
the damping self-energies and lead to an infinite conduc-
tivity, in the absence of impurities even for Ts£0. How-
ever, because our f electrons are dispersionless, our model
is not Galilean invariant. Also, the presence of a lattice
means that collisions conserve pseudomomentum, not
momentum, while as shown in Sec. IV, even low-energy
boson fluctuations may scatter electrons through arbitrari-
ly large angles. Thus, umklapp processes can occur at all
nonzero temperatures. For these reasons, the identities
mentioned above do not apply to our model, and our pro-
cedure will give essentially the correct result. Now, using
Eq. (4.14), and interpreting the imaginary part of the c-
electron self-energy as a temperature- and frequency-
dependent scattering rate 1/27(w, T), we find

* 2 22
1 =L 1m o +7T (5.10)
o, T) 7 N m Ef
Thus at T =0 and for w < w., with
Nes(m/m*
w§=_ﬂ_ﬂ_) , (5.11)
Ti

the impurity scattering dominates and (5.9) applies, but
for larger o one finds

(5.12)

Thus for w > w. the conductivity becomes very small (of
the order of the Ioffe-Regel limit) and approximately in-
dependent of frequency. A sketch of the predicted o(w) is
given in Fig. 13. The qualitative agreement with recent
experiments?? is gratifying.

We now consider the case T>0, w=0. Thus, from
(5.10) we write for the resistivity p=0""! (after averaging
5.10 over the energies of thermally excited electrons®*)

5.13
ne N m 3€f ( )

Thus the coefficient of the T2 term in the resistivity is
large and scales as (m*/m)sf1~ef'2. To compare Eq.
(5.13) with experiment it is convenient to differentiate
(5.13) with respect to T2 and make the dimensional fac-
tors explicit, obtaining

1 m* 1

‘]‘v- m _87253#"22 .

(5.14)

Here n is the carrier density in units of 10?? particles/cm?,
€ is the Kondo temperature in units of degrees kelvin,
and B, is the coefficient of the T? term in the resistivity
in units of uQ cm/K?. For CePd; one finds n,,=0.35,%
m*/m =40 [by combining data for o(w) and y],%* while
e,=124 K (taken from the neutron linewidth).?* These
values in combination with Eq. (5.14) imply
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o(w)
O'm'ﬂ
T T T
| w €
T* ¢ f
i
FIG. 13. Sketch of proposed form for the frequency-

dependent conductivity o(w).

B, (CePd;)=0.12/N; the measured value** is ~7x 1072
thus (5.14) seems to be correct in order of magnitude. Be-
cause we have ignored the details of Fermi-surface
geometry, umklapp scattering, etc., one cannot expect
(5.14) to hold precisely.

In other ‘“heavier” heavy-fermion materials, B, is
much larger (B, ~30 in CeAl;).” We do not have data
for m*, ef, and n. It will be interesting to see if the
electron—slave-boson scattering considered here can pro-
duce such a large- T? coefficient in p.

In conclusion, we remark that the results sketched here
are only valid if the following chain of inequalities holds:

1/7} <o, <<ty . (5.15)

However, these conditions are equivalent to the simple
condition:

gff;' > 1 , (5.16)

which should not be restrictive in practice.

VI. CONCLUSION

In this paper, one of several studying the low-
temperature properties of the lattice Anderson Hamiltoni-
an, we have set up the necessary formalism and estab-
lished some static and low-frequency properties. We have
approached the problem via a large-N expansion ap-
propriate for a lattice. We have shown that the expansion
is sensible in that the crucial constraint is preserved, in-
frared divergences cancel in physical quantities, and phys-
ical quantities may be computed to leading and next-to-
leading order in 1/N. We have set up formal machinery
that will be useful in other papers, and we have computed
various physical quantities. By way of conclusion we re-
state what we believe to be some of the important ques-
tions which we have addressed in this paper, along with
the answers we have found.
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In the limit of interest our model describes f electrons
in localized orbitals far below the Fermi level, hybridizing
with conduction electrons and subject to the constraint
ny <1 on each site. It is unclear why, in this limit, the f
spins do not order magnetically. We find, including fluc-
tuations to order 1/N, that the nonmagnetic ground state
we have found is not unstable to ferromagnetism at any
N. Other, nonsystematic approaches starting from more
physical models find instability, except for very large N.
The reasons for this difference are discussed in Sec. III,
but the unphysical nature of our 1/N expansion limits the
usefulness of our model in addressing the question of the
competition between heavy-fermion and magnetic
behavior.

The relation between the one-impurity Kondo effect
and heavy-fermion behavior is an old question. We have
shown that a naive extrapolation of the spin—
plus—screening-cloud picture of the one-impurity Kondo
effect to a lattice is incorrect, in essential agreement with
the arguments of Ref. 5. We have shown that the f spins
are delocalized at times long compared to ef_', where ¢ is
given by the same formula as the single-impurity Kondo
temperature.

It is almost universally agreed that some sort of
“Fermi-liquid” picture of the ground state is appropriate.
There has been confusion over the question of the nature
of the quasiparticles. We have shown, in agreement with
previous arguments from the one-impurity problem,??
that the quasiparticles carry f spin and ¢ charge. Further,
we have argued that the density-of-states enhancement
will drop out of the overall magnitude (but not out of the
frequency dependence) of the response to an external
probe which couples either to charge degrees of freedom
only or to ¢ electrons only, whereas the enhanced density
of states is present in the response to fields which couple
directly to the f-spin degrees of freedom.

Further, we have shown that ¢, the analogue of the
Kondo temperature, plays the role of the Fermi energy
both in the thermodynamics and in the frequency depen-
dence of the imaginary part of the c-electron self-energy.
It is also the characteristic scale for the spin-fluctuation
spectrum. A larger energy scale, A=(m "/m)‘/zsf is,
however, the energy scale over which the c-electron wave
functions are modified.

temperature-dependent conductivity, obtaining qualitative
agreement with experiment and showing how the mass
enhancement and the electron-boson interactions lead to
nontrivial effects in the frequency dependence of a “trans-
port” quantity.

Other papers, now in preparation, analyze the supercon-
ducting instability and the collective density-fluctuation
modes.
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APPENDIX

In this appendix we give more details of the calculation
of the boson propagators. Consider 2+ , [Fig. 4(a)].
The analytic expression corresponding to this diagram is

2A+A(q,iv)::V2kEGf(k +q, 04+iv)G (k,iw) . (A1)

Using the first equalities in Egs. (2.20a) and (2.20b), we
find
. vV . . . .
2 1, (g iv)= ;kz G, (k,iw)+P,,(q,iv)+ivP(q,iv) .
1)
(A2)
P, and P,, were defined in Eqgs. (2.28).

Application of Eq. (2.20b) of the text shows that the
term involving G, cancels the bare-boson energy
(Ef-—Eo).

Clearly

2, Hgiv)=2 + (—gq,—iv),

244(q,iv)=Z2 1 ,+(q,iv)="P,(q,iv) .

Finally, we have discussed the frequency- and Thus, we may write
|
1 iv[1—P(q,iv)]—P,,(q,iv) —P,,(g,iv)
D™ g,iv)= —Po(g,iv) —iV[1—P (=g, —iV)]—Pp(g,iv) | ° (A3)
We now consider the determinant of this matrix. It is
detD ~Yg,iv)= —(iv)[1—P(q,iv)][1—P (g, —iv)]+ivP,(q,iV)[ P, (q,iv)—P;(g,—iv)] . (A4)

However, after some algebra one may show
P\(q,iv)—Py(q,—iv)=— "2 P/(giv) . (AS5)
a

Substitution of (AS5) into (A4) yields Eq. (2.26) of the text.
We now evaluate—for small e— the polarization bub-

bles P;, Py, and P; which appear in the boson propaga-
tors.

We consider imaginary parts first. For e<gy,
crossband transitions are not energetically possible; one
may restrict oneself to the lower band. The calculation of
P, will serve as an example. P, is defined by
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P,(q,iv)=—_~aK S G kyio)Grk +4, io+iv) . (A6)

k,iw

Evaluating the Matsubara sum in the usual way, and
analytically continuing iv—€-+i8, and taking the imagi-

nary part yields
ImP,(q,e+i8) ZKE Uis(e+¢,(k)—e (k +q))
a % Exiq
X[f(g (k) —f(ei(k +g))] . (AT
]
—f( (k))
ImP,(g,e+i8)= szdkk Sek) = flete o(
de((k +q) _Iﬂ
k+q dEk+q m

The factors in the denominator come from the 8 func-
tion and are to be evaluated at €,(k 4-¢)=¢,(k)+¢€. Also,
for | k | =kp, de(k)/dey=m /m*.

Expanding (A9) for small €, we find
m *

2
ImP,(g,e+i8)= %Vz ’ (s/ekF)(m/qu)

XO(quy —e)O2kp—q) .

Now, defining

ny=(1+es/poV*~ (A10a)
a=gqns/poW (A10b)
B=O(quf —e)O2kr—q) , (A10c)
and using Eq. (2.18), we find
. e 1 ng a nra
I P = —— —_———
m 1(‘1784—15) & 8 (1,_nf)2 ) 4 B
+0(a?) . (Alla)
Similarly,
. e Ny a nra
ImP, == e U
mP,,(q,e+i8) 8 T—n; 5 4 B
+0(¥, (A11b)

d’k_ f(&(k))
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For € <<€y, one knows that all energies are small and

all wave vectors are close to kp, then uk-—l Also,
ImP,(g,e+i6)=0 unless

qg>e/vp, (A8)
where

* d€1(k) .

VF =" =kp/m*=(m/m*)vg .

We may now perform the integral over the angle be-
tween k and k +¢q. Using Eq. (2.2b), we find

q—e/vE)OR2kp—q) . (A9)
M
. m* g ny a nhra
ImP, = = _“
mP,,(q,e+i8) — l—nfa 1 3 4 B
+0(a%) . (Allc)

The real parts of these bubbles are more difficult to
compute; we consider only e=0, and we work to leading
and next-to-leading order in the small parameter g,.
Computing each bubble requires evaluating an integral
over the loop wave vector k. In each case the dominant
contribution to the integral over the magnitude of k
comes from the “heavy” part of the lower band, where
ky <k <kp (see Fig. 1). Now by Eq. (2.18) | kp—k | is
of order gy. We shall exploit this fact in what follows.

We now turn to the details of the calculation, using
again P; as an example. Beginning from Eq. (A6),
evaluating the Matsubara sum, continuing iv—e-+i§,
taking the real part, and setting e=0 gives

2
Uy f(El(k))—f(El(k +q))
ReP;(g,0)= V?
Piig0=¥ [ 5 277)3 Ek+q ek —ey(k +9)
“k Sflellk
Ek+q E](k)—ﬁz(k +q)
2
Uk +q flek +9q))
. Al2
E, &k +q)—eyk) ( )

Combining terms and changing integration variables
where necessary leads to

(Ek—Ef+€k+q)

ReP,(q,0)=+V2 [ (

277')3 Ek [£k+q—£1(k

)][ef—al(k

. (A13)
)1—V?%a?
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Our assumed quadratic form for g, implies

2
e+ kgl& +9° (A14)

€
k+q 2m

where u is the angle between k and gq.
After making the substitution (A14), Eq. (A13) may be
recast to read

3
Repi(g,00=+¥7 [ 4K pie,h0
uzf 2“I‘:Ek m 1
Vi? ' v2%q? kq u+q/2k |’

(A15)

The angle integrals are now trivial. The integral over
the magnitude of k is simplified by the fact that

2
, |k|<kh

ut= (A16)

ek
The dominant contribution to the integrals thus comes
from the region kr > k > kj, where one may make the fol-
lowing approximations:

u;le ’ (A17a)
Eo—e, . (A17b)
One then finds
1 kF k2 m 1+q/2k
ReP)(¢,0)=— fk,, dk= [1+sk kqln a2k || -
(A18)

|

detD ~Y(q,e+i8)=€?{[1—P,(q,e+i8)][1—P,(q, —e—i8)]+P,,(q,e+i8)Pp(q,e+i8)/V?a?} .
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This integral may be evaluated. Note that the dom-
inant contribution to the second term is of order g rela-
tive to the first, and that the dominant contribution to the
integral over the second term comes from the variation of
€.

We may set kK =k, in the remainder of the second term,
with errors of order g3 By making use of (2.18) and
(2.23), we find

ng a «
ReP,(g,0)= 14+ —=—+—F(q/2kF) (A19a)
l—nf 4 8
Here
F(x)ziln 14+x
X 1—x

Note that 1 —ny << 1, thus ReP; >>1.
The real parts of the other bubbles may be evaluated
similarly. We find

ng m* a a
RePr(q,0)= I—n; m g |14 3 + 12F(q/ka) ,
(A 19b)
& Ny
ReP,,(g,0)= — L aF(q/2kp) . (A19¢)
4 l—nf

All expressions are correct only for small g,.

Finally, we consider the determinant of the matrix
D~ Y(g,e+i8), in the limit e—0. After analytically con-
tinuing Eq. (2.27), we find

(A20)

Now the real parts of all polarization bubbles considered here are proportional to a constant plus order €2, while the

imaginary parts are proportional to & plus order &>

detD ! up to order £*:

. Thus we may use the previous results of this appendix to write

3 nia
ImdetD~ge+i8)=—2B & |1 _(1—n,2—an(1—n,/6—n2/8)— L Fqr2ke) | (A21)
q 8(1__nf)2 ef f a f f nf 12 q F
2
RedetD“l(q,a—H'S)z(le—)z[l+nfa/2+ %anf(l—nf)F(q/ka)] . (A22)

*Present address: AT&T Bell Laboratory, 600 Mountain Ave-
nue, Murray Hill, NJ 07974-2070.

1P, A. Lee, T. M. Rice, J. W. Serene, L. J. Sham, and J. W. Wil-
kins, Comments Condensed Matter Phys. 128, 99 (1986).

2P. Coleman, Phys. Rev. B 29, 3035 (1984).

3N. Read and D. M. Newns, J. Phys. C 16, 3273 (1983).

4S. E. Barnes, J. Phys. F 6, 1375 (1976).

5P. Nozieres, Ann. Phys. (Paris) 10, 19 (1985).

6N. Read, D. M. Newns, and S. Doniach, Phys. Rev. B 30, 384
(1984).

7P. Coleman, in Proceedings of the 8th Taniguchi Symposium on
the Theory of the Valence Fluctuating State, Vol. 62 of

Springer Series in Solid State Science, edited by T. Kasuya
and T. Saso (Springer-Verlag, New York, 1985); P. Coleman,
Ph.D. thesis, Princeton University, 1984.

8A. Auerbach and K. Levin, Phys. Rev. Lett. 57, 877 (1986);
Phys. Rev. B 34, 3524 (1986).

9T. M. Rice and K. Ueda, Phys. Rev. Lett. 55, 995 (1985).

10C, M. Varma, W. Weber, and L. J. Randall, Phys. Rev. B 33,
1015 (1986).

114, Razafimandimby, P. Fulde, and J. Keller, Z. Phys. B 54,
111 (1984).

12H. Fukuyama, in Proceedings of the 8th Taniguchi Symposium
on the Theory of the Valence Fluctuating State, Vol. 62 of



3414 A.J. MILLIS AND P. A. LEE 35

Springer Series in Solid State Science, edited by T. Kasuya
and T. Saso (Springer-Verlag, New York, 1985).

13A. J. Heeger, in Solid State Physics, edited by F. Seitz and D.
Turnbull (Academic, New York, 1969), Vol. 21.

143, Coleman, in Proceedings of the 19th International School of
Subnuclear Physics, edited by A. Zichichi (Plenum, New
York, 1981).

I5N. Read, J. Phys. C 18, 2651 (1985).

16p. W. Anderson, Basic Notions of Condensed Matter Physics
(Benjamin/Cummings, London, 1984).

175, M. Luttinger, Phys. Rev. 119, 1153 (1960).

18P Coleman, Phys. Rev. B 28, 5255 (1983).

19C. M. Varma, in Proceedings of the 8th Taniguchi Symposium
on the Theory of the Valence Fluctuating State, Vol. 62 of

Springer Series in Solid State Science, edited by T. Kasuya
and T. Saso (Springer-Verlag, New York, 1985).

20N. W. Ashcroft and N. D. Mermin, Solid State Physics (Holt,
Reinhart and Wilson, Philadelphia, PA, 1976), p. 323.

21A. A. Abrikosov, L. P. Gor’kov, and 1. E. Dzyaloshinski,
Methods of Quantum Field Theory in Statistical Physics, edit-
ed by R. A. Silverman (Dover, New York, 1975).

22B. C. Webb, A. J. Sievers, and T. Mihalisin, Phys. Rev. Lett.
57, 1951 (1986).

23See, e.g., P. B. Allen and R. Silberglitt, Phys. Rev. B 9, 4733,
1974.

243, M. Lawrence, J. D. Thompson, and Y. Y. Chen, Phys. Rev.
Lett. 54, 2537 (1985).

25G. R. Stewart, Rev. Mod. Phys. 56, 755 (1984).



