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In the ordered phase of Pr, which can be induced by the application of a uniaxial pressure, the
length of the moments is modulated sinusoidally with a period incommensurate with the lattice. A
comprehensive theory has been developed to describe the ground-state properties and the excitation
spectrum of this antiferromagnetic phase. Numerical results, based on parameters determined from
paramagnetic Pr, are compared with neutron scattering experiments. In order to account for
linewidth effects several mechanisms which broaden the excitations are considered. Contributions
due to the incommensurate modulation are included but are found to be small. To first order in the
high-density (1/z) expansion, the effects of the single-site fluctuations vanish exponentially in the
zero-temperature limit. The second-order contributions, derived in the present paper, are then the
leading-order terms at low temperatures and are found to be important. Additionally, the scattering
against electron-hole pair excitations of the conduction electrons is treated by incorporating it direct-

ly in the I/z expansion. The theory yields a reasonably realistic description of the neutron scatter-
ing results. It can be concluded that the phason mode, near the ordering wave vector, is a damped
diffusive mode. The principal remaining puzzle, the quasielastic peak not centered at the ordering
wave vector, is tentatively ascribed to heavy-fermion behavior in Pr.

I. INTRODUCTION

Most of the magnetic properties of the light rare-earth
metal praseodymium in its paramagnetic phase are well
understood. ' The 4f,J=4 ions of the double hexagonal
close-packed (dhcp) structure experience crystal fields
with either hexagonal or (nearly) cubic symmetry and
both the crystal-field ground states are singlets with the
dipolar-excited states lying about 3.5 and 8.4 meV above
the ground states of the hexagonal and the cubic ions,
respectively. Mainly because of the larger crystal-field
splitting on the cubic sites, the moments on these sites
only have weak effects on the low-frequency properties.
The two-ion coupling is about 92% of the critical value
required to induce long-range magnetic ordering. The
magnetoelastic coupling between the crystal-field split-
tings and an orthorhombic distortion of the hexagonal
planes is large. The presence of this coupling enables the
threshold value for inducing magnetic ordering to be re-
duced by the application of a uniaxial pressure in the
basal plane. Since the first report of the observation of
the pressure-induced magnetic phase in Pr, a number of
neutron scattering experiments have been performed to in-
vestigate both the elastic and inelastic magnetic response
in this ordered phase. Sections of the most informative
results have been published in various places. We are
not attempting to give here a full account of these experi-
ments, which is reserved for a future publication, but
rather we incorporate those results, a few of which are
hitherto unpublished, which are of importance for our ar-
guments.

In the present paper, we develop a theory adequate for
describing most of the phenomena observed in the ordered
phase of Pr. The theory is confronted directly with exper-
imental results, and in this comparison we use only pa-
rameters already known from the experiments' on
paramagnetic Pr. In the next section we consider the
ground-state properties of Pr, when the crystal is subject-
ed to a uniaxial pressure. In Sec. III we discuss the exci-
tation spectrum of the ordered phase. The emphasis is
laid on the excitations, which have the same symmetry
properties as the ordered moments, as these are most no-
ticeably modified in comparison with the paramagnetic
excitations. In this part of the analysis we utilize the
random-phase approximation (RPA) for simplicity. How-
ever, we include effects due to the infinite size of the cou-
pling matrix, occurring because the modulation of the
moments is incommensurate. In Sec. IV we go beyond
the RPA in a study of the lifetime of the "excitons. " In
the high-density 1/z expansion (z denotes the number of
nearest neighbors) the leading-order contribution is due to
the scattering against single-site fluctuations, as first con-
sidered by Bak for the case of paramagnetic Pr. Here we
extend these calculations by including the first-order con-
tributions due to the fluctuating moments, but we also
find it necessary to proceed to next order in 1/z, in order
to calculate the dynamical behavior at low temperatures.
Finally, we note that the excitons are additionally scat-
tered by electron-hole pair excitations of the conduction
electrons. This scattering mechanism can be included in a
straightforward manner in the 1/z expansion. The results
obtained are summarized in the conclusion, Sec. V.
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II. THE GROUND STATE OF Pr

A detailed discussion of the Hamiltonian describing the
angular momentum system of the 4f electrons in Pr metal
is given in Ref. 1. Except where specifically stated, we
shall henceforth only be concerned with the ions at the
hexagonal sites. The crystal-field part of the Hamiltonian
leads to the ground state

} J,=0 ) and with the
~

+ 1 )
doublet as the lowest excited state about 3.5 meV above
the ground state (the x, y, and z axes are defined to be
along, respectively, the real-space a, b, arid c axes of the
hexagonal lattice). The application of a uniaxial pressure
in the basal plane lifts the degeneracy of the

~

+1) doub-
let. As discussed in Ref. 1 the magnetoelastic coupling
parameter, which determines the splitting, is well estab-
lished, and in Fig. 1 we show the calculated energies rela-
tive to the ground state of the two crystal-field levels and
of the nearby

} 3, ) state, as functions of the applied pres-
sure. Starting from the ground state the leve1s are num-
bered 0, 1, 2, etc. , with the corresponding excitation ener-
gies denoted by 5& ——Ej —Eo, etc. The remaining five lev-
els, which are not included in the figure, are estimated to
lie at much higher energies ( )7 meV). The magnetoelas-
tic quadrupole term introduced in the Hamiltonian for Pr
under pressure mixes the different state vectors slightly.
Consequently, M~ defined as the numerical value of the
matrix element of J„between the ground state and the
lowest excited state becomes slightly larger than

) (I,
~

J„' ~0) (
=~10, leading to M, —= 1.026& 10 at 1

kbar.

In the molecular-field (MF) approximation the total
ground state is the product state of the nonmagnetic

~

0)
singlets. The presence of an interaction between the dif-
ferent angular momenta, g (ij), implies that the crystal-
field excitations are changed into collective dispersive
modes, i.e., the magnetic excitons. If the two-ion coupling
is sufficiently large the nonmagnetic MF ground state be-
comes unstable below the temperature at which the RPA
energy of the lowest-lying exciton vanishes (a so-called
"soft-mode transition"). At zero pressure the lowest-lying
excitations in Pr are the longitudinally polarized optic
modes propagating along I M which have a broad
minimum around the wave vector 0.12m&oo. In the zero-
temperature limit the minimum excitation energy is 1.0
meV, and it wou1d vanish if the exchange coupling were
increased by about 8%. With a pressure applied along the
x axis the minimum in the dispersion relation occurs for
the excitons propagating in the y direction (i.e., I M per-
pendicular to the pressure axis). These remain pure trans-
verse or longitudinal modes, and the RPA energy' of the
optical, longitutional modes may be written (q~ ~y)

&I(q) = [~i(~i —2&01M IX(q)) j (1)

with +(q) defined as the (effective) exchange parameter
for these modes. no& ——no —n& is the population differ-
ence between the ground state and the first excited state of
the MF Hamiltonian. When the uniaxial pressure is ap-
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FIG. 1. The crystal-field splittings of the lowest levels of the
hexagonal ions in Pr. The energies relative to the ground state
are calculated, using the parameters given by Houmann et al.
(Ref. 1), as functions of a uniaxial pressure applied in the a
direction (x axis). The state-vector designation of the levels is
the one at small values of the pressure.
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FIG. 2. T~ in Pr calculated as a function of the uniaxial
pressure, using the MF model of Houmann et al. (Ref. 1). Solid
circles show the results obtained from neutron-diffraction mea-
surements of McEwen, Stirling, and Vettier (Refs. 3 and 4).
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plied along the x axis, e~(q) shifts downwards and the
minimum energy, at q=Q, may be reduced to zero, at a
finite temperature T&, when the pressure exceeds a criti-
cal value, which is calculated to be about 0.7 kbar. Below
T&, Pr is magnetically ordered in a structure, which, at
least close to Tz, is that characterizing the soft mode.
Figure 2 shows T~ calculated as a function of pressure
and compared with the experimental results of the
neutron-diffraction measurements. The hyperfine cou-
pling to the nuclear spins has been included in the calcula-
tion and is of importance below —1 K. This interaction
produces a cooperative transition in the electron-nuclear
spin system at about 50 mK at zero applied pres-
sure. ' ' It is important to note that the extraction of
T& from the experimental data is complicated by the

presence of strong critical scattering. The results of Fig. 2
represent the temperatures where the linear variation of
the magnetic satellite intensities found in the ordered
phase somewhat below T~ extrapolates to zero. The
threshold value of about 0.63 kbar at 1.5 K is obtained by
considering the similar variation of the intensities with
pressure. In the determination of T~ all the crystal-field
levels of the hexagonal ions are included; however, in the
following we neglect the higher-lying levels left out from
Fig. 1. This is a fair approximation in the low-
temperature regime with which we shall be concerned, but
we shall comment on the corrections due to the higher-
lying levels.

The moment induced on the cubic sites below T& is
only about one tenth of the moment on the hexagonal
sites, and in most respects the presence of the cubic mo-
ments is accounted for by the introduction of an effective
coupling within the hexagonal lattice (see also Ref. 1).
The moments of the hexagonal ions are directed along the
b axis perpendicular to the pressure axis. The length of
the moments is linearly modulated with a wave vector Q:

( J~; ) =M
& [ cr icos( Q R; + u i )

+o3cos(3Q R;+u3)+ . ]

anticipating the possibility of odd higher harmonics (.o.3,
o5, etc.). The diffraction measurements ' indicate also a
perpendicular component of the moments, (J„),of about
one tenth of (J~) corresponding to a small rotation of
(J) away from the y axis (the possibility of an elliptically
polarization of the moments can be left out because of the
large anisotropy of the exchange coupling). The possible
rotation of (J) is expected to be accompanied by a simul-
taneous rotation of Q (the two angles of rotation need not
be the same), but such rotation has not been resolved in
the present system. A rotation of both (J) and Q has
been observed"' in the equivalent system Nd, and indi-
cations for a rotation of Q away from the I M direction
have been found' in unstressed Pr in the mK range.
However, the rotation of (J) and/or of Q in these latter
systems is probably a consequence of a double-Q or a
triple-Q ordering of the moments. An analysis of the MF
model for Pr (see also Forgan' ) shows that the most
stable ordered configuration at zero pressure is the
double-Q structure, modified by small rotations of (J)
and Q around the c axis away from the two I M direc-
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FICi. 3. Experimental measurements of the first harmonic of
the magnetization in Pr, deduced from the integrated intensities
of the ( Q01) diffraction peaks at 1.5 K as a function of the uni-
axial pressure. There is still an appreciable peak intensity left
below -0.63 kbars, which we ascribe to strong critical fluctua-
tions and not to a true long-range ordering of the system. The
dashed line is the result obtained using the effective S=1
model, whereas the solid line includes the effects of all the J =4
levels.

tions involved. In the MF approximation the energy
differences between the single-Q and the multiple-Q
structures are small (they vanish at T~). The application
of the uniaxial pressure clearly favors the single-Q order-
ing described by (2), and the MF model indicates that this
structure becomes the most stable one when the pressure
exceeds only about 100 bars when considering o.

&
——0.4.

Because this pressure is a factor of 10 smaller than re-
quired for obtaining o.

&
=0.4, the MF model indicates that

a multiple-Q ordering of the moments in the present sys-
tem is unlikely. In the experimental setup any tendency
towards plastic deformations of the sample was con-
strained geometrically by the pressure ri0;. This may,
however, create small domains in the crystal where the
direction of the pressure axis deviates from the x axis [for
instance, connected to the slip planes which make angles

30 with the (yz) plane] and thereby inducing a finite
(J„) component. A definitive clarification of these ques-
tions awaits further experimental investigations. For-
tunately, the possible components of (J) or Q along the x
axis are so small that they should be of no significance in
the present analysis.

Experimentally, Q in Eq. (2) is found to be close to one
eighth of the reciprocal-lattice vector v.loo. It depends
slightly on temperature and pressure, for instance at 970
bars Q is 0.120m~co at T~ and very nearly 0.125m&oo at
zero temperature. Although Q in certain regimes might
be a rational fraction of a reciprocal-lattice vector we
proceed considering the case of an incommensurate order-
ing of the moments. The molecular field acting on the ith
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site leads to the ground state
~
g;) =cos8;

~

0)+sin8;
~

I ),
and hence

( J»; ) =M
& no& (i)sin(28; ), (3)

and the MF Hamiltonian is diagonal when

2M
tan(28;) = [cr&g (Q)cos(Q R;+u

&
)

+c»3/(3Q)cos(3Q R;+u3)+ . ] (4)

The Eqs. (2)—(4) can be solved utilizing 8, cc cr& as an ex-
pansion parameter, and their solution is presented in the
Appendix. The first harmonic of the magnetization,
m] ——gp~M&o. &, per hexagonal ion, has been calculated as
a function of the uniaxial pressure in the zero-temperature
limit, both with the use of the effective S =1 model, Eq.
(A6), and with all the MF levels included, and the results
are compared with neutron-diffraction results in Fig. 3.
Further, the third harmonic is determined relatively by
m3/m ~

———,(1—2/g3)g~ (g„are defined in the Appendix),
and is calculated to be 0.024, at 970 bars and T=0, in

I

agreement with the measured value of -0.02. The com-
parisons in the Figs. 2 and 3 show that the MF Hamil-
tonian established in Ref. 1 accounts very well for the
ground-state properties of Pr under uniaxial pressure.

III. RPA EXCITATIONS IN THE
INCOMMENSURATE PHASE

We shall proceed to consider the excitations in the or-
dered phase, and we shall be almost exclusively concerned
with the longitudinal (optic) modes which propagate
parallel with Q. In the RPA the two-site Green's func-
tions are determined self-consistently by

G (ij,co) =g; (co)6J + g g; (co)g (ij ')G (j'j,co),
J

where g; (co) is the single-site Green's function. In gen-
eral, these quantities are 3 X 3 matrices; however, the long-
itudinal yy component stays diagonal in the present case.
The "noninteracting" yy component is

2b, )(j)no, (j)M, cos (28J)
g, (co)= + P(no+n& no, —)iM~sin (28~), e~O+ .

b, )(j)—co CO+l 6
(6)

First, we notice that gj (co) includes both an inelastic and an elastic term, and that the elastic contribution vanishes in
both the limits T~O and T~Tz ( ~cr&Pe ~ 1). Secondly, due to the modulation of the lengths of the moments gj(co)
depends on j, which means that (5) cannot be diagonalized by a Fourier transformation. Defining the double-Fourier-
transformed Green's functions

G„(q,co) =—g G(ij, co)e ' ' e
I&J

Then the coupled equations of motion for determining Gz„(q, co) are

[Ep.(q) —co']Gp. (q, co)+ I'p, +p(q)Gp, +p(q, co)+ Vp. $(q)Gp. p(q, co) =2~]no/M] [~p&g, o+&4(8., ]+&g, ])],

where n =0, +1,+2, . . . , and the expressions for the pa-
rameters appearing here can be found in the Appendix.
The off-diagonal couplings Vz„+z(q) and A,4 are of the or-
der g&—-—,

'
cr&, but we have neglected the couplings between

G2„and G2 +2p with p =2,3, . . . . These are of the order
(g&)», and thus only contribute to the eigenvalues in the
order (g, )». We note that the couplings with p =4 actu-
ally give corrections of the order g&, because 2pQ in this
case is near to being a reciprocal-lattice vector.

The quantity in (8) which we need to calculate is

Gp(q, co), as the neutron inelastic scattering cross section
is proportional to the correlation function

S(q,co) = — ImGo(q, co) .
1 1

(9)
~ 1 —e-~

In the incommensurate case the coupling matrix in (8) is
of infinite extension. A perturbative decoupling leads to
poles lying on the real axis (in RPA), whereas the infinite
extension of the coupling matrix implies that the excita-
tions have a nonzero linewidth. We have estimated the
importance of this nonperturbative change in the behavior
by considering

A, g
—X4(Z~+Z ~ )

Go(q, co) =Gp 2b, (noiMi-— (10a)
Eo —I o(Z& +Z —z ) —co

(we suppress the arguments q and co), where Z~ is deter-
mined from (8) in terms of the infinite continued fraction

V2„
211

E2~ —co —V2„Z2 n =1,2, . . . , ( lob)

With Q being incommensurate, this is the same as the
average of Z+z„——Z+z„(q, co) with respect to
q~~

——q.Q/
~ Q ~, giving the self-consistent equation

(Z ) = (Z+z(q, co) )q . A useful solution is found if
Gp(q, co) exhibits a stationary behavior, by which we mean
that Gp(q, co) should be independent of the value of n

chosen for the substitution of Z+z„with (Z ), when n be-
comes sufficiently large. Although it might not be easy to
decide whether this condition is actually fulfilled, the re-
sults using this procedure' compare very well with calcu-
lations of Ziman and Lindgard. ' These authors use a dif-

and Z 2 is given similarly by changing the sign of the in-
dices in (10b), A simple perturbative approach consists in
assuming Z+2„ in the expressions for Z+2 to be zero for a
certain value of n ()2). Here, we replace instead this
Z+2„by its mean value

( Z ) = —(Zg +Z4 + ' ' +Zgp )»
1
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ferent approach with models corresponding to the present
one when gi is of the order of unity. The consistency of
the results obtained by the two different procedures' in
the "strong coupling" limit supports the validity of the re-

sults obtained in the case here where gi is small (gi & O. 1).
We conclude that the linewidth, due to the infinite range
of the coupling matrix, is negligible, since it is at least 1

order of magnitude smaller than the excitation energies.
We may phrase this differently by stating that whether Q
is incommensurate or not is of no importance for the
linewidth of the excitations.

The effects of the off-diagonal terms in (8) on the exci-
tation energies are, in general, of the order of gi, except in

the cases of degeneracy: Eo(q) =E+2(q) =Eo(q+2Q).
The most significant occasion is when q=+Q. The cou-

pling of the modes at Q and —Q leads to an amplitude
and a phason mode, i.e., an in-phase and an out-of-phase
modulation of the lengths of the moments, respectively.
The excitation energies at +Q are found to be given by

tern at Tz.
In Figs. 4 and 5 we show the excitation energies for the

optical modes propagating in the I M direction parallel to
Q (i.e., perpendicular to the pressure axis). The lines
show the dispersion relations for both the longitudinal
and transverse modes as deduced in the RPA, and the cir-
cles denote the peak positions observed by McEwen
et aI. The dispersion relation for the transverse mode
has been derived in a similar way as for the longitudinal
mode except that the

~
3, ) level has to be included. On

the other hand, the off-diagona1 couplings, corresponding
to Vz„+2(q) in (8), lead in this case to energy gaps of the
order of only 0.05 meV and can be neglected. We also
neglect the low-energy, transverse excitation at energies
around Az —6& as the intensity of this mode is extremely
weak. For the longitudinal excitations the off-diagonal
terms in (8) are important, and they imply the presence of
several peaks in the spectrum at most q values. The most

tu ='Y 1+ ki+
13 2 ki
6 3(3

for the phason mode, and

(1 la)
4.0

~~=3ki 1+—ki+ — + —)' ~i+~,
3

for the amplitude mode (to the order gi ), with

( 1 lb)

3.0

ImGo(Q, co) -=+rrnoiM,
26)

times the 6-functions at co=+co& and co=+cop. Within
RPA the modulation of the population difference no&(i)
[proportional to y, see (Al) and (A7) in the Appendix],
implies the occurrence of an adiabatic, finite-frequency
phason mode at q=+Q. This mode corresponds to a uni-
form oscillation of the phase u

&
of the modulated struc-

ture, except that the adiabatic condition means that the
modulation of the population factors stays constant. This
condition, in turn, gives rise to the restoring force, which
determines the frequency cup. The singularity at zero fre-
quency [5 o in (All)] implies the presence of an elastic
response. The calculated elastic scattering intensity,

I(q, O)= lim J S(q, tu)dry,
6~0

E
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LLI

LLJ

1.0

/ /
/ / ~

/ /
/r ////

~ hi // ~r~ //
/

I

0.3 0.4
I

0.1 I 0.2
a

WAVE VECTOR

0.5
M

is indeed found to diverge corresponding to
ReGo(q, O)~oo for q~+Q. There is no restoring force
acting against a uniform change of the phase u i in the in-
commensurate case, when the change is performed so
slowly that thermal equilibrium is maintained. Hence, in
the present system there is no well-defined propagating
mode ("Goldstone mode") in the limit of co~0 and
q~+Q. Instead we find both a diffusive peak, of diverg-
ing intensity, and a phason mode which stays at finite fre-
quency. This contrasts with the behavior of a Cxoldstone
broken-symmetry system (for a discussion see Forster' ),
but is equivalent, within the RPA, to a singlet-triplet sys-

FIG. 4. The dispersion relation of the optical excitations in
the antiferromagnetic phase of Pr at 5.5 K under an applied uni-
axial pressure of 1280 bars. The I M direction considered is the
one which is perpendicular to the pressure axis. The circles
mark the peak positions obtained in inelastic-neutron scattering
experiments (Ref. 3), with solid and open circles indicating the
longitudinal and transverse branches, respectively. The solid
lines are the calculated RPA energies of the excitations with the
largest intensities, whereas the thick dashed lines indicate longi-
tudinal excitations of weaker intensities. The thin dashed lines
are the (experimental) dispersion relations in unstressed Pr (Ref.
1) at T=6.4 K, which determine the (effective) exchange pa-
rameters, g (q), used in the calculations.
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4.0 IV. LIFETIMES

A. Scattering against single-site fluctuations
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FIG. 5. The same as in the caption to Fig. 4, except that this

figure shows the results at 1.3 K with an applied pressure of 970
bars.

intense ones (indicated by solid lines) for q around Q are
due to the low-lying phason mode, mainly because
ImGp(q, co) is proportional to I/co but further enhanced
by the detailed-balance factor in S (q, co ). The low-
intensity modes are indicated by thick dashed lines and
are not easily detected experimentally. Figure 4 shows the
results at T =5.5 K and 1280 bars, and, as discussed, the
RPA predicts an energy gap which, however, is small for
the phason mode. In Fig. 5 the results are shown at 1.3 K
and 970 bars. At this low temperature y is practically
zero and the phason energy gap at Q can be neglected.

In these calculations we have assumed Q to be an irra-
tional fraction of a reciprocal lattice vector. We have al-
ready seen that because g&

———,o.
& «1, this assumption

plays no role for the linewidth of the excitations. This
also hold true for o.

&
and the excitation energies. The

differences are general of the order of g&, where g'~ ——0.026
at T =0 and 970 bars. In this case, the phason energy
gap, which vanishes in the incommensurate case, is es-
timated to be 0.030 meV, or very nearly zero, when Q is
commensurate. The calculated spectrum would have ap-
peared almost the same if Q had been chosen to be —,

'
r&pp.

One main reason for assuming the phase to be incom-
mensurate is that the neutron-scattering results clearly in-
dicate a finite linewidth of the excitations, even at the
lowest temperatures. Part of an explanation might have
been based on an incommensurable ordering of the mo-
ments, but we have to consider other possibilities.

In paramagnetic Pr the most important mechanism
producing a finite lifetime of the excitations is known to
be the fluctuations in the population factors of the single-
site levels. This effect appears in the first order of a
high-density expansion, ' the 1/z expansion [the RPA is
obtained in the order (1/z) ], but it is also found by a
consideration of the equations of motion. ' In the ordered
phase, which we are considering, the single-site state vec-
tors are only changed slightly in comparison with those
occurring in the paramagnetic case, so we anticipate that
this mechanism is still the important one. Due to the ex-
change coupling, the ground state in the paramagnetic re-

gime is not the simple product of the single-site ground
states. The situation is entirely equivalent to the Heisen-
berg antiferromagnet, in which case quantum Auctuations
imply that the numerical value of the expectation value of
S, is less than S at T=0. Correspondingly, the average
value of np~, (np~ ) =1—3(n& ), is less than one in the
present system at T =0. The quantum fluctuations also
imply that the number of elementary excitations might
change in the scattering processes, leading to damping ef-
fects, at finite frequencies, even if T=0. However, to
first order in 1/z, the linewidths vanish exponentially like
(1 np~ ) in th—e zero-temperature limit. The equation-of-
motion method' suggests an estimate of the remaining
damping effects via a replacement of the population fac-
tors by their self-consistent values, so that the factor
(1 np~ ) in—the imaginary part of the self-energy is being
replaced by (1—( n p& ) ). This procedure has been applied
by Leuenberger and Gudel' in an analysis of the magnet-
ic excitations in the dimer system Cs3Cr2Br9. The mag-
netic system of the Cr ions (roughly singlet-triplet but
without any dipole matrix elements within the triplet lev-
els) is nearly equivalent to the roughly singlet-doublet case
of paramagnetic Pr. Leuenberger and Giidel calculated
the line shapes of the excitations at low temperatures.
They obtained a reasonable overall agreement with experi-
ment athough the conditions in Cs3Cr2Br9 are rather ex-
treme, (np& ) =0.81 in comparison with (n&» )=0.97 in
Pr both values are at T =0. Instead of using this
phenomenological approach we shall consider directly the
contributions appearing in the second order of the 1/z-
expansion.

Introducing the self-energy X(q, co), the final Green's
function may be written

gp(~) 2hno
G(q, co)= gp(~) =

1 —[X(q)+&(q,~) lgp(~)
'

(12)

For simplicity we shall only consider here the S = 1

paramagnet (M~ ——1 and b„~ =b.q
——b ). Neglecting the

real part of X(q, co), and the coupling between the J, com-
ponents, then X(q, co), in the order 1/z, is independent of
q, and is given by'
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proximate expression for X'"(co). Besides the diagrams shown, one should add all equivalent combinations, in which the arrows on
lines joining each other are reversed simultaneously.

2 2

X (cp) =i 1 npt —— n t ImK(cp)(1) —CO

2 2A

=i z
—1 InM (cp)

1

71 p)

(13a)

Actually, the 1/z expansion gives a systematic expansion
of

gl(q, ~)=[I/gp(~) —X(q ~) l
'

rather than of X(q,cp). However, as shown in Ref. 17,
neglecting the higher-order 1/z terms in X(q, cp), instead
of in gt(q, cp), leads to a more satisfactory account of the
ground-state properties, and the Careen's functions behave
smoothly around co=-h. Here we shall be concerned with

(the approximate expression only introduces errors of less
than 10%). Here ImK(cp) is the imaginary part of K(cp),
the effective-medium coupling parameter, which is deter-
mined self-consistently in terms of the effective single-site
Green's function

1 gp(cp)
g(cp):——g G(q, cp)=

q 1 —[K (co) +X"'(cp) ]gp(cp)

(13b)

only the (1/z) -terms which contribute to the imaginary
part of X(q, cp) at low temperatures. Furthermore we
neglect terms due to couplings between the J, corn-
ponents. The latter approximation should be reasonable
at low temperatures, and even more so in Pr where the J,
matrix element within the doublet states is relatively
small. In addition to the imaginary (1/z) terms, which
vanish exponentially ( ~ n t ) for T~0 and can be neglect-
ed in comparison with X'"(cp), there are both single- and
two-site terms which depend directly on the thermal pop-
ulation of the dispersive excitonic states. Although these
terms are of the order (1/z) they might be more impor-
tant than X"'(cp) at low temperatures if the system con-
tains low-energy excitons. These contributions to the
single-site Green's function, X' '(cp) in (13b), are shown in
a diagrammatic fashion in Fig. 6. As a simplification, the
contributions due to the transverse J component are here
included approximately by multiplying the longitudinal
terms in the squared bracket by the factor —,. This ap-
proximation is equivalent to the one made above in Eq.
(13a). In Fig. 6 we include also the third- and higher-
order diagrams related to the second-order terms con-
sidered. When X'"(cp) is added to X' (cp), XI "(cp) cancels
the second term in the sum given in Fig. 6, and according
to the diagrams the imaginary part of the self-energy in
the single-site Cxreen's function is given by Eq. (14a):

X(cp) =X'"(cp)+X"'(cp)

3 1 ao ao Pcp'
2 2

der' dao"coth
47T ll O) 2

cp
coth

2

P(cp" —cp)—coth
2

2

1+ 2
cp'(cp' —cp") h(cp')h (cp' —cp") H (cp" —cp)

Q2 gp(cp —cp)

+ 1+ cp'(cp" —cp) 1 — (cp' —cp")(cp"—cp)2 Q2 Q2+01

XH (cp')H (cp' cp")h (cp"—cp)— (14a)
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with

h (co) = Img (co), H (co) = Im[g (co)K(co)] . (14b)

Kronig relation implies that the real part of gj(co) is also
modified, namely that the elastic term g, & J in (6) is
changed into a Lorentzian of width 2I:

In the order (1/z) there are also two-site contributions to
X(q,co). However, the averages of these terms with
respect to q are approximately zero, as the corresponding
single-site contributions are already included in X(co) via
the last two diagrams in Fig. 6 in the bracket containing
the third-order terms. Here we shall use an effective-
medium approximation, in which we neglect the q-
dependent (1/z) contributions, X(q, co) =X(co). Because
of the long range of the interactions this approximation
should be reasonable in Pr.

The results above are straightforwardly generalized to
the case of the ordered phase as X(co), (14), is just added
to g(q) everywhere. Only, the uniaxial pressure reduces
the relative weight of the transversal contributions in Eq.
(14) by a factor of 2 ( —, is replaced by —,

'
) below the

threshold frequency of the transverse excitations. Besides
this, the presence of the ordered moments generates addi-
tional terms in the fourth-order semi-invariants which
determine the 1/z single-site contributions (see Ref. 17,
and here we consider the molecular-field Hamiltonian to
be the unperturbed one). Neglecting terms of the order
cr&, and terms which only contribute to the real part of the
self-energy, we obtain the following expression for the 1/z
contribution to the yy component of the effective single-
site Careen's function (13b):

5gj(co) =g~(co)M f sin (28J ) g [:- (co)—:-( —co)], (15a)

where

2

g,~j~ 2 p(np+n~ —np&)~M&sin (29J) .2 . 2 2

+2+ 2 (16b)

These results are in accordance with the (1/z) contribu-
tions, which lead to a replacement of g,& J+5g~(cu) by an
integral involving products of two Lorentzians (centered
at 6& and b &+co) both with the width I, which Lorentzi-
ans are approximately the spectral density of states, pro-
portional to Img(cu'). Corresponding to (14) there are
other frequency dependent factors in the integral, howev-
er, in the present case the additional (1/z) modifications
have only minor effects on the final results.

The third-order semi-invariants, (J (r~ )J~(r2)Jz(r3) )
also appear in the order 1/z, but only in the two-site
Green's function. Hence these contributions are propor-
tional to

——g g (q')g (q' —q)

which reduces their importance, especially in systems with
long-range coupling, like in Pr. In the paramagnetic case
only the semi-invariant with (apy) =(xyz) is nonzero, and
is without any importance in Pr because it involves J, .
The corresponding q average of the contributions propor-
tional to cr& was included in our estimate of the second-
order contributions to (15a)—(16b), which we found to be
unimportant. Because of this, and also because of the
great complexity introduced in the numerical analysis, the
q-dependent contributions are neglected.

5)+co
=y(~) = &

A~ —co

p(&) —co)
coth

2

p~i—coth
2 B. Conduction electron scattering

X lrnEy(h) —co) . (15b)

Following our previous arguments, =,(co) is negligible in
Pr at low temperatures, whereas =„(co),due to the interac-
tion between the x components of the moments, is includ-
ed (approximately) by multiplying =~(co) with

2
I &21+—
4ni H, f = —2Ip g J„.S(r)f (r—R„) . (17)

We now consider lifetime effects due to the scattering
against electron-hole pair excitations of the conduction
electrons. These contributions can be obtained by using
the method of Becker et al. , however, it is straightfor-
ward to incorporate them into the 1/z expansion. The
Hamiltonian for the interaction between the conduction
electron spin S and the localized angular momentum is
assumed to be

(co) diverges like I/co in the limit co~0 indicating that
5g (co) affects the behavior of the diffusive peak. This
divergence is removed if co in the denominator of (15b) is
replaced by co + I after having determined I from

5g& (co~0)=i g,)/, . —. I p

CO g (q)~g (q)+iso/(q), (18a)

This Hamiltonian leads to the usual Ruderman-Kittel-
Kasuya- Yosida (RKKY) coupling of the angular momen-
ta, but because of retardation effects the interaction also
includes an imaginary term, and hence g(q) is replaced
by

where g,~ 1 is the elastic contribution in (6) to the nonin-
teracting Green's function. Neglecting a minor term
(4npn& +npn2 np+n) —np& ) we get

2

2M
I = 1m' (b, , ) . (16a)

nor

with

~
q+v

~
&2kF

I f(q+~)
I

'3n, /q+r/

(18b)

With this result for the imaginary part, the Kramers- when assuming a free-electron-like behavior of the con-
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K(co) =K (co)+i cogp,

and X(q, co) is then given by

(19a)

X(q,co) =X(co)+ice/(q), (19b)

where X(co) is the modified result for X(co). The average
value gp—-2m

~

N(0)Ip
~ ~

f(2kF)
~

determines the mag-
netic contribution, A, , to the enhancement factor of the
linear term in the electronic heat capacity, ' since
2'(0)k, =gQp, where Xp=-8. 1 meV ' is the mean of
the static susceptibility. Using N(0) =0.66 eV ' (per
atom and spin state) the heat capacity measurements
yield a value of A,, =3.8+0.3 (assuming a finite tempera-
ture enhancement of the experimental X, of about 17%%uo,

see Fig. 2 of Ref. 21, and a phonon contribution
A,,z ——l. 1 ) and thus gp ——( 1.9+0.2) 10 . In the low-
temperature experiments on Pr (Ref. 1) effects due to
g(q), (19b), were detected, but only for the acoustic modes
at small wave vectors, q &0.3 A ', indicating that g(q)
at large wave vectors must be smaller than —3&10
Various estimates, utilizing (18b) combined with the above
value for gp, or based on the extrapolation of the experi-
mental values of g(q), indicate consistently that for the
optical modes g(q=Q)=2. 0X10, corresponding to a
linewidth of -0.15 meV in agreement with recent mea-
surements on unstressed Pr and Pr + 2.5% La. This
value has been employed in the following analysis.

duction electrons. N(0) is the density of states at the Fer-
mi surface (per atom and per spin state), kF is the Fermi
wave vector (=1.4 A '), n (=3) is the number of con-
duction electrons per atom, v denotes a reciprocal lattice
vector, and f(q+ v) is the form factor of the 4f electrons.
In the case of Pr, the limited importance of the moments
on the cubic sites on the magnetic properties at low ener-
gies implies, roughly speaking, that the coupling between
the two sublattices should be subtracted in (18), which in
(18b) gives rise to a factor —,

'
plus a doubling of the num-

ber of reciprocal lattice vectors. It is important to note
that this also means that the effective g (q) is no longer
simply proportional to the susceptibility of the conduction
electrons, in contrast to, for instance, the (hcp) heavy
rare-earth metals.

The replacement made in (18a) can be incorporated
directly in the diagrammatic 1/z expansion just by includ-
ing the imaginary term in the interpretation of the bare
interaction lines. Then to zero order in 1/z (i.e., RPA)
the self-energy (12) is X' '(q, co)=ice/(q). To next order
in 1/z, the effects of the electron-hole pair excitations on
the single-site fluctuations may be obtained (approximate-
ly) by substituting the average value i~gp=ico(g(q)) for
K(co) in (13a). These are the contributions also con-
sidered by Becker et al. (for arbitrary values of S). In
the S =1 case the two methods lead to equivalent results,
also when considering the effect on the diffusive peak in
the ordered phase (16). However, there are "higher-order"
differences, and the 1/z classification of the terms seems
a more satisfactory approach. The present procedure en-
ables the two types of contribution to the self-energy to be
combined readily, with the result that in all the expres-
sions deduced previously K(co) should be replaced by

C. Comparison with experiments

In order to compare with experiment, we calculated the
correlation function for different temperatures and wave
vectors in the presence of an applied pressure of 970 bars.
In the calculation of X(co), (14), a number of simplifica-
tions were necessary contributing an overall error of
roughly 10—20%%uo, which is comparable with other una-
voidable uncertainties in the numerical analysis.

In the optical, low-frequency part of the spectrum the
paramagnetic contribution, (14), is the dominating term in
the calculated linewidths except at temperatures below
—5 K. In comparison with the first-order contribution,
the second-order term is of considerable importance at all
the temperatures considered. X(co) varies much more
smoothly than X"'(co) both with respect to frequency and
temperature. Whereas X"'(co) decreases exponentially at
low temperatures, and is negligible & 7 K, X' '(co) contri-
butes even at T =0. However, the linewidths due to
X' '(co) at T =0 are small ( —0.02 meV at energies of —1

meV) and they vanish for co~0. It is worth pointing out
that X' '(co) is nonzero also outside the RPA excitonic
band, and, for instance, just above T~, X '(cu) predicts an
appreciable low energy scattering at the ordering wave
vector, leading to a diffusive behavior of the critical
mode, near the transition, instead of the soft-mode
behavior predicted to zero or first order in 1/z. Below
about 5 K the electron-hole pair scattering is calculated to
be the dominant term in X(q, co). It is the zero-order term
icing(q) which is the important one as it adds a contribu-
tion of about 0.15 meV to the calculated linewidths, near-
ly independently of the temperature. The higher-order ef-
fects introduced by substituting K(co) for K(co), (19a),
have only the minor consequence that X(co) is enhanced
10—20% in comparison with X(co).

In the ordered phase the most important modifications
produced by the moment fluctuations, (15), occur at the
lowest frequencies close to Q. The width of the Lorentzi-
an diffusive peak in the single-site response function, 2I
in (16), is found to be large. n n p, M

~ ImK&(b ~ )

(b, ~), where ~~(co) is the density of excitonic y
modes, leads to I =0.9 meV at low temperatures, a value
which is increased by 15%%uo due to the electron-hole pair
scattering mechanism. This large width implies that the
RPA prediction of an inelastic phason mode at q=Q, as
indicated in Fig. 4, does not hold true. As long as q is
close to Q we are left with only a diffusive peak of finite
width; there is no extra maximum in the correlation func-
tion at nonzero frequencies below that of the amplitude
mode. Defining 5q to be the distance away from Q where
an inelastic peak does appear at the lowest frequencies,
then 6q, along w&oo at the pressure of 970 bars, is calculat-
ed to be 0.027

~
~&pp

~

at 7.1 K. When the experimental en-
ergy resolution is included, 5q is increased to be about
0.035

~ ~&pp
~

in fair agreement with the observations. 5q
is predicted to vanish at T=0 but to be still about
0.01

~

v ~pp ~

at 1.3 K. The damping of the diffusive
broken-symmetry mode is related to the circumstance that
the Hamiltonian does not commute with the generator of
an infinitesimal shift in the phase of the order parameter,
1+i68+. (

~
1, )(1,

~
)J, in accordance with the discus-
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FIG. 7. The total numbers of inelastic scattered neutrons (Ref. 3) counted in constant q scans, q=0. 08&&oo, in Pr at various tem-

peratures, under a uniaxial pressure of 970 bars. The solid lines are the calculated scattering functions convoluted with the instru-

mental resolution function of the width (FWHM) shown in the figure, to which we have added the background scattering indicated by

the dashed lines.

sion of Zeyher and Finger. As expected the half width
of the diffusive peak tends to zero when q~Q. More ac-
curately, it is the maximum intensity which diverges, as
the theory predicts that a strong inelastic tail remains at
q=Q. This unusual feature may be considered as a rem-

nant of the adiabatic phason mode at q=Q predicted by
the RPA.

The diffusive mode may be of some importance for ex-
plaining elastic neutron scattering experiments. It will
give rise to a Gaussian-like peak centered at Q, overlying
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FIG. 8. The same as in Fig. 7 when q=0. 127m&00, close to the ordering wave vector.
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the magnetic Bragg peak. The full width at half max-
imum (FWHM) of this extra peak is calculated to be
about 0.01

~
rioo

~

for q along rioo. The intensity vanishes
linearly with T at low temperatures, and the peak disap-
pears above T&. A comparison with the intensity of the
Bragg peak depends sensitively on the instrumental reso-
lution function. However, including most of the integrat-
ed intensity of the diffusive mode, it is estimated to be of
the order of one third of the magnetic Bragg peak at tem-
peratures around 7 K.

In Figs. 7 and 8 are shown the comparisons between the
calculated and experimental neutron scattering intensities,
at various temperatures both above and below Tz, for two
different wave vectors. One is q=0.08r~oo, which is
representative for the cases where q is not close to Q, and
the other is q=0. 127rioo, or in practice equal to Q. The
calculated correlation functions have been convoluted
with the experimental resolution function, assumed to be a
Gaussian. At q=0.087]pp the instrumental width of the
Gaussian was established from a measurement of the in-
coherent scattering from vanadium. In the other case,

2q=0. 127rioo, we use an instrumental width of about —,

times the one determined experimentally in order to fit
the negative energy tail of the Bragg peak at 1.3 K (this
narrowing of the width is expected and arises from the
very rapid q dependence of the elastic intensity). The
only fitting parameter of importance for the comparison
is the intensity scale. If focusing effects are neglected, the
scale parameter should be independent of temperature,
and it should be about the same at the two different wave
vectors. Accordingly, we use the same scale parameter in
all the cases shown in the two figures.

At both wave vectors there is a good agreement between
the calculated and the experimental inelastic scattering in-
tensities, both in the paramagnetic phase (T~—9.7 K) and
at the highest temperatures in the ordered phase (notice
that o.

&
is already about 85% of the zero-temperature

value at 7.1 K). At the two lowest temperatures the cal-
culation predicts a more clear manifestation of the ampli-
tude mode than seen experimentally. At q =0.08+&pp
most of the discrepancies might be removed if the ampli-
tude mode is shifted downwards in energy by about -0.2
meV, an effect which might be produced by the contribu-
tions to the real part of X(q, co) neglected in the present
calculation. A shift in energy of the amplitude mode is
not sufficient to account for the discrepancies at the
lowest temperatures when q =0. 127~&pp. Nevertheless,
the most important feature, the large inelastic intensities
observed all the way down to the tail of the elastic scatter-
ing, agree in order of magnitude with the predictions in
the ordered phase. This agreement, and also the con-
sistency between the calculated values of 6q and the obser-
vations which we discussed above, must be considered as
an experimental verification of the predicted diffusive
behavior of the phason mode.

Below -5 K the discrepancies in Fig. 8 indicate that
ImX(q=Q, co) is significantly larger than the zero-order
term due to the electron-hole pair scattering. It might be
possible that terms of higher order than (1/z) start to be
important at the lowest temperatures, where the second-
order terms are small. However, in the perturbative 1/z

expansion, which is based on the assumption of a unique,
well-defined many-body ground state, the linewidth ef-
fects are bound to vanish in the zero frequency limit at
T =0, so the higher-order effects, and also the second-
order q-dependent terms which we have neglected, are ex-
pected to be of only minor importance at the low frequen-
cies considered here. Another possibility is that the
discrepancies might be due to the observed quasielastic
peak, ' ' ' of finite width in q space and centered at a
wave vector Q*=0.113vioo (at 970 bars) differing from
Q. This broad peak appears at temperatures well above
Tz, and the peak intensity seems to be still increasing in
the ordered phase. It is the dominating contribution to
the zero-energy response at q=0. 08m. &pp, shown in Fig. 7.
The neutron scattering results indicate that the peak is
very narrow in co, and an upper limit on the width has
been estimated to lie around 0.1 meV. A comparison be-
tween heat capacity measurements and neutron scattering
experiments, performed on unstressed Pr in the tempera-
ture range 50 mK —5 K, can be interpreted in terms of the
nuclear spins being influenced by the quasielastic peak as
if it were a diffusive mode of the localized moments. In
such a case the width would be smaller than -0.01 meV
at the lowest temperatures. The extra contribution to the
(nuclear) heat capacity is accounted for by the specific
model, but there might be other ways of relating it to the
presence of the quasielastic peak. In fact, the indications
are that the quasielastic peak is not a dynamic mode in-
volving the localized angular momenta. If this had been
the case we might expect a similar phenomenon in the
equivalent system Cs3Cr2Br9, but this is not observed.
The maximum of the response should occur at least very
close to Q. Finally, we would expect broadening effects
like those observed for the diffusive phason mode. Al-
though the quasielastic peak might be responsible for the
low-temperature discrepancies in Fig. 8, these are small
effects when compared with the large intensity of the
peak. At q=0. 08m&pp a broadening of the peak would
have washed out completely the inelastic resonance.
These circumstances leave only two possibilities: either
the peak is due to static short-range ordered arrangements
of the 1ocal moments, or it is a magnetic response of the
itinerant electrons. The first possibility is discussed in a
previous paper, and is concluded to be very improbable.
It seems therefore likely that it is the conduction electrons
which are responsible for the quasielastic peak. A mag-
netic scattering like this is not expected from ordinary
band electrons, but it might originate from resonance
states near the Fermi surface due to a weak hybridization
of the conduction electrons with the 4f electrons. Because
the susceptibility of the conduction electrons does not
need to have its maximum at Q (see the preceding section)
Q* may differ from Q in this case. The occurrence of the
quasielastic peak might imply that Pr metal is a kind of
heavy-fermion system, whose large specific heat is ob-
scured by the very large nuclear contribution.

In the paramagnetic phase near T~, the experiments ' '

show a strong precursor of the Bragg peak besides the
quasielastic peak at Q*. This is the dominant contribu-
tion to the (nearly) elastic scattering indicated by the
dashed lines in Fig. 8 at 10.7 K (but not at 15.4 K where
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it is a genuine background of incoherent scattered neu-
trons). This critical phenomenon appears in the theory
but only much closer to T~. An enhancement of the crit-
ical scattering might be indicating that the surface is over-
critical above Tz, as analyzed by Murao.

V. CONCLUSION

A number of the static and dynamic properties of Pr, in
its ordered phase induced by an applied uniaxial pressure,
have been explained. The agreement between the calculat-
ed predictions and the neutron scattering results is quite
satisfactory, especially when considering that the calcula-
tions are based exclusively on parameters determined oth-
erwise from experiments on paramagnetic Pr. In the or-
dered phase the length of the moments is modulated
sinusoidally with a period of about eight lattice spacings.
This complicates the analysis, but Pr is a singlet ground-
state system, and the induced moments below T& stay
small, which allows a perturbative approach with the rela-
tive magnetization 0.] as the expansion parameter. One
important consequence of the smallness of o.

&
is, accord-

ing to our analysis, that the question of whether the order-
ing wave vector Q is commensurate or not has nearly no
implications on the behavior of the system.

In order to account for the finite linewidths of the exci-
tations we find it to be important to include the contribu-
tions of second order in the high-density 1/z expansion.
These contributions are larger here than in unstressed Pr,
because the excitonic density of states is shifted down-
wards in frequency. In our account of the second-order
terms we utilized an effective-medium approximation re-
placing the self-energy X(q, co) with its average with
respect to q. This approximation is justified by the long
range of the interaction in Pr. In contrast to the first-
order contributions, the second-order linewidths remain
finite, although small, in the zero-temperature limit. The
introduction of the second-order terms also leads to a
qualitative improvement in the description of the phase
transition, by transforming the incipient soft mode into a
diffusive mode just above T&.

Because of the smallness of the intrinsic contributions
to X(q, co) at the lowest temperatures, the scattering of the
excitons against electron-hole pair excitations of the con-
duction electrons starts to become important. Instead of
using the theory of Becker, Fulde, and Keller, this exter-
nal scattering mechanism was incorporated in the 1/z ex-
pansion calculations, allowing a direct comparison with
the intrinsic effects. This showed that, in the present sys-
tem, the intrinsic effects caused by the single-site fluctua-
tions are much larger than the additional effects intro-
duced by the electron-hole pair scattering, leaving only the
terms of zero order in 1/z, which is unique for the
electron-hole pair scattering mechanism, to be of any im-
portance. The magnitude of this term was estimated and
it gives rise to linewidths of about 0.15+0.05 meV at the
wave vectors considered.

The broken-symmetry mode, i.e., the phason mode, is
predicted not to be a propagating Goldstone mode when-
ever T &0. At wave vectors close to Q the phason mode
is diffusive, and damped because of the fluctuations of the

ordered moments. Most unusually there remain inelastic
tails on the sides of the diverging elastic peak of the
phason mode at Q. The predicted linewidth phenomena,
and also the behavior of the phason mode agree in many
details with the experiments. There are qualitative
discrepancies of some significance, but only below —5 K
when q is close to Q.

The nature of the quasielastic peak in Pr, centered at a
wave vector Q* different from Q, has been further eluci-
dated in the present work, utilizing the fact that the low-
frequency excitations in the ordered phase probe the
dynamic response connected to this peak. In relation to
its large intensity the dynamic effects, which may possibly
be associated with the quasielastic peak, are very modest.
Because it is unlikely that it is a static phenomenon due to
the localized 4f moments, it seems probable that it is a
response coming from the itinerant spins and, hence, a
resonance phenomenon due to a weak delocalization of
the 4f electrons.
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APPENDIX

n0I(i) =nDI[l+y cos(2Q. R;+2u &)] .

Introducing

0; =P&cos(Q R;+u
& )+$3cos(3Q R, +3u, ),

then to leading order in the parameter y

1 I& 5 1 1 2k]+ —)' 1 ——NI+-3g, 6'

(A 1)

(A2)

+O(o.)) (A3)

and

1 kl 1 y 6+«oi),
3 g3 3 g3

(A4)

where

2nD, MIg (nQ) —6I
n0, M(g (nQ)+b, l

{A5)

The first harmonic of the relative magnetization is found

The MF equations, (2)—(4), can be solved analytically,
within the effective S =1 model, using ul as an expansion
parameter. Below T~ the population difference nDI(i) in
Eq. (3) is site dependent, since the energy splittings be-
tween the MF levels are modulated such that
b, &(i)=A;/cos(28;), whereas hz and b3 are changed by
[1/cos(29;) —l]b, &/2. The expansion of the population
factor to second order in 0; is written
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to be given by

3&oi
Pi+&(tri) .

t( t ——1+2$t 1 —— +—g, + —y
7 2 2 gi 11

3g', 6 3

npiMi+(Q)+b. , 1—
2

y is proportional to gt (P= 1/kz T):

34
+2y ( 1+2g', )5„p,

2ki 2
12 3 3 g'3

——y 1+— +—gt

y= — (np+ni npi—)P&i 1+——+ —gi gi, (A7)

but because of the population factor in front, y is an order
of magnitude (at least) smaller than gi in the temperature
regime we are considering, and we therefore neglect terms
of the order y . At the lowest temperatures, when

Phial'i

) 1, the expansion of npi(i) in powers of 6); is not
well behaved. %"e have included the leading order modifi-
cation of the results due to this breakdown of the simple
expansion by replacing all the zero-order population fac-
tors with their mean values, as denoted by the bars, using

1+— + g, +—y(1+3$, )
1 ki 11

1 1 ki 7 14= ——
ki 1+— ——ki + y—

2 3)3 6 3

2ki 8+y 1+3 +
3

where

(A 1 1)

1 —pZ,
exp — 5 +5 cosQ 0 =Jo z =

2m

(A8)

E2„(q)=b ik, i
—2b, ittpiMig (q+2nQ)12,

Vz„(q)=bi~3 2&ittpiMig (q+2nQ)~4,

(A9)

(A 10)

with

where J„(z) are Bessel functions.
The RPA equations of motion for determining

G2„(q,to), Eq. (8), are derived by multiplying Eq. (5) with
the site-dependent energy denominator of g; (co). The dif-
ferent terms are then expanded in powers of 8;. To the
same accuracy as the ground state is determined, the pa-
rameters in Eq. (8) are

p ——lim [i e j(to+i e) ] .
e~o

These higher-lying J=4 levels of the hexagonal ions not
shown in Fig. 1 are of some importance for establishing
the S,tt= 1 parameters used above for calculating o.

i and
the excitation energies. It is, however, not obvious that
the S,f~ ——1 calculation is an acceptable approximation. In
fact, the presence of the higher-lying levels modifies the
molecular field, leading to an increase of the calculated
magnetization of about 8%%uo. This result is shown by the
solid line in Fig. 3. Due to the larger value of oi the
modulation of the crystal-field splittings (or tt, ) should in-
crease, but this increase is opposed, and very nearly can-
celled, .by the coupling between the excited levels induced
by the molecular field. So the only modification due to
the higher lying levels is the increase of o.

&, in comparison
with (A6), whereas the excitation energies are still deter-
mined by the expressions above (the corrections are only
of the order of 10 meV).
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