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Nucleation of superconductivity in a thin film situated in a parallel magnetic field is considered.
The field dependence of the coherence length is taken into account. In particular, the known result
for the nucleation field H near the critical temperature T, is shown to hold only in the dirty limit.
If a certain condition imposed upon the thickness and the effective mean free path of the film is met
(the film should be clean enough and sufficiently thin), the phase boundary H (T) bends to tempera-
tures T > T,. A criterion for the anomalous phase boundary to occur is obtained. The method to
calculate the whole curve H(T) is developed. Possible enhancement of the critical temperature,
T.(H)—T_.(0), is evaluated and shown to be substantial for a proper set of film parameters.

I. INTRODUCTION

The concept of the coherence length £ plays a major
role in the description of superconductivity. This length
determines the scale of spatial variations for physical
quantities that characterize the superconducting phase.
Its importance notwithstanding, & is not among the basic
microscopic input parameters of the Bardeen-Cooper-
Schrieffer (BCS) (or Gorkov) theory such as Fermi veloci-
ty v, the density of states, the electron-phonon interaction
strength, or the mean free path /. Rather, the coherence
length might be considered as one of the quantities to be
calculated with the help of the microscopic theory. More-
over, for arbitrary magnetic field H and temperature T, it
is not easy to define exactly what one means while assign-
ing a certain value to the parameter . The difficulty
comes, of course, from the nonlinearity of equations
governing superconductivity. There exists, however, one
particular region, namely, near the second-order phase
transition, where the theory can be linearized and conse-
quently the coherence length is well defined.

For an arbitrary concentration of nonmagnetic impuri-
ties, the linearization was performed by Helfand and Wer-
thamer in their work on the upper critical field H,,(T) of
bulk superconductors.! They have shown that at the
curve H_,(T), the pair potential A satisfies, for any T and
1, a linear homogeneous equation

—EXT,DITPA(r) =A(r) . (1)

Here the gauge invariant gradient 1=V +27i A /d,, A is
the vector potential, and ¢, is the flux quantum. The very
structure of this equation shows that the scale at which A
changes in space, is determined by &.

Equation (1) is analogous to the Schrodinger equation
for a particle in a uniform magnetic field. Its lowest
eigenvalue corresponds to the highest field, H,,, at which
superconductivity first nucleates in a bulk sample:

H ,=¢o/2mE . 2)
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Then, the quantity &(T,[) [or H.,(T,l)] is obtained by in-
serting (2) into the basic self-consistency equation of the
theory which relates the pair potential to the anomalous
Gorkov Green’s function. The result reads as
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Here w=uT(2n +1)/# is the Matsubara frequency and
7=1/v is the relaxation time for nonmagnetic scatterers.
The power series representation of S in Eq. (4) is obtained
by expanding tan~! and then by integrating over u.

Thus, strictly speaking, the coherence length &(7,1) is
defined at the phase boundary by solving Eq. (3) for
H_,(T,l) and then by using Eq. (2), which is generally ac-
cepted as the definition of the coherence length. Still, one
wonders whether or not this same definition of & is useful
out of the immediate vicinity of the curve H. (7). In
fact, in a variety of systems (finite samples, proximity sys-
tems) the second-order phase transition may occur far
from the bulk H,,(T) curve. Therefore, to approach the
problem of the phase boundary in these systems, one
should be able to evaluate £(H,T) in a wide domain of the
H-T plane away from H_,(T). A method for this evalua-
tion has been proposed by one of the authors in Ref. 2.
We summarize briefly the relevant results of this work.

Near the second-order transition from the normal to the
superconducting phase (for whatever system and wherever
it occurs) equations of superconductivity can be linear-
ized. Using the Eilenberger quasiclassical version of the
Gorkov’s theory, one can show that the Eilenberger
Green’s functions averaged over the Fermi surface,
F(r,0), satisfy an equation similar to Eq. (1),
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II°F =k*F , (6)

if the quantity k> is chosen as to satisfy the self-
consistency equation (3). In general, however, S(H,,;) of
Eq. (4) should be replaced by the following S (H,T,k,w):>

_ 3 —q?y ((m +)! Jz[ir’"”j

m,j= 0."(2m+2]+1) m! B

><II[k2

i=1

q’=2mH /¢, .

To find the phase boundary H(T) at which supercon-
ductivity nucleates in a particular system, one should first
consider the eigenvalue problem for Eq. (6) [recall that the
lowest eigenvalue corresponds to the maximum field at
which Eq. (6) has a nontrivial solution]. The eigenvalue,
of course, depends on boundary conditions imposed upon
solutions F. For instance, in a bulk sample, F must be fi-
nite everywhere thus making the eigenvalue problem iden-
tical to that of the harmonic oscillator. One obtains then
in the present notation H = —¢ok?/2m or k*=—g?% In
the cumbersome series (7) only the term m =0 survives
and the sum S coincides with that given in Eq. (4).

In finite samples or in proximity systems, boundaries or
interfaces result in different boundary conditions. In
turn, the minimum eigenvalue differs from k?= —g?, and
the evaluation of the sum S becomes more involved. An
exception is the case of zero field in which the sum (7)
converges to

© 2m
s=3 \k/Br" (ki/B™ B

mao 2m +1 Tkl

2l —l)q ] >
7

Kl
B

if | kl/B| <1. This allows one to consider the problem
of the zero-field critical temperature in proximity systems
out of the dirty limit (for more detail see Ref. 2).

For an approximate evaluation of S in materials with a
short mean free path, one observes that S is a series in
powers of I. Keeping in (7) only terms with m +j =0,1,
one obtains

~—tanh™ , (8)

1%k?
S=1+ YR Pk <<1, I*q*<<1. 9)
When substituted in Eq. (3), this yields the de

Gennes—Maki dirty limit equation for k*(T,I) (or for
H_,=—¢ok?/2m)."* 1t is worth noting that in this limit
the quantity S is field independent (all terms containing g
are neglected). As a result, the coherence length

= |k~ is also field independent. Thus, in the dirty
hmxt the coherence length determined at the upper critical
field at a given T, is the same at this T for any H. In
other words, £X(T)=¢,/2mH_,(T) can be used to describe
the second-order phase transition at whatever field it
occurs.

However, already the first correction to the dirty limit
[retain in the series (7) terms up to m +j =2] introduces
the H dependence of S:

k214

S=1
+ 3B +— S5

(k*+q%), I%k®<<1, 1%%q*<<1.

(10)

Consequently, k is also field dependent. [In estimating
the neglected terms in (10) we took into account that S
cannot depend upon odd powers of H, so that there are no
terms in (7) proportional to g2 or ¢°] The phase boun-
dary H(T) of a system under consideration, evaluated
with the field dependent £ defined as | k—YH,T) |, will
certainly differ  from that calculated  with
&= |k~ YH,,T)| given in Eq. (2). To the best of our
knowledge, the first attempt to include the H dependence
of £ in the evaluation of the phase boundary in a
superconducting-normal multilayer, has been made in
Ref. 5. It was shown that even for short / in the normal
component of the multilayer, replacement of the tradi-
tional H independent § with £(H,T) results in a substan-
tial enhancement in the calculated perpendicular upper
critical field. Perhaps, the most surprising changes due to
the H dependence of & are expected to occur in thin and
clean films.5

In Sec. II we give a short account of Ref. 6, where the
discussion is restricted to a narrow region near 7, and
H =0. In Sec. III we derive an integral representation for
S which is more amenable to the numerical evaluation in
a wide domain of H’s and T ’s than the asymptotic series
(7). Numerical results for the phase boundary of a thin
film are given in Sec. IV. A short discussion concludes
the paper.

II. PHASE BOUNDARY OF THIN FILM
FOR T—T. AND H—O0

The truncation we resort to in writing Egs. (9) and (10)
for dirty and moderately dirty situations, can be used
whenever the dimensionless parameters [k and Ig are
small. This is clearly the case if one is interested in the
phase boundary H(T) for T—T, and H—0. In this lim-
it both k and g tend to zero and, therefore, Eq. (10) holds
for any /. It is shown in Ref. 6 (see also Ref. 7) that sub-
stitution of Eq. (10) in the self-consistency equation (3) re-
sults in the following field dependence of k*:

k%(H,T)=k*0,T)—31%q*y(1)/5, b
y(M)=A2N/D ,
N= i Qn+1)722n +1+1)73,

n=0

i Qn+D722n+14+20)7",

with the impurity parameter A=#v /27T, and with
k(0,T) related to the well-known Ginzburg-Landau (GL)
coherence length:

7 T2I?
3%7(T,.—T)

We see that k of Eq. (11) is H independent only in the
dirty limit.

Having found k (H,T), one substitutes it in Eq. (6), for
which the minimum eigenvalue should be obtained. To
proceed, we take the middle plane of the film as x =0 and

—k~20,T)=£5.= S 0Bt (12)

w(>0)
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choose the gauge A, =xH, A, ,=0 for the field H=H2Z.

The nucleation problem near 7, has been studied
thoroughly by Fink and Schultens for the field-
independent £g;.® They proved that under usual GL
boundary condition, IT, A(r)=0, for a “thin enough” film,
persistent current lines are parallel to the film’s plane sur-
faces, and A depends only upon the transverse coordinate
x. The field dependence of k notwithstanding, our Eq. (6)
is formally identical to the linearized GL equation used in
Refs. 8 [the latter coincides with Eq. (1) for T—T.,].
Therefore, the explicit condition obtained in Ref. 8 for the
thickness d of a “thin enough” film, d < 1.84£G;, can be
directly translated in our problem as

|kd | <1.84 . (13)

In thicker films, vortices start to nucleate, solutions F of
Eq. (6) depend on both x and y, and the problem becomes
more complicated.

Under restriction (13) and for the boundary condition
II,F =F'(+d /2)=0 (we shall comment on this condition
below), Eq. (6) reads as

F"—q*?*F =k’F , (14)
or, in the dimensionless form,
F"(s)—s*F(s)=—nF(s), s=gx, n=—k%/q*. (15)

The eigenvalue 7 is obtained by solving Eq. (15) and im-
posing the boundary conditions:®

5-n 3 -9 1 5| ¢
(1‘—77)1F1 _4_1L,5'vs(2) :‘_lFl ‘-‘4_71,5,30 y So= by ’
(16)

where F,’s are confluent hypergeometric functions. This
equation gives the nucleation field as a function of d at
any temperature.

Near 7, one expects g < H« |T,—T |!'/%, while
k%« |T.—T |. Then both n=—k?/q? and s behave as
| T,—T | /2. Kummer’s series’ for the functions ;F, in
Eq. (16) converge rapidly and one can truncate them at
the first nontrivial terms:

(1—m) :1+1—;11s5 ) (17)

1+5—;1Ls(2,

Keeping only terms of the order |T.—T |72, ie.,
neglecting 7s3, one obtains s3 =237 or

q*=Q2mH /$o)*=—12k?*/d? . (18)

[The result is the same if one retains terms nsé and s§ of
the order | T.—T |. Moreover, a numerical solution of
Eq. (16) shows that Eq. (18) holds within less than 3% ac-
curacy up to n= % or so=1.] Thus, the assumption
g*ak?« |T,—T| is in fact justified. Equation (18)
coincides with the known GL result,®1°

(2mH /$o)*=12/d%€51 (19)

only if one replaces — k2(H,T) in (18) with £57. Howev-
er, in general parameter k? itself depends upon H, so that
Eq. (18) gives H(T) only implicitly. To find the nu-
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cleation field in the GL domain, one substitutes k %2(H,T)

of Eq. (11) in (18) and solves for H:

2 2

R 5 (¥ v I 20)
d*—17.2y(MI

2mH
®o

This coincides with Eq. (19) only in the dirty limit. For
any nonvanishing / the slope of H*T) at T, is larger
than that predicted in Eq. (19).

The denominator in Eq. (20) changes sign at a critical
thickness d. such that

dZ=7.2y(MI%. 21

The value of d, increases from 2.68/ for A>>1 up to the
clean limit 2.62(#iv/27wT,). The graph of d, in units
#iv /2w T, as a function of the impurity parameter A is
given in Fig. 1. For d >d, the curve H*(T) is situated in
the domain T < T, where k2(0,T) is negative. For

d <d, (22)

there are no solutions of Eq. (20) for T < T,; the curve
H(T) starts at T, and bends to higher temperatures:
H « (T —T_.)""? as shown in Fig. 2. Thus, the condition
(22) is a criterion for the anomalous phase boundary to
occur.

The prediction just made, for thin enough and suffi-
ciently clean films, implies that the phase boundary for
these films can have a shape shown in Fig. 2, cases (b) and

»

\ T TN
0.6 - 12 !g l

é(c)

o Lo b A e =
[ 2 4 6 810 20 40 60 80 100
X

FIG. 1. Critical thickness d. evaluated with the help of Egs.
(21) and (11), in units %v 2wk T, versus impurity parameter
A=7w/2wkpT.l. The condition for the anomalous phase boun-
dary to occur, d <d,, is met for films with normalized thickness
d’ and effective A situated under the curve d/(A); this is the case
in examples (b) and (c). The phase boundary for films with
(d’,A) above the curve, as in the case (a), is “normal” with no
critical temperature enhancement. Particular positions of points
(a), (b), and (c) correspond to parameters given later in the text
and in Tatle I. The inset shows d:(A) for 0.1 <A < 1.
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FIG. 2. Phase diagrams of thin films evaluated as described
in Sec. IV. The reduced field h =2mI?H /¢, is plotted against
the reduced temperature t =7 /T,. The cases (a), (b), and (c) are
characterized in Table 1. In all cases #iv /27kp T, = 1000 A. The
criterion d <d, is satisfied for films (b) and (c). In the situation
(a), d >d,. and the phase boundary behaves ‘“normally;” howev-
er, the slope dh?/dt at t =1 and h =0 is larger than that ob-
tained from the GL equation (19).

(c). In particular, it would mean that the critical tempera-
ture, T,.(H), of a film can be enhanced by applying a
parallel magnetic field (which should not be too large).
Then, some temperature, 7*, should exist at which the
curve H(T) turns over to the usual behavior (see Fig. 2).
In the domain (T,,T*) function H(T) is double valued.
At a constant T in this domain the superconductivity be-
ing absent in zero field, should occur at a field H; and
disappear again at some H, > H,. This type of behavior
of the phase boundary H(T) does not violate any basic
physical requirement. In fact, some magnetic structures
show “field-induced superconductivity.”!!

We present now a qualitative argument which shows
that the effect described is a direct consequence of the H
dependence of the coherence length. Let us start with an
observation that Eq. (14) is a Schrodinger-type equation.
In zero field we have — F"' =gyF with gg= —k2(0,7T) be-
ing the “energy eigenvalue.” Under the condition
F'(xd/2)=0, the solution is F=F,;=const and
k*(0,T)=0; this happens at T=T,. When a small field
is applied, the coherence length becomes shorter:
EXH,T)=£%0,T)—a*H? with a positive constant a? (the
first correction due to the field must be even in H). This
translates into — k2(H,T)=—k*0,T)+L?q* with some
positive material-dependent constant LZ2. Substitute this
in Eq. (14) and rearrange terms to obtain
—F"4+q%x*—~L?*F=—k*0,T)F. In a small field the
“potential,” ¥V =g*x2—L?), may be treated as a pertur-
bation so that the new “energy” e=¢gy+ (V). This yields

—k%0,T)=—kX0,T,)+F3dg*d*—12L2)/12 .

Now, normalize the ungerturbed “wave function,”
Fid =1, rename 12L? as dZ, and recall that k%0,T.)=0

to obtain the main result given in Eq. (20). One can say
now that the origin of the change in the phase boundary
considered here lies in a change of the eigenvalue for Eq.
(6) as, e.g., in the problem of the surface nucleation field
H_5(T) as compared to H.,(T). The only new, though
essential, information we bring in the problem is the field
dependence of the coherence length.

Reservations might be expressed as to validity of the
quasiclassical formalism in films for which the thickness
is on the order of the mean free path or of the zero-
temperature coherence length (in the clean case). The
very presence of sharp film surfaces might be a problem
for the quasiclassical method which is valid, strictly
speaking, only for spatial variations slow with respect to
k7' In this context the question arises whether or not
the boundary condition F'(+d/2)=0 used above is the
right one. To estimate how sensitive the effect described
might be to boundary conditions, perhaps the most severe
one, F(*d/2)=0, was tested (see Appendix A). Al-
though the expression for d. came out different and more
restrictive than Eq. (21), there is still a “window” of A’s
and d’s where the effect should occur.

Another remark should be made with respect to d.’s
value in a clean film. Even for a low concentration of
scatterers in the “bulk” of a thin film, the surface scatter-
ing puts the thickness d as an approximate upper limit for
the effective mean free path, unless the surfaces are ideal-
ly plane and specular. Consequently, more realistic esti-
mate for d, in a clean film can be obtained from Eq. (21)
with [ replaced by d:

(d./d)?=7.2y(Md)), Md)=#v/2xT.d . (23)

Numerical estimate of A at which y of Eq. (11) equals
1/7.2, yields d.=1.6(#iv /27w T,.). Thus, though the sur-
face roughness reduces the numerical factor in d, from
2.6 of the specular plane surface to about 1.6, it does not
suppress the effect altogether.

The evaluation of the slope of H*(T) at T, provides
only an indication of a possible critical temperature
enhancement, T*(H)—T,.(0). To calculate this enhance-
ment one should be able to evaluate the sum S of Eq. (7)
out of the domain T—T, and H—0. The difficulty of
this calculation lies primarily in the formal character of
series (7) which converges, in fact, only for a few specific
values of parameters involved. The quantity S has a
broader domain of application than just in the thin film
problem. One might be interested in evaluation of £(H,T)
and, therefore, of S(H,T) in a wide domain of the plane
(H,T) while considering, e.g., various proximity systems
or superconducting fluctuations in the normal phase. An
integral representation of S is derived in Sec. III; the
reader interested only in the result of this rather formal
derivation, might skip the text up to Eq. (31).

III. INTEGRAL REPRESENTATION OF S

The function S for a bulk type-II superconductor
(where the phase transition occurs at H,,) is given by an
integral (4). It also can be represented by a formal (diver-
gent) power series given in Eq. (4). The generalization of
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S, valid for finite samples or proximity systems where the
second-order transition may occur away from H,,(T), is
obtained only in terms of a formal power series (7). Our
purpose now is to cast the series (7) into a well defined in-
tegral.

Let us start with rearranging the double series (7) into a
single sum. For convenience, let us introduce a new vari-
able

=(k*/g*~1)/2. 24)

Then the product in (7) can be written as (2g2)™(0 + 1),,,
where (0 +1),,=(c+1)o+2) - - (0 +m). Instead of in-
dependent summations over m and j in Eq. (7), one can
sum up over u=m +j from 0 to « and over m from O to
. Then S assumes the form

Swor=3 SV F(—po+112)
p=0 2u+1

u=I0%q*/p*, (25

where the hypergeometric function ,F| is, in fact, a poly-
nomial [see Eq. (15.4.1) in Ref. 9].

The idea behind the following manipulations is to con-
vert the sum (25) into an integral with the help of the rela-
tion

zuz“—Ref d§

g‘z (26)
where the left-hand side (lhs) is obtained formally from
the rhs by expanding (1—¢z)~! in the power series and by
integrating over £.'? (The divergent sum such as this is
called sometimes “Borel-summable.””) For positive z, the
integral at the right has, in fact, an imaginary part,
+(im/z)e "%, originating in a certain way chosen to
avoid the pole {=1/z. We discard this part (by taking
the real part of the integral), because the sum at the lhs is
formally real.

In order to get rid of the factor (2u+1)~"! in the sum
(25), we call v =1/8 (or u =v?q?) and introduce an auxili-
ary quantity

=3 ul—ul o Fy(—p,o+ 15132) | 27)
p=0

)
Sl— 3 (vS)

We now replace ,F; by its integral representation [see Eq.
(5.3.20) of Ref. 13]:

(27) "2 Mot (0 4+ 1) (—0)
X Pt =)= 1o (1 —t)dr ,
(28)

oi(—p,0+1;1;z)=

where C is Pochhammer’s contour which encircles the
branch points of the integrand at =0 and ¢ =z twice in
opposite directions. [One could use a “simpler” represen-
tation, Eq. (15.3.1) of Ref. 9, however, paying a price in a
certain restriction imposed upon o.] The representation
(28) serves well our purpose: after changing the order of
summation and integration in Eq. (27), we can lump the
factors u# and (1—¢t)* together in [u(1—¢)]* and use
identity (26). Thus, we have eliminated the summation;

instead we now have S, represented by a double integral

d{. .. . Further, we change the order of integra-
tions and apply once more the representation (28) to con-
vert the contour integral back into a hypergeometric func-
tion:

1+§

Lo+1;1; 254
1+8u

This is simplified readily with the help of Eq. (15.3.5) of
Ref. 9 to

S;=Re f d¢ ,F, (29)

0 i 4
Si=Re [ ©gge—s 1HLu) (30)
0 (1— é—u )a+1
Thus, we succeeded in converting the sum (27) into a sin-
gle integral. We added +i0 in the upper limit of integra-
tion to specify the upper or lower banks of the branch cut
along the segment (1/|u |,+ o) of the real axis at the
complex plane {. The integrals along the upper and lower
banks of the cut are complex conjugate, so that the result
(30) is unique.

Finally, we recover the quantity of interest, S (u,0), re-
calling its relation to S; given in Eq. (27). After a
straightforward algebra (see Appendix B), we obtain

o +i 2\o
Ve [ g kus?)”
0

S(u,o)= 2o

erfcs (31)
(1—us

where erfcs =(2/V'm f exp(—z2)dz.

The integral representatlon of S just obtained reduces to
known expressions in limits for which the function S is
given in a closed form. One of these limits is the case of
the bulk upper critical field where k2= —g? and therefore
o= —1. The integrand in Eq. (31) then simplifies and we
obtain the result (4) just integrating by parts.

Another limit to check is the case of zero field for
which u =¢%1?/B*—0, 0—+ o for positive k2, while
ou—(kl/B)*/2. This corresponds to T > T,; the quanti-
ty S of this case is used to evaluate the “pair penetration
depth” into the normal phase. In this limit the numerator
of the integrand (31) reduces to exp(k?/%s%/2/%) [since
(141/z)*—e, when z— o0 ]. The denominator goes to
exp(— k?I%s2/23%), and after integration'* over s we re-
cover Eq. (8).

The representation (31) shows that the function S satis-
fies a symmetry relation:

S(u,0)=S(—u,—o—1). (32)

This is a manifestation of the obvious symmetry with
respect to the change of the fxeld direction to the opposite:
if H,——H,, then ¢*—~—¢q?, u——u, and o+1——0
[see Egs. (7), (24), and (25) for definitions of ¢, o, and u].
In particular, this symmetry means that in the expanswn
(7) of S there are no terms with odd powers of g2.

In conclusion of this section, one can verify that the in-
tegral (31) can be represented indeed by the series (7).
This is done in Appendix C by expanding formally the in-
tegrand (31) in powers of us? and then by integrating over
s.
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TABLE 1. Values of d., T*/T., and H* are evaluated for thl;ee films with effective mean free
paths [ and thicknesses d of the same metal with #iv /2mk T, = 1000 A.

Case 1 (A) A d (A) d, (A T*/T. H* (kgs) | kd | at T*
(a) 200 5 500 434
(b) 200 5 300 434 1.17 5.2 1.5% 102
(© 100 10 100 236 1.65 24.0 3.9x1073

IV. NUMERICAL RESULTS

In order to write the result (31) in an explicitly real
form we separate the integration domain in two:

S 1V
el

(1—us?)o+!

—cos(mo) fl/\/; smerfc(s) . (33)

We now note that not all possible values of o are
relevant for the thin-film problem. To determine the
relevant domain we integrate Eq. (14) over the film
(—d/2<x<d/2) and take boundary condition
F'(xd/2)=0 into account to obtain:
g {x*F )= —k*(F). Therefore, everywhere at the nu-
cleation curve H(T), k? must be negative. In other
words, for a thin film

o< —7 (34)

[see Eq. (24)]. In particular, this condition means that
singularities in integrands of Eq. (33) are integrable.
Having in mind the numerical work, we change the in-
tegration variables in (33) from s to y =sV'u in the first
integral and to y =(sv'u )~ ! in the second. Then Eq. (33)
assumes the form
172
S(u,o0)= z
u

fld (14y?H°
0 (1—y?)7t!

X[ erfc(y /vVu)

—cos(roerfe(yVu )~ 1].  (35)

This integral can be evaluated numerically.

We have now all the necessary components for calcula-
tion of the nucleation field H(T) for a thin film. The cal-
culation proceeds as follows. For a film of a given thick-
ness d and an effective mean free path /, in a given field
H, we first solve Eq. (16) to find the corresponding eigen-
value n=—k2/¢q%"® Then the value of o is obtained
from Eq. (24) and the integral (35) is evaluated for dif-
ferent Matsubara frequencies o [the latter enter S(u,0)
via u =1%¢*/(142w7)?]. Further we proceed with solu-
tion of the self-consistency equation (3). The summation
in (3) is extended until a certain convergence criterion is
met. Then a check is performed on whether or not a par-
ticular (H,T) solves Eq. (3). If not, one goes to the next
temperature T +AT with a certain increment AT, until
the root (H,T) is found.

The numerical results are shown in Fig. 2 for a film
with #w /27T, =10* A for three different sets [(a),(b),(c)]
of d’s and I’s given in Table I. The corresponding values
of d_’s are obtained with the help of Eq. (21) or from the
graph, Fig. 1. In case (a) the criterion (22) is not satisfied
and the phase boundary behaves “normally;” we also
show for comparison the curve obtained with the help of
GL formulas (19) and (12). For the parameters chosen,
the slope dH?/dT at T, and H =0 exceeds the slope of
the GL curve by about a factor of 5. In case (b), d <d,,
the phase boundary is anomalous. Case (c) corresponds to
a situation when the “bulk” mean free path exceeds the
thickness, so that the effective [/ is approximated by d.
Also, we show in Table I the ratio T* /T, and the field
H* at which the critical temperature is maximum.

During the calculation we monitor the values of | kd | .
It is needed to assure that we are within the domain (13)
(| kd | <1.84), where Eq. (16) for the eigenvalue holds;
although we show in the table only | kd | at (T*,H *), as
a matter of fact this condition is satisfied along all curves
presented.

V. DISCUSSION

As we pointed out in Sec. III, application of the quasi-
classical method to thin films is still to be justified. Also,
it is not at all clear, what kind of boundary conditions
should be used if the method is applied.

One can argue, on the other hand, that the same doubts
can be expressed with respect to the GL theory, which is,
in fact, derived from the microscopic theory in a quasi-
classical approximation (see, e.g., Ref. 16). It is generally
accepted that the standard GL boundary condition [in our
problem it reads as A'(+d /2)=0] is basically correct, un-
less the surface has some intrinsic properties different
from the bulk. Equation (19) for the nucleation field near
T, is obtained from the GL theory subject to this boun-
dary conditions.!® The major prediction of this equation,
namely, (T, —T)'/? dependence of H, is well established
experimentally.

Given this success of the GL theory, one might expect
the more general Eilenberger quasiclassical theory [subject
to boundary condition F'(+d /2)=0] to work equally well
at least in the domain near T=7T, and H =0. In this
domain the theory predicts an anomalous slope dH?/dT
if the condition (22) is met. The prediction calls for ex-
perimental verification.

In order to observe the T, enhancement one should
prepare a film which meets criterion (22). As Eq. (21)
shows, the critical thickness d, normalized by #v /27 T,,
is a universal function of the impurity parameter A (Fig.
1). The condition, d <d,, for the anomalous phase boun-
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dary to occur, is easier to satisfy in materials with low
T.’s and high Fermi velocities or, in other words, with
large zero-temperature BCS coherence length. (For exam-
ple, good quality indium films with d <50 A can be
prepared,!” with no suppression in 7,; in fact, T, of In
films might be higher than in the bulk.'8) Most of these
metals are type-I superconductors where the bulk phase
transition in the field is of the first order. However, in
sufficiently thin films made of intrinsicly type-I metals,
the phase transition is of second order if d <2.24A with
A being the magnetic field penetration depth (see, e.g.,
Tinkham’s book in Ref. 10). This condition was obtained
near T, and as such cannot be extrapolated far from the
point T=T,, H=0; it is enough to mention that all
known values of A are obtained in small fields. Thus, al-
though type-I materials seem to be promising, it is diffi-
cult to delineate the domain where our theory is valid. On
the other hand, strong suppression of the effective mean
free path in thin films might convert them in type II. We
would like to stress, however, that if one succeeds in fabri-
cating a film of whatever type superconductor with
d <d,, the slope of HX(T) at T =T, and H =0 should be
positive, i.e., the phase boundary should be anomalous.

Still, given the uncertainty with the method’s applica-
bility to thin films, it remains to be seen whether our
theory provides a right estimate for the whole curve H (T)
and, in particular, for the T, enhancement. Questions of
fluctuations and the transition width along the anomalous
phase boundary are out of the scope of our paper. We
should point to yet another shortcoming of our theoretical
model. Namely, we do not know “how parallel” the field
should be to the film.!° Or, in other words, how large the
normal component of the field with respect to the parallel
one could be for the anomalous phase boundary to sur-
vive. In the absence of a quantitative estimate for the
maximum allowable spread in field directions, we resort
to the notion, that had the phase boundary in the parallel
field been unstable with respect to small field perturba-
tions normal to the film, even the usual ( 7, — T)'/? depen-
dence of H could not be observed.
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APPENDIX A

Boundary condition
F(£d/2)=0 (A1)

can be interpreted physically as a result of a strong pair
breaking at the film surfaces. In particular, the zero-field
critical temperature T, of a thin film is suppressed with
respect to the critical temperature T, of the bulk materi-
al. The suppression is evaluated easily for H =0: the

solution F=Fycos|k |x of Eq. (14) satisfies condition
(A1) if
| k(0,T,)

| =mw/d (A2)

(note: k=0 at T,y not at T,). Because &£(0,T) is
minimum at 7T =0, superconductivity is totally
suppressed in a film if

d <din =mE(0,0) . (A3)

With the field present, the even solution of Eq. (15),
exp( —s2/2) 1 Fi((1—7)/4,1/2,5%), yields under condition
(A1) an equation for the eigenvalue 7:

Fi((1=7)/4,1/2,53)=0, so=qd/2 . (A4)

We are interested in the phase boundary near 7, for
H—0. In this domain n=—k2/q*>— . Note the
difference with the situation near T, considered in the
text: there 7—O0 because k—0 faster than g. The first
positive root of Eq. (A4) is?°

2 2
2 T T°—6 4
so=—|1 o ). AS
0 4 + 127’2 +0(n (AS)
With = —k?/q? this translates in
22 2 4
_Kd | (6 A6)

m 12k*

For the sake of simplicity we consider the moderately dir-
ty case in which k2(H,T)=k*0,T)—31%q*/5 [set y=1 in
Eq. (11)]. We are interested in the curve H(T) near T,
where kZ(O,T)=—7T2/d2+k2'(Tc)(T—Tc), where
k?'(T,) denotes dk?/dT at T.. Taking all this into ac-
count at the left of Eq. (A6) and replacing k* at the right
with 7*/d*, we obtain after simple manipulation:

1272k ¥ (T T —T,)
(r*—6)dy—d?)

g*=

, do~4.291 . (A7)

This result has the same structure as Eq. (20). For d <d,
the curve H(T) bends at T, to higher temperatures [note
that —k?=(£2)' <0]. Thus, under boundary condition
(A1), the phase boundary is anomalous if d,;, <d <do.

APPENDIX B

Using Egs. (27) and (30) we obtain

v 0 _ 1_+_ qZUZU
vS=Re [ dv [~ dce C—g——ng — - (B1)

Replace here £ with a new variable z =g %%, change the

order of integrations and integrate over uv:

vS— fm dz 11—+Z)—— cﬁ. (B2)

—Z o+1
This _ylelds Eq. (31) after yet another substitution,

s=V'z /qu.
APPENDIX C

Start with a transformation
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—o—1
(U+us?® | 1—us? |77 1
(1—us?)o+! 1+us? 1+ us?
—o—1
_|ozws® T 1
1+us? 14us?
_3 l—0—1] (2us?)™
m =0 m (1+u32)m+1
o |—o—1|[=m—1
=2 m n
m,n =0

szum +ns2m +2n X

Now substitute this in Eq. (31), integrate over s by parts,
and use the identity

—a (—D™a),

n!

The result coincides with the sum (7). Note that both S+
and S~ have identical Borel series (7) [S* and S~ are
the integrals (31) taken along the upper and lower banks
of the branch cut]. Hence the same is true for
S=(S*T+S57)/2.
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