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The conductance of any metallic sample has been shown to fluctuate as a function of chemical po-
tential, magnetic field, or impurity configuration by an amount of order e /h independent of sample
size and degree of disorder at zero temperature. We discuss the relationship of these results to other
results in the theory of weak and strong localization, and discuss its physical implications. We dis-
cuss the physical assumptions underlying the ergodic hypothesis used to relate theory to experiment.
We review the zero-temperature theory and provide a detailed discussion of the conductance correla-
tion functions in magnetic field and Fermi energy. We show that the zero-temperature amplitude of
the fluctuations is unaffected by electron-electron interactions to lowest order in ( k~I) ', and at fi-
nite temperature interactions only enter insofar as they contribute to the inelastic scattering rate.
We calculate the effects of finite temperature on both the amplitude of the fluctuations and their
scale. We discuss the conditions for dimensional crossover at finite temperature, and the behavior
of different experimental measures of the fluctuation amplitude, in order to facilitate quantitative
comparisons of experiment and theory.

I. INTRODUCTION

Recent experimental studies' of the resistance of small
metallic wires at low temperatures have revealed unex-
pected fluctuations as a function of magnetic field. These
fluctuations are not noise in the usual sense, i.e., random,
time-dependent changes in the resistance, but are time-
independent stochastic magnetoresistance patterns ("mag-
netofingerprints") which vary between samples but are
reproducible (at a given temperature) within a given sam-
ple. In small metallic rings such aperiodic structure in the
magnetoresistance is seen as well, and in this case there
are also h/e Aharonov-Bohm oscillations superimposed
on this aperiodic background. Quasi-one-dimensional
metal-oxide-semiconductor field-effect transitions
(MOSFET's) in the metallic regime also show such
aperiodic structure both in the magnetoresistance, and in
the resistance as a function of chemical potential (gate
voltage). Interestingly, the structure in gate voltage is
typically of the same size as that in magnetic field; how-
ever, by varying gate voltage a recent study was able to
rule out an interpretation where the magnetoresistance os-
cillations were simply due to field-dependent shifts in the
electron energy levels. The fluctuations disappear slowly
and smoothly as temperature is increased in a given sam-
ple. Since the samples are very small this suggested that
the fluctuations decrease as some temperature-dependent
length scale becomes shorter than the sample dimensions.
This in turn suggested that the sample-specific structure
is a quantum interference effect which requires phase

coherence in the wave functions (absence of inelastic ef-
fects) over large regions of the sample.

Theoretical investigations of these phenomena have
shown that they are indeed a quantum interference effect
characteristic of metals, " and the fluctuations have a
universal T =0 amplitude of order e /h, independent of
sample size and degree of disorder (as long as the sample
is metallic). ' ' The universality of the amplitude of the
fluctuations at low temperature has been confirmed in a
variety of quite different metallic systems (see Fig. I). A
key insight leading to the latter result was the realization
that these sample-specific fluctuation phenomena in con-
ductance versus magnetic field or chemical potential
could be viewed as manifestations of the statistical fluc-
tuations which would occur in the conductance of an en-
semble of metallic samples which differed only in their
microscopic impurity configurations. This idea made it
possible to make a connection between analytic theoretical
results, which typically average over a statistical ensem-
ble, and experimental results which typically involve mea-
surements on one or a small number of samples. In order
to make such a connection an ergodic hypothesis of a cer-
tain type was assumed' ' which will be discussed in
some detail below. In this paper we review and augment
the zero-temperature theory of these fluctuations, show
that they are insensitive to interaction effects, and extend
the theory to finite temperatures. This should allow de-
tailed quantative comparison between theory and experi-
ment.

It has long been recognized that the conductance exhib-
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FIG. 1. Comparison of aperiodic magnetoconductance fluctuations in three different systems. (a) g (B) in O. s-pm-diam gold ring,

analysis of data from Refs. 3 and 4, reprinted with the permission of Webb et aI. (the rapid Aharonov-Bohm oscillations have been
filtered out). (b) g (B) for a quasi-1D silicon MOSFET, data from Ref. 9, reprinted with the permission of Skocpol et al. (c) Numeri-
cal calculation of g(B) for an Anderson model using the technique of Ref. 11. Conductance is measured in units of e /h, magnetic
field in tesla. Note the 3 order-of-magnitude variation in the background conductance while the fluctuations remain order unity.

its large statistical fluctuations when the sample size
exceeds the localization length. Most of the work on sta-
tistical fluctuations has examined purely one-dimensional
(1D) disordered systems ' and is based on evaluation
of the 1D Landauer formula' for the dimensionless con-
ductance, g (conductance G in units of e /h) of a quan-
tum resistor

G

where
~

t is the transmission coefficient of the resistor,
which is treated as a single scattering region between per-
fectly ordered "leads. " In the 1D strongly-localized case
it was shown that the fluctuations are so large that lng,
and not the conductance g has a normal distribution. '

A consequence of this is that for a system of length L,
Var(R)/(R ) -exp(A, L) (A, is a constant of order unity),
i.e., the relative variance of the resistance actually diverges
exponentially as the length of the system goes to infinity.
Hence not only was the resistance a non-self-averaging
quantity in the thermodynamic limit, it was actually sta-
tistically pathological. It was pointed out at the time that
such exponentially large fluctuations should not be ob-
servable in metallic systems, where the quantum correc-
tions to the conductance were cut off by the inelastic
scattering length. The first step towards relating these
statistical fluctuations to experiment was taken as a result
of work by Lifshitz and Kirpichenkov, ' and Azbel and
co-workers, ' who also suggested a simple physical
reason for the presence of large fluctuations in the con-
ductance. For a strongly-localized 1D system at typical
energies the transmission coefficient would be exponen-
tially small, t

~

—exp( —2L/g), where g is the localiza-
tion length, and I, is the sample length. However, nearby
an energy where (for a closed system) there would exist a
localized state close to the center of the sample, an in-
cident electron can resonantly tunnel through the sample
via this localized state with a probability approaching uni-
ty. The width I of such a resonance in energy is, howev-
er, exponentially narrow, I —exp( L/g) thus the con-—
ductance as a function of energy exhibits large narrow

spikes above the background nonresonant transmission.
Moreover, the particular spectral pattern of conductance
versus Fermi energy (or chemical potential at finite tem-
perature) would be characteristic of a single sample, and
its particular impurity configuration. This is perhaps the
most novel feature of these quantum fluctuation phenom-
ena in general, since it violates the usual assumption of
transport theory, that a given sample is well described by
the average behavior. These large fluctuations of the con-
ductance of a single sample versus energy could be regard-
ed as a reflection of the large statistical fluctuations ex-
pected from sample to sample at a fixed energy, assuming
that changing a continuous parameter upon which g de-
pends (the energy) is equivalent to changing the impurity
configuration at fixed energy. To our knowledge there ex-
ists no proof that this is quantitatively correct for the
strongly-localized case, but the presence of large statisti-
cal fluctuations and large fluctuations in g versus energy
is suggestive. The actual experimental behavior of 1D
MOSFET's may not reflect these resonant tunneling fluc-
tuations, because at finite temperature other conduction
mechanisms, such as Mott variable-range hopping may
dominate, ' which also have interesting associated fluc-
tuation phenomena.

In this paper we are interested in fluctuation phenome-
na that occur in the metallic regime. We define a metal as
a conductor in any dimension whose sample dimensions
are much greater than the elastic mean free path but less
than the localization length; or equivalently one may say
any sample much longer than the elastic mean free path
whose T =0 conductance is much greater than e /h. By
a famous argument due to Thouless one can see that this
corresponds to the opposite limit from the resonant tun-

neling picture of the strongly-localized regime. Thouless
argued that the energy levels of a metallic sample (where
the motion is diffusive) should be uncertain due to boun-

dary effects by an amount inversely proportional to the
time to diffuse across the sample, L /D, where D is the
elastic diffusion constant. It is natural to associate the
uncertainty in the energy levels of a closed sample due to
boundary effects with a decay or resonance width, hence
for a metal
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I I—hD/L (1.2) field applied only to the disordered region. The dimen-
sionless dc conductance including spin at T =0 is '

Moreover, for a metal this decay width is simply related
to the dimensionless conductance. If we consider the ratio
of I"M to the average level spacing W=(NoL ) ', where
No is the density of states, we find

2w

L,

2 Bg*,Bgp
az ~ az

2

I M/W =NODL =crL /(e /h) =g, (1.3)

where o. is the conductivity, and we have used the Ein-
stein relation. Thus we see that the condition g ~ 1 which
defines the metallic regime, is equivalent to the condition
that the resonance width is larger than the level spacing,
and so the metallic regime corresponds to the opposite
limit from the narrow, well-separated resonances expected
in the strongly-localized regime. Thus we expect the ex-
ponentially large fluctuations in g versus E to subside
once the states become extended, but we do not expect
them to disappear entirely, and the quantitative statistical
behavior of such a system as the sample dimensions be-
come very large was, until recently, entirely an open ques-
tion. We now know that metallic systems exhibit a sta-
tistical behavior as a function of sample size which is in-
termediate between the self-averaging of classical resistor
networks (to be discussed below), and the divergent fluc-
tuations characteristic of strongly-localized systems. In
addition, in the metallic regime the absolute fluctuations
in g have the universal, disorder, and size-independent
behavior described above. Since Var(g) is found to be size
independent in all physical dimensions, the question of
whether the conductance self-averages becomes dimen-
sionally dependent. A system variable is usually said to
self-average only if its relative variance goes to zero as the
system size goes to infinity. Since by Ohm's law the aver-
age metallic conductance scales as L",we have

Var(g)/(g)~-L ~

This means that the conductance of a metal self-averages
in three dimensions, but not in one or two (and even in
three dimensions the relative variance decreases more
slowly than the inverse volume dependence expected clas-
sically). Of course if one scales a metal in one and two di-
mensions the scaling theory of localization predicts that
it will always cross over eventually to strong localization
and hence to the regime of exponentially large relative
fluctuations.

In order to extend the analysis of statistical fluctuations
to the metallic regime it was essential to generalize the 1D
models studied in the strongly-localized regime to higher
dimension (in the above discussion of metallic scaling our
argument really only applied to quasi-one-dimensional
systems). That is because in a purely 1D quantum system
there is no true metallic regime, since the localization
length is essentially equal to the elastic mean free path.
Therefore the transport is either ballistic or localized,
whereas in a metal it is diffusive, the electron performing
a random walk of step length I (the elastic mean free path)
on length scales smaller than g' at T =0. To accomplish
this generalization we calculate the conductance of elec-
trons in the following system: a finite disordered region
of volume V=L 'L„extended to + oo in the z direc-
tion by attaching ideal "leads, " with an electromagnetic

xo(EF —E )6(EF Ep—),
where EF is the Fermi energy, g and E are the exact
eigenstates and energies of the disordered region plus
leads, and the integral is only over the volume of the
disordered region. Effects of a magnetic field may be in-
cluded simply by calculating these eigenstates in the pres-
ence of a field. As is true in the 1D case, the transport of
electrons through the disordered region can be considered
as a scattering problem where electrons from the leads are
transmitted or reflected by the random potential. It was
also shown ' that Eq. (1.4) is equivalent to the relation

(1.4)

g =2Tr(t t ), (1.5)

where t is the transmission matrix through the disordered
region, which connects the various states of transverse
momentum on one side of the disordered region with
those on the other side.

Equation (1.5) is one possible generalization of the 1D
Landauer formula of Eq. (1.1) to a many-channel
(higher-dimensional) system. The issue of how to correct-
ly generalize the 1D formula to the many-channel case is
a complicated problem which has generated much discus-
sion. ' However, in the metallic regime, where the
sample dimensions are much greater than 1, Eq. (1.5) is
found" to have similar features to other proposed mul-
tichannel Landauer formulas, and is an appropriate start-
ing point. It is still an open question whether Eq. (1.5) is
quantitatively accurate in the metallic regime (up to
corrections of order 1/L), but it is encouraging that en-
semble averaging Eq. (1.5) does give exactly Ohm's law in
the large system limit. Moreover, it is very important to
appreciate that all the multichannel Landauer formulas
proposed give the conductance as a relatively simple func-
tion of the elements of the scattering matrix of the disor-
dered region. Hence, in general, the problem of quantum
transport can be treated by the techniques of scattering
theory and is seen to be closely related to well-studied
problems in other subdisciplines of physics, particularly
nuclear physics. This illustrates the power and utility of
the Landauer approach which considers transport as a
consequence of incident carrier flux.

It is therefore worth pointing out an intriguing analogy
between the fluctuation phenomena in quantum transport
that we are addressing, and similar fluctuation phenome-
na in the scattering cross sections of heavy nuclei. Many
years ago Bohr proposed the idea that in collisions of
nucleons with complex heavy nuclei a compound nucleus
is briefly formed and the resulting energy levels of the
combined system are responsible for the multitude of ob-
served scattering resonances. The idea of a statistical
treatment of these compound nuclei was then pro-
posed, in which the compound nucleus was described
by a random Hamiltonian, and each nucleus was supposed
to be a particular member of a given ensemble of random
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Hamiltonians, classified by their symmetries. Of course
the fluctuations between the spectra of various ensemble
members were not assumed to be negligible; each nucleus
has a unique distinguishable spectrum. As noted above,
condensed-matter physics has now entered a similar re-
gime in transport theory, where each sample has a partic-
ular behavior which is not well described by the
ensemble-averaged behavior. At low energies the reso-
nances of the compound nuclei are narrow and well
resolved, just as they are in the resonant tunneling picture
of the strongly-localized regime. Much work has gone
into deriving a statistical picture of this low-energy re-
gime, which, because of the phenomenon of level repul-
sion, was found to have some novel statistical properties
typical of objects whose behavior is statistically correlat-
ed. At higher energies the resonances in the scattering
cross section broaden until they eventually overlap, just as
they do in our picture of the metallic regime. In this
high-energy regime there are only small oscillations in the
scattering cross section as a function of energy. These
high-energy fluctuations have been described by Ericson
and Mayer-Kuckuk, who showed that the typical scale
of the fluctations (the energy correlation range) was given
by the average resonance width and was independent of
the average spacing. An analogous result for the energy
correlation range of the metallic conductance was proved
in Ref. 13.

Although there appears to be a strong analogy between
the low-energy and high-energy regimes in the statistical
treatment of the nucleus, and the strongly-localized and
metallic regimes in quantum conduction„ the analogy is
not complete, for at least two reasons. Most importantly,
the connection between sharp resonances and localized
states on the one hand, and broad, overlapping resonances
and extended states on the other, which is a crucial
feature of the quantum conduction problem, does not car-
ry over to the nuclear problem. In the compound nucleus,
even in the low-energy regime the nuclear eigenstates
must be extended in the relevant sense. This is known be-
cause empirically the spectra do exhibit the statistical
behavior characteristic of level repulsion and of long-
range spectral rigidity. This latter property means that
the fluctuations in the number of levels in a given energy
interval are essentially independent of the size of that in-
terval, instead of increasing as the square root of the size
as expected for uncorrelated (Poisson-distributed) objects.
Whereas for states spatially localized in different regions
there is little overlap and hence negligible level repulsion,
the spectrum should be well described statistically by a
Poisson distribution of levels. The reason the "extended"
nuclear eigenstates give rise to sharp resonances anyway is
presumably because the coupling to outside channels is
dominated by some effective potential barrier, so that the
decay rate is much smaller than that given by the inverse
time to diffuse to this boundary. Hence the low-energy
nuclear behavior is more closely analogous to the behavior
of a metallic conductor with a large contact resistance.
Therefore it is possible that the theory of the statistical
behavior of random matrices which has been successfully
applied to the sharply resonant regime of compound nu-
clei does have relevance to the description of fluctuations

in metallic conduction; although in the latter case one is
not simply dealing with the energy levels of a random
Hamiltonian but rather a scattering (or transfer) matrix
which also contains spatial information about the wave
functions. Indeed a recent argument by Imry ' derives the
universality of the metallic conductance fluctuations
based on the assumption that the transfer matrix across
the disordered region (which is related to the inverse of
the transmission matrix) exhibits this eigenvalue rigidity
characteristic of nuclear spectra. It is interesting to note
that from this point of view the e /h fluctuations in g are
actually smaller than would be expected based on the sim-

ple assumption of a Poisson distribution of eigenvalues for
the transfer matrix; whereas from the more familiar point
of view of classical transport theory (to be explained
shortly) the fluctuations are much larger than expected.
Very recently, Al'tshuler and Shklovskii have made a
detailed analysis of the level statistics of small metallic
systems and shown that while the spectrum exhibits
Dyson-Mehta rigidity over some range in energy, the
overall band exhibits much larger fluctuations. Hence
they showed that the occurrence of universal, size-
independent fluctuations in the square of the transmission
matrix is not equivalent to spectral rigidity of the random
Hamiltonian; this is of course consistent with Imry's ar-
gument which assumes the transfer matrix, and not the
Hamiltonian itself, exhibits eigenvalue rigidity. On the
other hand, by direct evaluation of the variance of the
density of states, Al'tshuler and Shklovskii were able to
show that at zero temperature a finite fraction of the vari-
ance of the conductance comes from density-of-states
fluctuations; a result which is appealing because it implies
that one can think of the universal conductance fluctua-
tions as arising from fluctuations in the number of reso-
nances contained within an energy interval equal to the
typical resonance width. Thus, although similar in spirit,
the statistical behavior of these metallic systems does ap-
pear to be rather different from that described in the sta-
tistical theory of nuclear spectra.

A second difference between the nuclear scattering and
quantum conduction problems is that the relevant eigen-
states of the compound nucleus are many-body wave
functions, and the random Hamiltonian is defined in a
many-particle Hilbert space. Thus the concept of single-
particle diffusion in real space, which is central to the
behavior of the conductance fluctuations, has apparently
no counterpart in the nuclear-physics problem. Therefore
the universal amplitude of the conductance fluctuations is
probably not relevant for calculating the amplitude of
Ericson oscillations.

To appreciate the special quantum-mechanical nature
of the conductance fluctuations, it is useful to contrast
their behavior with that of a network of classical resistors
with random resistances. In one dimension the statistics
of such a network is trivial. The total resistance is the
sum of the Ã resistances, R = g~

&
r;; therefore, by the

central limit theorem

Var(R)/(R ) —Var(r)/1V (r )

[where Var(R) = ((R —(R ) ) ) ]. Since the length of the
total network is proportional to %, the relative variance
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decreases as 1/L. If the fluctuations in each resistor are
small compared to the mean resistance, the same result
applies for the conductance. Since even in higher dimen-
sion the classical conductance is essentially an additive
function of the constituent conductances, this result gen-
eralizes to higher dimension, and it can be shown that far
away from the percolation threshold a classical network
obeys

Var(g) 1

(g)' (1.6)

Thus the conductance classically self-averages in the same
way as do thermodynamic fluctuations around thermal
equilibrium. For a metal, where the conductance obeys
Ohm's law, (g ) —crL", Eq. (1.6) implies

Var(g) -L
Thus, for a classical metallic system, in all dimensions less
than four the absolute variance goes to zero as some
power of the system size. As noted above, the results of
Refs. 12—14 show that for a quantum-mechanical metal-
lic system Var(g) is order unity in all dimensions less than
four. However, it is now well understood due to work of
Thouless that at finite temperature the transport proper-
ties of a metal behave classically on length scales larger
than the inelastic diffusion length L,„=(Dw;„)'~, where
~;„ is the inelastic scattering rate, because the electron is
likely to experience a dynamic interaction which erases
phase memory beyond this scale. Therefore, when a me-
tallic sample is studied at temperatures where L;„ is much
less than the sample dimensions (which is always the case
for a macroscopic sample), we expect

Var [g ( T) ]—Var[g (L;„)](L;„/L )

where Var[g(L;„)] is the variance at scale L,„. In the
simplest case Var[g(L;„)] is just the order unity T =0 re-
sult (however, as we shall see in Sec. IV, there are other
thermal effects which can reduce it somewhat below the
T =0 value).

The onset of classical self-averaging at scales larger
than L, ;„explains why it is easiest to observe these fluc-
tuation effects in systems on the "mesoscopic" size scale,
since L;„ is typically a few microns at the lowest experi-
mentally accessible temperatures. Nonetheless, as we will
see in Sec. III, the classical self-averaging of the ampli-
tude is such a weak function of temperature that it defin-
itely should be possible to observe these fluctuations ef-
fects in the low-temperature conductance of samples
much larger than the inelastic length. The main reason
the effects are not seen in room-temperature magne-
toresistance is that the field range needed to observe these
fluctuations becomes too large (see Sec. III). However,
other manifestations of these fluctuations may be ob-
served at room temperature (or at least at temperatures
much higher than 1 K). Very recent work has suggested
that such fluctuations induced by small changes in the im-
purity configuration may be the microscopic origin of I /f
noise in dirty metallic systems. Moreover, it should be
clearly understood that if one takes the existence of
sample-specific fluctuations as a criterion of the meso-
scopic regime, then mesoscopic size is only defined rela-

g =Tr(r tt)= g ~
t,, ~

', (1.8)

where i and j are channel indices, and X, is the total
number of channels, which is proportional to the cross-
sectional area [typically X, —(wkF)" ', where w is the
width]. Denote

~
t;~ ~

= T;z, and suppose that each
T~ = g &

C C~, where C are complex amplitudes
which we will discuss in more detail below. Suppose that
the number of terms in the sum Xz ~&1, then if the
rnoduli of the C are comparable but the phases are un-
correlated it is easily seen that

Var(T~J )/(TJ ) =1

up to corrections of order Nz '. It is also easy to check
that if some of the amplitudes have correlated phases this
result still holds except the corrections are now of the or-
der of the inverse of the number of uncorrelated phases.
Therefore under rather general conditions the relative
variance of an individual transmission coefficient is order
unity, and this is an essentially trivial effect which re-
quires no subtle statistical correlation of phases.

Thus following these simple assumptions, we can write
each TJ as Tj ——To+6T~, where To is the ensernble-
averaged value of the transmission coefficient for a single
channel (assumed not to vary much from channel to chan-
nel), and 5TJ is the deviation from the average, which can
of course have either sign, and which has an rms devia-
tion of order To. If we now assume that the different
5T~ are uncorrelated, then [denoting the conductance
fluctuations obtained under these assumptions by
rms(g„) ], (g ) =X, To, whereas rms(g„) =X,To. Hence

tive to the temperature at which one is observing the sys-
tem. In principle, these effects can be observed in truly
macroscopic systems at low enough temperature.

Having seen that the size-independent behavior of the
T =0 fluctuations implies a failure of the classically ex-
pected self-averaging, it is instructive to consider how this
behavior compared to an estimate of the fluctuations ex-
pected quantum mechanically, based on making the sim-
plest assumptions possible about the statistical properties
of the transmission coefficients

~ t;~ ~
appearing in Eq.

(1.5). Here we follow the spirit of the discussion by
Buttiker et al. , who were the first to emphasize the im-
portance of possible non-self-averaging behavior in con-
sidering the Aharonov-Bohm effect in normal-metal
rings. An earlier paper by Gefen, Imry, and Azbel, had
shown that there were Aharonov-Bohrn oscillations in the
conductance of purely 1D (one-channel) rings with funda-
mental period h /e and sample-specific shape. They sug-
gested that such an effect could be seen experimentally
despite the possible self-averaging which was expected to
occur between the many different channels of a true metal
ring. Biittiker et al. considered directly the many-
channel case and attempted to estimate the self-averaging
of different contributions from each channel to the h/e
Aharonov-Bohm oscillations in a metal ring, which it
turns out have a statistical behavior similar to the
aperiodic fluctuations' ' ' ' we have been discussing.
We have (for one spin channel)

N
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we would expect

rms(g„)=(g) /N, . (1.10)

Since the average Boltzmann conductivity can be written
as o =(e /h)kF i and Ohm's law gives

we find

I
rms(g„)= —.

L

Therefore the assumption of uncorrelated fluctuations in
each conduction channel in Eq. (1.5) is incorrect, as it
gives an answer which is smaller (typically by a rather
large factor) than the correct answer rms(g)=1. If this es-
timate were correct the fluctuation effects would usually
be negligible compared to the weak localization interfer-
ence effects in the average conductance, even at T =0,
and in general the quantum effects in the conductance
would be well described by the ensemble-averaged
behavior. Biittiker et al. were led to Eq. (1.10) by similar
reasoning, and they explicitly noted that this result was
not necessarily a good order-of-magnitude estimate, but
simply a reasonable lower bound on the size of the fluc-
tuating h/e contribution. It is an interesting lower bound
for two reasons. First, it suggests the presence of statisti-
cal fluctuations which even by Eq. (1.11) are typically
larger than those predicted by classical self-averaging.
Secondly it points to the fact that some sort of spatial
correlation in the statistical behavior of the wave func-
tions is required to explain the universal magnitude of the
conductance fluctuations. It has been recognized for
some time that quantum diffusion imposes a long-range
spatial correlation between wave functions. This correla-
tion plays a crucial role in enhancing the effect of interac-
tions in dirty metals, and the results of Refs. 12 and 13
show that the same effect manifests itself in enhancing
the conductance fluctuations. This point will be discussed
further in the next section. Finally, based on similar con-
siderations to those above, Imry ' has recently pointed out
that while the true physical conduction channels must be
correlated to give the universal value for the conductance
fluctuations [and not (1.10)], one may interpret this as im-
plying that there is an effective number of uncorrelated,
active conduction channels that changes in a well-defined
manner with the system dimensions and degree of disor-
der.

Having discussed various aspects of the statistical fluc-
tuations, we now return to their relation to the conduc-
tance fluctuations as a function of magnetic field or
chemical potential within a given sample. We have hy-
pothesized that the behavior of these sample-specific fluc-
tuations (as a function of size, disorder, etc. ) is the same
as the statistical fluctuations obtained by varying impurity
configuration. The heuristic physical argument which un-
derlies this "ergodic" hypothesis is the following; the
transmission coefficients

j t;~ ~
appearing in Eq. (1.5) for

g are simply related to the probability
~

G (O, L, r, ,r, ,E)
~

to propagate from a point (z =0, r, ) on one side of the
disordered region to a point (z =L, rz) on the other side

( G is the Green function). ' The (energy) Green function
can be expressed as a path integral which is dominated by
the classical trajectories at energy E between the two
points (in WKB approximation, which should be suffi-
cient to give the qualitative behavior). Then

N

~

G(O, L, r~, r~)
~

= g A~Az exp(iW& iW—), (1.12)

where Wz
——Sz —Et~, and Sz is the action along classical

trajectory p between (O, r, ) and (L, rz) traversed in a time
t~, and Az is the amplitude (given by a fluctuation deter-
minant) for traversing the path p. N~ is the number of
classical (random-walk) trajectories traversing the disor-
dered region, which we do not attempt to calculate expli-
citly. If we consider two paths p and p' in Eq. (1.12) such
a pair forms a closed loop which returns to (O, r, ), and in
the presence of a magnetic field the total phase in the ex-
ponent Wz —W~ acquires an additional relative phase
2 7T'Npp /No where N&& is the flux enclosed by the loop,
and No ——h /e.

Now, in general, the phases W&, W~ in the exponent
have an arbitrary relationship for two different paths p
and p', even in the absence of a field. Thus the contribu-
tions from the cross terms (interference terms) in Eq.
(1.12) are expected to ensemble average to zero, leaving
only a contribution from p =p', which would of course be
insensitive to small magnetic fields. The weak localiza-
tion negative magnetoresistance arises because there exists
a special subset of trajectories, time-reversed pairs which
form a closed loop (two paths where exactly the same
scattering sequence is traversed but in opposite order)
which always have a fixed relative phase ( W~= Wz at
zero field) for any impurity configuration. Such trajec-
tories make a coherent contribution which decreases the
transmission at zero field (increases the backscattering)
compared to the average value expected by ignoring in-
terference terms in Eq. (1.12), and which does not average
to zero. In a multiple-connected Aharonov-Bohm
geometry, these time-reversed pairs make a contribution
to the average conductance which oscillates with period
h/2e. ' In general, the configuration-independent in-
terference effects of this type give rise to the weak locali-
zation effects in the average conductance, which have
been extensively studied, both experimentally and theoreti-
cally since the work of Abrahams et al. At zero tem-
perature these average effects are also corrections of order
e /h independent of size (in one dimension, and in two di-
mensions up to logarithmic corrections).

On the other hand, there is another configuration-
dependent interference effect whose presence is indicated
from Eq. (1.12), but which would never contribute to the
ensemble-averaged conductance, and which thus was ig-
nored until recently. That is the incoherent interference
of all the paths with no fixed relative phase; there are N~
such terms in Eq. (1.12) which by the argument sketched
above in connection with Eq. (1.10) would expect to give
an rms effect of order N~ for a given impurity configura-
tion (set of paths), although, as noted above, such a contri-
bution will ensemble average to zero. Even if some of the
paths have correlated phases, as long as many paths con-
tribute to the sum with approximately equal weight, the
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phase-sensitive terms must make at least as large a contri-
bution to the fluctuations as the phase-insensitive terms.
However, if one path dominates the sum, then the fluctua-
tions in the amplitude to traverse the best path will be
most important. It is plausible that many paths have
similar amplitude in the metallic regime where the states
are extended; hence in the metallic regime the dominant
fluctuation effect is likely to come from the stochastic in-
terference of many classical trajectories which traverse the
sample. In the strongly-localized regime it is not at all
clear that many paths contribute and the physical origin
of the fluctuations may be different. It is therefore quite
possible that for strongly-localized systems changing mag-
netic field will not be equivalent to changing impurity
configuration.

However, this picture suggests that the primary cause
of the fluctuations from sample to sample in the metallic
regime is that changing impurity configuration alters the
phases in Eq. (1.12) in an arbitrary manner, causing the
interference terms to vary chaotically. But if this is
correct, one can equally well alter these phases with a
given impurity configuration, simply by imposing a mag-
netic field and introducing a further, arbitrary relative
phase to each pair of paths. Of course one must change
the field enough that the dominant paths experience a rel-
ative phase change of order 2~, and this leads naturally to
the idea that there is some field correlation range beyond
which the phases become uncorrelated (in a fixed, static
manner) with those at the original value of the field. It
further suggests that this scale is set by the field at which
the flux through the normal area of the sample is of order
Po ——hie, based on the simple assumption that typical
pairs of paths across the sample enclose roughly the sam-
ple area. This is in fact the result which was obtained
first numerically" and then analytically. ' ' A similar
argument shows that the rms amplitude of the h /e
Aharonov-Bohm effect in metal rings is determined by a
random interference effect of this type, ' and hence has
the same statistical behavior.

Similarly, one can alter the phase change in traversing a
given sample by changing the energy at which the parti-
cles traverse the disordered region. Suppose one assumes
that to lowest order changing the energy does not affect
the action along the path, or the time it takes to traverse
the path, but simply changes the phase accumulated along
that path, so that

W~(E+b.E)=S~ (E+b,E)t~ . —
Since these classical paths are typically random-walk tra-
jectories with diffusion constant D, the times involved are
typically the times to diffuse across the sample,
t~=X, /D. Thus the energy change needed to randomize
a given phase 8z is simply AE-hD/L, which is the
correct result for the energy correlation range obtained
more rigorously below. Different arguments for this re-
sult have been given independently by Imry et al. (see
Refs. 47 and 55). Although this heuristic path integral
approach is helpful in justifying our ergodic hypothesis
and gives the correct correlation lengths, one must be
careful of extending the approach naively. If one consid-
ers the problem on a 2D lattice which is N sites wide (so

that there are approximately N transverse conduction
channels) then there are N matrix elements of the Green
function which connect points on the two different sides
of the disordered region. The conductance is given by a
linear combination of these N matrix elements; hence as-
suming they all fluctuate independently would immediate-
ly lead us back to Eq. (1.10). Therefore these matrix ele-
ments cannot be statistically independent, which again
leads to the conclusion that some sort of spatial correla-
tion in the wave functions is necessary to give the univer-
sal amplitude of the conductance fluctuations.

Since the rms amplitude of the fluctuation effects is
found to be e /h, independent of size or degree of disor-
der at T =0, they can often be as large or somewhat
larger than the weak localization effects (this will be dis-
cussed in detail in Sec. II), although they do not have the
same physical origin, as is clear from the above discussion
in terms of Feynman paths. Thus under certain cir-
cumstances, which can be easily realized in small samples
at low temperature, weak localization theory fails to pro-
vide a good description of the behavior of the conductance
of a metal in the low-temperature limit, in the sense that
for any given sample the fluctuation effects are typically
as large or larger than the average effects, and mask this
behavior. At higher temperatures and in larger samples,
the classical self-averaging effects which occur on scales
much longer than L;„, attenuate the fluctuation effects
and thus make it possible to obtain good agreement be-
tween weak localization theory and experiment, even in
one and two dimensions.

To summarize, this heuristic argument, in which the
fluctuations are interpreted as a stochastic interference ef-
fect, suggests the hypothesis that for a metal equivalent
fluctuations are caused by changing impurity configura-
tion, or by changing magnetic field or energy within a
given sample. Numerical and analytic calculations
strongly support this hypothesis; numerical calculations
illustrating this support are shown in Fig. 2. Assuming
the hypothesis is correct, one can test the statistical theory
quantitatively by replacing an average over samples by an
average over values of the conductance versus field or en-
ergy in a given sample. In particular, it should be possible
to extract a sample conductance correlation function
which may be compared to the conductance correlation
function obtained by ensemble averaging in the next sec-
tion. It is this notion that we refer to as an "ergodic hy-
pothesis;" a similar hypothesis and terminology is used in
the statistical theory of the nucleus.

II. CONDUCTANCE FLUCTUATIONS
AT ZERO TEMPERATURE

A. General remarks

In this section we review and extend the zero-
temperature theory of the metallic conductance fluctua-
tions. In the first three sections we define and calculate
the important statistical quantity, the conductance corre-
lation functions in magnetic field and energy. This sec-
tion is a more detailed exposition of the results of Ref. 13,
including quantitative results on the magnetic field corre-
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FIG. 2. Comparison of sample-to-sample fluctuations and fluctuations in g(B) and g(E) in a single sample. Data are from nu-
rnerical simulations on a 100&10 site Anderson model with disorder 8'=1 in units of the hopping matrix element, using the tech-
nique of Ref. 11. (a) g for 20 samples differing only in their impurity configurations. (b) g(B) over a range of approximately 10
times the field correlation range. (c) g(E) over a range of approximately 10 times the energy correlation range. Note that the size of
the fluctuations is roughly the same in all three cases, lending qualitative support for our ergodic hypothesis; some quantitative sup-
port was reported in Fig. 2 of Ref. 13.

lation function, and a discussion of some special proper-
ties of this object. In the second part we discuss the ap-
propriate way to introduce inelastic scattering into the
calculation, which involves a somewhat subtle physical
point, and then assess the corrections to the universal
value of the conductance fluctuations introduced by
electron-electron interactions. Interestingly, we find that,
unlike the case for the average conductance, to lowest or-
der in (kF1) ' interaction effects can all be included as a
contribution to the inelastic scattering rate, and thus do
not change the expected physical behavior in an important
way.

Before we express the problem in terms of Green func-
tions and Feynman diagrams, we begin by motivating our
approach with an analysis in terms of the exact eigen-
states of the random system. Et has been recognized for
some time that in order for the diffusion equation to be
satisfied in quantum systems at zero temperature there
must be some spatial correlation between the various elec-
tron wave functions for each realization of the random po-
tential. This correlation plays a crucia1 role in enhanc-
ing the effect of electron-electron interactions on the aver-
age properties of disordered systems. Here, we briefly re-
view the key concepts.

Consider the problem of noninteracting electrons in a
random potential. If the randomness is sufficiently weak
(kF1 & 1, where kF is the Fermi momentum and / is the
elastic mean free path) then the wave functions are ex-
tended (in one and two dimensions we assume the locali-
zation length is much longer than the sample dimensions).
Using the notation of Eq. (1.4), we denote the exact eigen-
states for a given impurity configuration as g and their
energies by E . The conductivity of such a metallic sys-
tem will be finite and density fluctuations will relax dif-
fusively. By writing the density-density response function
in terms of the exact eigenstates, it was found that the
quantity

C(E,E', r, r')= g &g*(r)Pp(r')gp(r)g (r')
a, P

X5(E—E )&(E'—Ep)), (2.1)

where the angular brackets denote the ensemble average

over impurity configurations, is determined by

2f dr f dr'C(E E' r r')e'~'"
dp (E E')'+(Dq—')'

(2.2)

where D =l /dz, is the d-dimensional elastic diffusion
constant. Hence the spatial Fourier transform of C is
singular for small q and E —E', indicating that if
E Ep is sm—all, then the wave functions g, f& are also
correlated in space. Note that according to Eq. (1.4) the
conductance g is an integral over the product of four
wave functions. To calculate the magnitude of the con-
ductance fluctuations, given by

we are thus required to impurity average the product of
eight wave functions. A singular behavior arising from
wave-function correlation similar to that in Eq. (2.2) thus
comes into play, leading to a singular enhancement of the
conductance fluctuations. While it should be possible to
pursue the calculation further using the exact eigenstate
method, and factorizing the product of eight wave func-
tions into the product of two C functions, we find it more
convenient to express Eq. (1.4) in terms of Green func-
tions and perform the ca1culation using more conventional
diagrammatic techniques.

The impurity-averaged perturbation theory we will em-
ploy is a technique for calculating ensemble averages of
various quantities of interest. The theory can be formu-
lated as a systematic expansion in the small quantity (for
a metal) (kFI) '. Our ergodic hypothesis implies that
the rms(g)=[Var(g)]'~ is a good measure of the typical
amplitude of the fluctuations in the conductance versus
energy or magnetic field in a single sample, so we certain-
ly want to calculate the statistical variance of g. Howev-
er, we also would like to know the typical spacing of the
peaks and valleys in conductance, i.e., how much the field
or energy must be changed in order to change the conduc-
tance substantially. This information can also be obtained
by ensemble averaging, if our ergodic hypothesis holds.
The idea is to define a conductance correlation function
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F(b E,bB,B)= (5g (EF,B)5g (EF+bE,B +bB)), (2.3)

where the angular brackets denote the ensemble average,
and 5g =g (EF,B) (g—(EF,B)). The value of this func-
tion when b.E =bB =0 gives the variance (typical size)
and the decay lengths in hE and AB give the energy and
field correlation ranges (typical spacing) discussed heurist-
ically in the preceding section. Using the expression for g
given in Eq. (1.4), we can express F in terms of Green
functions and hence in a form suitable for diagrammatic

2~—i g P*(r)P (r')5(E E—), (2.4)

where G+—=(E H+i—e) '. Using Eq. (2.4) to replace the
exact eigenstates in Eq. (1.4), we obtain

evaluation using the impurity-averaged perturbation
theory mentioned above.

To do this we use the identity

p(r, r', E)=(r (G+ —G
~

r')

g(EF) =( 1 /m L, ) dr dr' ——,p(r, r', EF)p(r', r, EF )+— p(r, r', EF),p(r', r, EF)2 2 la a , , la , a
2 az az' ' ' ' ' 4 dz

' 0z'a, a+—,p(r, r', EF) p(r', r, EF) (2.5)

A diagrammatic representation of a general contribution
to g(EF) before averaging is given in Fig. 3. In this dia-
gram a solid line directed from r to I" ' represents
G+ (r, r ')—, the exact (unaveraged) Green function of the
noninteracting disordered system, and the crosses
represent scattering by impurities located at r&, r„. We
treat the impurity potential by Born approximation, and
assume that the scattering potential from a single impuri-
ty is a 5 function with strength u (hence isotropic), so
that the elastic scattering time is given by ~ '=2~%pc;u
(No is the density of states of electronic states at the Fer-
mi level, and c; is the concentration of impurities). Note
that since g is bilinear in p, the solid lines in the diagram
can be either 6+ or G in all possible combinations. If
we do not ensemble average g is still a function of all the
impurity locations, and no further analytic progress can
be made, but Eq. (2.4) can be evaluated numerically to
find the conductance for that parti ular impurity configu-
ration. ' " The impurity-averaged conductance is a stan-
dard calculation; the prescription is to pair up the im-
purity vertices in all possible ways leading to an effective
electron-electron "interaction" mediated by scattering
from the same impurity. The simplest self-energy dia-
grams give a lifetime ~ to the average one-particle Green
function in momentum representation,

4~NpDA(g)= (2.7)

where A is the cross-sectional area.

B. Variance of g and correlation function in energy

We now turn to the evaluation of Eq. (2.3) for the
correlation function F. For simplicity we first consider
the case bB =0. The diagrams for (5g(E)5g(E+bE))
may be represented schematically as in Fig. 4, which
merely represents the product of two conductivity bubbles
of the type shown in Fig. 3. Since the correlation func-
tion is defined to subtract out the square of the average
conductance, upon impurity averaging the only diagrams
which contribute to F are those in which impurity lines

(G-(p)) = (2.6)(+i l(2r)
where g=e'z —p=p /m —p (henceforward we omit angu-
lar brackets and simply denote the average Green function
by G +—). It is then clear that the only nonvanishing con-
tributions to (g ) are when the two Green functions are of
opposite sign G+G . Evaluation of Eq. (2.5) yields the
standard Boltzmann result for the conductivity, combined
with Ohm's law relating conductivity to conductance,

V1 x "2X X X "f
/ E+&E

2

FIG. 3. Diagram for the conductance of a sample before im-

purity averaging. The impurities are represented by crosses.
The external field creates a particle-hole pair which propagates
from r to r ' and the electron line is scattered by impurities lo-
cated at r l, r ~, . . . , r „.

FIG. 4. Diagram for (5g (E)5(E +bE) ) before impurity
averaging.
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(a) (b)

connect the two bubbles. The most important diagrams
are those where the impurity lines do not cross, since it is
well known that such crossings reduce the contribution of
a diagram by at least (kFl) ', by introducing restrictions
on the region of integration where the integrand is large.
The collection of all such diagrams is shown in Fig. 5.
Another set of diagrams in which the particle-hole ladders
(diffusons) are replaced by particle-particle ladders (coope-
rons) is also possible, and in the presence of only normal
impurity scattering gives exactly the same contribution as
the diagrams shown. The diagrams shown are generated
systematically by starting with two concentric loops con-
nected by impurity ladders and inserting the two current
vertices on each loop in all possible ways. In Ref. 13, it
was erroneously stated that diagrams of the type shown in
Fig. 5(d) are cancelled by those of the type shown in Fig.
5(e). This statement is incorrect, two-diffuson diagrams
of the type shown in Figs. 5(d) and 5(e) considered alone
do give a finite contribution; however, it can be shown
that diagrams of this type with two diffusons cancel dia-
grams of the same type with three diffusons for AE =0,
so that the final answer is not changed in this case. These
diagrams do apparently introduce a very small correction
for AE not equal to zero, but this is not large enough to
affect the comparison with numerical calculations shown
in Ref. 13. Further details of this aspect of the diagram-
matic calculation will be given elsewhere. Note also that
in Ref. 12 (in which only the case b,E =0 was considered)
only the diagrams of Fig. 5(a) were kept and evaluated;
hence the results given there are incomplete and the nu-
merical value obtained for F (0)=Var(g) is incorrect.
However, it is found after evaluating all the diagrams that
the behavior of Var(g) is qualitatively the same as that ob-

tained by only evaluating Fig. 5(a) (i.e., size and disorder
independent).

The feature which makes the diagrams shown in Fig. 5

the dominant contribution to F is the singular behavior at
small momentum and frequency associated with the im-
purity ladder connecting two Careen-function lines with
opposite analyticity, G+ and G . When arrows on the
Green-function lines are opposite, as in Fig. 6(a), the dia-
grarn represents particle-hole excitation, i.e., density fluc-
tuations, and is proportional to the characteristic dif-
fusion pole t,r(Dq ib,E)—] '. The diagrams shown in
Fig. 5 are the only ones where the diffusion poles all occur
with the same momentum transfer q. We shall refer to
Fig. 6(a) as the particle-hole channel. It should be noted
that Fig. 6(a) denotes the diffusion ladder at zero frequen-
cy (which would come into the dc conductance) but
evaluated at different values of the Fermi energy; hence
the energy difference which comes into the correlation
function for the dc conductance plays exactly the same
role formally as a finite frequency but with a very dif-
ferent physical significance. When the arrows in the dif-
fusion ladder are parallel, as in Fig. 6(b), we have the
particle-particle channel. Provided that time-reversal
symmetry is not broken, the diagrams in Fig. 6(a) and 6(b)
give equal contributions.

To see the general structure of the divergences in this
theory we consider the diagram shown in Fig. 5(a),
evaluated for the infinite system, where it is permissible to
work in momentum space. There are two diffusion poles
associated with the two impurity ladders, and both poles
occur with the same q and AE. Setting AE =0 and in-

tegrating over q, we see that this diagram is infrared
divergent below four dimensions. This divergence is cut
off at finite size by the sample dimensions which deter-
mine a cutoff momentum q, -L ', so that such diagrams
are enhanced by the divergent behavior by a factor L
This infrared divergence is the reason that the conduc-
tance fluctuations do not decrease with size as they would
for a classical resistor network. In the Introduction we

argued that classical resistor networks have central-limit-
type scaling behavior: Var(g)I(g ) -L, leading to Eq.
(1.7), Var(g)-L, for the classically expected behavior
of the absolute variance of the conductance. The L
enhancement arising from the divergences associated with

(c)
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FIG. 5. Diagrams which contribute to the impurity averaged
(5g (E)5g (E +DE) ). FIG. 6. (a) Particle-hole ladder; (b) particle-particle ladder.
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quantum diffusion exactly cancel this classical self-
averaging behavior, leading to the result that
Var(g) =F(bE =0) is simply a number of order unity, in-
dependent of size.

We note that divergences of this kind in the second mo-
ments of physical quantities calculated by impurity-
averaged perturbation theory were first treated in a paper
by Maldague. However, he evaluated the density
response (as opposed to the current response as we do
here) and a number of diagrams where a single impurity
line crosses the density vertex were omitted. These dia-
grams typically would cancel the leading singularities, so
that without a careful reevaluation of all the diagrams it
is not clear whether the divergences discussed by Mal-
dague are real.

F(AE) =2 (F, +F2+F3),4
7T2

(2.8)

where

In order to evaluate F quantitatively to obtain the abso-
lute magnitude of the conductance fluctuations we must
evaluate Eq. (2.3) for a finite satnple, thus the diagrams
must be formulated in real space. The details of this less-
common formulation are given in Appendix A. As is
shown in Appendix A, the final result is obtained by sum-
ming the diagrams shown in Figs. 5(a), 5(b), and 5(c) for
both the particle-hole and particle-particle channel; for
the case 8 =68 =0, and no spin-orbit or spin-flip
scattering, we find

m„, m =0 m =1,3, 5,

[Re(A, ) j (2.9a)

F2 ———8 Re
mx, m, =0 mz = '3 5 n =2,4, 6,

(2.9b)

F3 ——24 Re
m„, m =0 m, p =1,3, 5, n, q =2,4, 6,

f .f I, fpqfq

~m ~n ~p~q
(2.9c)

where f „=4m,n, /vr(m, n, ) and —the primes denote
sums over even or odd integers only. As discussed in Ap-
pendix A, the quantities A. appearing in the above equa-
tions are the (scaled) eigenvalues of the diffusion equation

r( i bE+D—( i V') +r—,„')Q (r)=A.„Q (r), (2.10)

where this diffusion equation is to be solved with the
boundary conditions Q =0 at the boundary with the per-
fect leads, and ( V ) nQ =0, where n is the unit normal
at the vacuum interface. For a rectangular sample the
eigenvectors are simply

Q (r)=(8/L L Ly) sin(m ~z/L )

X cos(m„~x /L„) cos(m~~y /L» ),
where m, =1,2, . . . , oo, mx, y ——0, 1,2, . . . , ap, and the
eigenvalues are A, =D(rr/L, ) A,

=m +m (L /L )+my(L /Ly)+y iri (—2 ~ 11)

and y=(L, /mL, „),where L;„=(Dr;„)' is the inelastic
diffusion length, and g=AEL, /(Rm D) Note that E. qs.
(2.8) and (2.9) confirm our initial assumption that the
correlation function is only a function of the energy
difference, AE, and not of EF.

First, the evaluation of Eqs. (2.9) and (2.10) for b,E =0
(g=O) and L;„'=@=0, gives us rms(g), the typical size
of the fluctuations at zero temperature. We note again
that the size of the conductor has totally cancelled out,
leaving only factors relating to its shape. In addition, the
shape dependence is very weak, as can be seen by noting
that the lowest eigenvalue A.(m, = 1, m„=m~ =0) dom-
inates the sums in Eq. (2.9) as long as L, )L„,L~. This
may be traced back directly to the boundary condition F(&E)—(E, /AE)' (2.12)

I

that current only flows in the z direction. The sums ap-
pearing in Eq. (2.9) can be evaluated numerically with
high accuracy since they converge rapidly, and we find
for a quasi-1D sample rms(g)=0. 729, for a 2D square
rms(g)=0. 862, and for a 3D cube rms(g)=1. 088. These
values are reduced by spin-flip and spin-orbit scattering in
a manner which is calculated in Appendix C. Equation
(2.9) implies that the shape-dependence of rms(g) does be-
come strong when either L or L~ are longer than L„
then rms(g} —(L„L~)'i /L„and it is possible to obtain
values for the rms(g} much greater than e /h. The same
shape-dependent enhancement can occur at finite tem-
perature also (see the discussion at the end of Sec. III C).

The second result rigorously obtained from Eq. (2.9) is
the energy correlation range, E„which is the typical scale
of the spacing between peaks and valleys in g as a func-
tion of EF. According to our ergodic hypothesis, as dis-
cussed earlier, E, is simply the half-width of F(AE).
This is approximately determined by the condition g=1,
j.e., E Am D/L, whjch, as noted jn. the Introductjon
just the inverse time for the particle to diffuse across the
sample in the current direction. Various physical argu-
ments for the appearance of this quantity in this context
were given in the Introduction, and eIsewhere. ' In Ref.
13 it was shown that the analytic results for E(AE) given
here agree with numerical calculations to an accuracy of
about 5% without any free parameters.

Third, it is interesting to note that F(AE) decays very
slowly as a function of AE/E, and shows a nontrivial
dependence on dimensionality. Asymptotic evaluation of
Eq. (2.9) yields



1050 P. A. LEE, A. DOUGLAS STONE, AND H. FUKUYAMA 35

This is very different from the exponential decay of corre-
lations exhibited by normal Poisson processes and indi-
cates a kind of long-range memory in the fluctuations of
g(EF). In fact, this decay is so slow in three dimensions
that energy-averaging arguments based on the assurnp-
tion, that values of the conductance separated by more
than E, are essentially uncorrelated, fail in three dimen-
sions, leading to an anomalously slow temperature depen-
dence of rms(g) (see Sec. III).

C. Correlation function in magnetic field

Now we turn to the evaluation of the magnetic field
correlation function, F (b B,B, b E =0) at T =0. This
quantity is also given by the sum of the diagrams in Figs.
5(a), 5(b), and 5(c), now evaluated at finite B and bB. The
magnetic field enters the calculation by means of the usu-
al semiclassical approximation for the Careen function, ap-
propriate when the cyclotron radius is much greater than
the elastic mean free path,

G(r, r', B)=exp (27ri/Po) I A ds G(r —r'),
T

as well as the field difference, the full correlation function
is in general a function of B and AB. However, once
BL,L »Po (where L,L„ is the sample area normal to
the field) the solutions of Eq. (2.14) are simply Landau
levels (in two dimensions) with uniformly spaced eigen-
values,

A,
~"= ( n + —, )(4/n) I (2B + b,B)L, j /Po .

Hence the lowest eigenvalue will be much greater than
one, whereas the lowest eigenvalue will still be order unity
in (2.13), and since the inverse of the lowest eigenvalue in

O. OS

0 04

CI

0.02—

where Po ——h/e, G(r, r') is the average Green function in
the absence of the field, and the line integral is evaluated
along the straight line between r and r'. Since it is the
product G (r, r')G (r', r) which comes into the particle-hole
channel, only the vector potential difference AA will ap-
pear in the particle-particle contribution to F; it appears
in the diffusion equation in the usual way, so F~I, is deter-
mined by the eigenvectors and eigenvalues of

r{ i bE+D( —i V' ——e b,A) +r,„')Q (r)=V„"Q (r) .

(2.13)

Whereas for the particle-particle channel it is essentially
G(r, r') which appears, leading to a diffusion equation
determining Fpp of the form

r( —i bE+D( i V' —e(—2A +bA)) +r,„)Q (r)
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=V'Q (r) . (2.14)

When B =AB =0, the particle-hole and particle-particle
channels give equal contributions to F, leading to the
overall factor of 2 in Eq. (2.8); when B is nonzero the two
contributions must be evaluated separately from Eqs.
(2.13) and (2.14). The first diagram F, can be evaluated
as before with the eigenvalues A, replaced by A, "(b,B) and
A. ~"(2B+bB), respectively. However, Fz and F3 involve
matrix elements of the eigenfunctions of the relevant dif-
fusion equation which have to be evaluated as discussed in
the Appendix A, and which will no longer simply give the
factors f „which appear in Eqs. (2.9b) and (2.9c). There-
fore a precise quantitative evaluation of all three diagrams
in both channels for nonzero B and AB requires solution
of Eqs. (2.13) and (2.14) on a finite system with the mixed
boundary conditions discussed in Appendix A. Although
straightforward in principle, we do not attempt such a
solution here, but only evaluate properties of F in various
limits.

First we note that because the contribution from the
particle-particle channel depends on the value of the field

FIG. 7. (a) Comparison of analytic and numerical solutions
for the correlation function in magnetic field. Dashed line is the
analytic solution for the 1D magnetic field correlation function
calculated using the perturbative solution to Eq. (2.13) described
in the text. Changes in field are measured in terms of the flux
normal to the wire in units of h/e, F(bg) is measured in units
of (e /h) . The particle-particle contribution is assumed to be
totally suppressed. Squares are the result of numerical calcula-
tions for a 400&40 site Anderson model with W=1, E =0.2,
in units of the hopping matrix elements. Circles are numerical
results for a 200)&20 site system with otherwise the same pa-
rameters. Comparison is made with no free parameters. Clear-
ly the numerical solutions show better agreement for the larger
sample size, suggesting that there are some finite-size correc-
tions to the numerical results as discussed in the text. In the nu-
merical calculations the initial value of the field corresponded to
20 flux quanta in the former case and 10 flux quanta in the
latter. This was chosen to suppress the particle-particle contri-
bution as discussed in the text. (b) Comparison of field correla-
tion ranges obtained numerically for a 20 && 20 square with
W =4 (solid circles) and a 400)&40 strip with W =1 (open cir-
cles). F(0) for the 2D case has been normalized to the 1D value
for comparison.
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each channel determines the order of magnitude of its
contribution, the contribution from the particle-particle
channel will be negligible for BL,L„»$0. It is for essen-
tially the same reason that the weak localization effects in
the average conductance saturate for large magnetic
fields. Thus when the flux through the sample is much
greater than h /e, F(B,bB)=F~h(ddt), and F(8,0)
=F~h(8, 0) = —,F(0,0), and simply dividing our above re-
sults for Var(g) by two gives the expected rms value of the
aperiodic magnetoconductance fluctuations, 5gz,

0.52, d =1
6gg ——0.61, d =2

0.78, d =3 .
(2.15)

V& ———2ie AB x
dz

There is one caveat to the above analysis that will be ex-
plained below in the section discussing the symmetry of
g(8).

From this point on we will assume that the magnetic
field is large enough that the particle-particle channel is
negligible and then consider the correlation function
F~h(bB) with the appropriate factor of —,

' reduction of its
amplitude (we will now suppress the label ph). One im-
portant consequence immediately follows from the fact
that only the field difference now appears in F. The
aperiodic magnetoresistance fluctuations should persist in
field at least until the cyclotron radius becomes smaller
than l, since this is the condition for the validity of the
semiclassical approximation used above. This corre-
sponds to a very high field in a typical metal and explains
one of the most surprising features of the experiments, the
persistence of the fluctuations unchanged to fields as high
as 16 T. This behavior is to be contrasted with the well-
known weak localization corrections to the average con-
ductance, which come entirely from quantum interference
in the particle-particle channel, and which therefore die
off rapidly when a flux of order h/e penetrates the sam-
ple area (or an area of size L,„at finite temperature). The
fact that the essential behavior of the conductance fluc-
tuations can be obtained by considering only the particle-
particle channel makes clear formally the physical point
made in the Introduction: The fluctuations effects we cal-
culate are not localization effects in any obvious sense.

%'e can obtain the eigenvalues needed to evaluate
F(bB) most easily in two limits. First, for small b,B the
field difference only gives a perturbative correction to the
eigenvalues obtained from Eq. (2.10). This perturbative
correction is, however, sufficient to allow us to estimate
the correlation range in magnetic field, which determines
the typical spacing of the fluctuations in magnetic field in
a given sample. Hence we must solve Eq. (2.13) perturba-
tively with (choosing a gauge) AA =~xz. Since our gen-
eral solution for I' is dominated by the lowest eigenvalues,
the correlation field may be obtained simply from pertur-
bation theory for these lowest eigenvalues. From Eq.
(2.13) we see that the perturbation has the form
V'= V)+ V2, where

and Vz ——(e b,Bx) . We denote the unperturbed eigen-
states defined above by (m, m„m» ~, the perturbed eigen-
values can still be labeled as A, . For consistency wemzmxm&

need to calculate corrections to second order in V'&, and
first order in Vz. The calculation simplifes considerably
for the quasi-one-dimensional case (L, »L„,L»). L», the
direction parallel to the field is irrelevant to this discus-
sion, and henceforward indices related to this direction
will be suppressed. V& has no diagonal matrix elements
by symmetry, and the diagonal element of V2 for the
states (m„O

~
just gives

o(~)=m, + I/3(b. B L L, /P )0 (2.16)

In addition, off-diagonal elements of V'& of the form
(m, O

~

V'& m,'0) vanish, as do all off-diagonal elements
of Vz. Therefore it follows simply from the form of the
unperturbed eigenvalues that Eq. (2.14) is the correct per-
turbative expression for the lowest eigen values up to
corrections of order (L„/L, ) (AB), which are negligible
for this quasi-one-dimensional geometry. Equation (2.14)
is then a good approximation until the field-dependent
correction is of the order of the spacing of the eigenvalues
with different values of m„, which yields the condition
(68 L,L„/$0) —(L, /L„), i.e., 68 L„&$0. To estimate
the T =0 correlation field we can set this correction equal
to the lowest unperturbed eigenvalue; 8, is then deter-
mined by the condition 5A, (bB =B,)=1, which gives the
result B,=v 3$O/L, L where L,L„ is the sample area
normal to the field. A full evaluation of the diagrams us-
ing this 1D perturbative correction to the eigenvalues
yields a more precise value of 8,=(1.2)go/L, L„. In Fig.
7(a) we show a comparison with no free parameters be-
tween the analytically calculated correlation function
F(b,B) in this approximation and the numerically calcu-
lated correlation function evaluated for two different size
quasi-1D samples of the same shape. Note that agree-
ment on the value of B, is much better for the larger sam-
ple, suggesting that finite-size effects affect this quantity
much more than the amplitude of the correlation func-
tion. In particular, the diffusion equation for k(bB) is
only correct when the sample dimensions are much larger
than the elastic mean free path, which is not the case for
the degree of disorder and sample sizes which may be ex-
plored numerically in a quasi-1D geometry without mak-
ing the sample shorter than the localization length. In
two dimensions this is not a problem, and no similar sen-
sitivity of B, to sample size is observed numerically;
hence this finite-size effect is probably the origin of the
small discrepancy shown in Fig. 7(a). This problem with
the numerical simulations of F(bB) was not appreciated
in Ref. 13, where an incorrect value P, =2.4/0 was given.

As the sample aspect ratio is changed from a long strip
to a square, the second-order contribution in V& from
states with m not equal to zero increases in magnitude,
and the contribution to the lowest eigenvalue is always
negative. This means that the coefficient of the AB term
in Eq. (2.16) decreases with decreasing aspect ratio,
s =(L, /L„), and thus the field correlation range gets
longer. This trends is illustrated in the numerical calcula-
tions of F(68) shown in Fig. 7(b). The magnitude and
shape-dependence of B, clearly should have an interpreta-
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tion in terms of the rms area enclosed by two random
walks across the sample for a given shape of the diffusion
region, as discussed in our Introduction.

Finally, the magnetic field correlation function also ex-
hibits a slow, dimension-dependent power-law decay,
asymptotically

4—d
B,

(2.17)

1.8-

l.6

l.4
o

o
O
Z0

I.Q

0.8

FLUX (h/e)

lO

FIG. 8. Comparison of average weak localization positive
magnetoconductance (open circles) and typical behavior of a sin-

gle sample (solid line). Numerical calculations for a 100X10
strip with 8 = 1, average was taken over 1000 samples.

g (B =0) for single sample is normalized to (g (B =0)).

As before, at T =0 the relevant dimensionality is deter-
mined by the shape of the sample, except that for a long
thin strip (L, »L„) the decay will still become two di-
mensional asymptotically when (b,B L L, /Po) & (L, /L„).

We now present a final point relating to the amplitude
of the fluctuations in g(B). It is well known that (g(8))
exhibits negative magnetoresistance for small magnetic
fields due to weak localization effects (for the case of
normal impurity scattering). This effect has been seen ex-
perimentally in good agreement with the theory ' for rela-
tively large samples. Therefore the question arises wheth-
er this average behavior of g (8) will be visible in typical
small samples at low temperatures, or whether it wi11 be
masked by the fluctuations of order e /h. In one and two
dimensions the maximum amplitude of the average effect
is determined by the inelastic diffusion length (when that
length is shorter than the sample dimensions), but it is

easy to show that for a finite system the maximum ampli-
tude of the average conductance rise at T=0 is of order
e /h, in one dimension, and of order (e /h) in(L~/l) in

two dimensions (where Ltt 2eB/Pic). ——Therefore the size
of the two effects should be comparable in one and two
dimensions and numerical calculations on 2D wires indi-
cate that the fluctuation effects can be somewhat larger;
this is illustrated in Fig. 8, where the average behavior is
contrasted with the behavior of a single sample. Thus we
do not expect small MOSFET's at low T to show a clear
weak-localization negative magnetoresistance. For small
metal wires and films the situation is a bit more compli-
cated, since the amplitude of the 3D negative magne-

toresistance can be much larger than e /h. This raises is-
sues of dimensional crossover which we have analyzed
and which indicate that the relative size of the average
and fluctuation effects in g(8) depends in detail on the
sample parameters, and no general statement can be made
about which effect will dominate. Details of this analysis
will be presented elsewhere.

D. Symmetry of g (B)

As noted above, there is one case in which the contribu-
tion of the particle-particle channel to the correlation
function is not negligible, even at large absolute values of
the magnetic field. That arises when one considers the
correlation of g (8) and g ( 8). T—he factor 28 + AB
which comes into the diffusion equation for the particle-
particle channel is actually the sum of the fields on the
inner and outer loops. Hence if one considers
F(B, bB = —28), the particle-particle contribution will

be independent of the absolute value of B, and will give as
1arge a contribution as the particle-hole channel. It is easy
to check that this result is required to insure that
( [g (8)—g ( —8)] ) =0, i.e., that g (8) as we have defined
it above is symmetric around 8 =0. ' This result is
guaranteed to hold in our theory by time-reversal symme-
try and the relation g =Tr(t t) Here the .detailed form of
the multichannel Landauer formula used is important.
For a more complicated formula such as that of Refs. 33
and 34 time-reversal symmetry does not imply that

g (8)=g ( —8), and indeed evaluation of g (8) using that
formula does yield an asymmetry. '" Some experiments
have also observed a substantial asymmetry, ' which is in
fact much larger than that obtained in simulations of the
formula used in Ref. 61, but whose origin is still not com-
pletely clear. Any frozen magnetic field in the material
which does not reverse exactly with the external field can
of course give rise to an asymmetry, and it has recently
been suggested that a small number of frozen magnetic
moments may be the explanation of the experimental ef-
fect. The natural suggestion that spin-flip scattering
from magnetic impurities could be the source of the
asymmetry by preferentially damping the Cooperon chan-
nel turns out to be incorrect for this problem, as is dis-
cussed briefly in Appendix C.

A different explanation of the asymmetry is suggested
by a natural inference from a result obtained in Ref. 14.
In Ref. 14 it was shown that when a current is flowing in
the x direction, it induces fluctuations of order e /h in
the transverse conductance, g„», even in the absence of a
magnetic field It is possible .that under certain experi-
mental conditions a voltage measurement between two
points separated along the x direction will nonetheless
measure some combination of g~ and g„y. Then, if gzy
for a given sample has no definite symmetry under rever-
sal of the field one would expect to observe a large ap-
parent asymmetry in the voltage drop at fixed current
when the field is reversed. Of course on the average the
conductivity o.

y is asymmetric in field and the term pro-
portional to 8 gives the Hall coefficient. However, recent
work by Ma and Lee has shown that in a given sample
cr„~(B) has no definite symmetry, making possible an ex-
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planation of the type suggested above. Another approach,
which has been taken very recently by Buttiker, is to
derive a four-probe version of the Landauer formula,
from which it can be shown that conductance measure-
ments between any two probes need not yield symmetric
results under field reversal. This then gives a natural ex-
planation of the experimental asymmetry similar in spirit
to that suggested above, although no quantitative esti-
mates of its size have yet been made using this approach.
Finally, very recent experiments by Benoit et al. seem to
indicate that an explanation of essentially this type is
correct, since they show that experimentally one can
separate out the symmetric and antisymmetric contribu-
tion to g by a simple lead-switching procedure.

E. Effects of interaction

The above discussion of the zero-temperature conduc-
tance fluctuations has been restricted to the case of nonin-
teracting fermions in a random potential. It is now well
known that interaction effects in the presence of disorder
have an important effect on the behavior of the average
conductance both at finite, and at zero temperature. In
fact, these may be the dominant effects in certain experi-
mental contexts, so it is necessary to examine the effect of
interactions on the universal conductance fluctuations in
order to predict the experimental behavior with confi-
dence. In this section we show that at T =0 interactions
do not effect the numerical value of the universal conduc-
tance fluctuations to the leading order in (k+I) ' which
we have been considering; and at finite temperature in-
cluding interactions simply leads naturally to the intro-
duction of a finite inelastic scattering rate. Another way
of stating this second result is that the presence of a ~,„'
cutoff in Eq. (2.10), which was put in by hand on physical
grounds in Ref. 13, is derived below rigorously for the
case of electron-electron scattering.

The crucial point is that in the diagrams which contri-
bute to the fluctuation correlation function F, only static
impurity lines are permitted to connect the inner and
outer loop. Formally this is because I' represents the
average of the product of two four-point functions, and
not one eight-point function. Physically, this is because
each loop represents a separate conductance measurement,
and they are correlated only to the extent that the elec-
trons experience the same static impurity potential. This
means that no interaction lines can connect the inner and
outer loops, thus we need consider only two ways of in-
serting interaction lines into the basic diagrams.

First, interaction lines may be inserted into the part of
the diagrams between the current vertices and the dif-
fusion propagator, as shown in Figs. 9(a) and 9(b).
Corrections of the type shown in Fig. 9(a) can clearly be
taken into account as a shift of the chemical potential
from its value in the noninteracting system. Corrections
of the type shown in Fig. 9(b) (with the interaction ver-
tices dressed by diffusons) are analogous to the corrections
to the average density of states of disordered metals found
previously. These do introduce corrections to the zero-
temperature value of the conductance fluctuations, but
they are of order (kzl) ' compared to values calculated

FIG. 9. Interaction corrections to Fig. 5(a) where the interac-
tion (represented by wavy lines) appears between the external
vertex and the diffusion propagator.

above, so in principle the "universal" value of the conduc-
tance fluctuations has the form

rms(g) =O(1)+O((k~1) ') .

It is true that this correction, though down by (k~1) ', is
divergent for d (2 as L . However, these corrections
are of the same order as weak localization, and we have
assumed that we are in a regime where such corrections
are small for a typical finite-size sample. Hence the T =0
values of the universal conductance fluctuations, and the
behavior of the correlation functions, are essentially un-
changed by including interaction corrections of the type
discussed above.

The second type of interaction corrections we need con-
sider are self-energy type corrections to the diffusion
propagator of the sort shown in Figs. 10 and 11. Howev-
er, such corrections go to zero at T =0, and at finite T
such diagrams only introduce a cutoff in the diffusion
propagator which can be identified as the electron-
electron inelastic scattering rate [justifying its presence in
Eq. (2.10)]. This may at first seem surprising because the
usual diffusive form of the density-density correlation
function is a consequence of particle number conservation
and is not affected by inelastic scattering. However, we
recall that mathematically this conservation law is im-
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FIG. 10. Self-energy-type correction to the diffusion propa-
gator.

~ ~ 5,+

FIG. 11. Corrections of the type given in Fig. 10 inserted in

Fig. 5(a). These diagrams lead to the appearance of an inelastic
scattering rate as a cutoff.

posed by the Ward identity which states that vertex
corrections (interaction lines connecting the particle and
hole lines in Fig. 10) exactly cancel the self-energy correc-
tions due to interactions. In the present problem, the ob-
ject we are calculating is not the density-density correla-
tion function, and for the reason mentioned above such
vertex corrections are not allowed. The absence of the
usual cancellation then leads to the appearance of ~,„' in
Eq. (2.10).

More explicitly, the diagrams leading to the introduc-
tion of the cutoff r,„' are shown in Figs. 10 and 11. We
just note that the ca1culation of Fig. 10 has been carried
out elsewhere for the particle-particle channel. It has
also been recognized that the same calculation gives the
same result for the particle-hole channel. The end result
of including the contributions of Figs. 10 and 11 is then to
replace the diffusion pole Dq by Dq +~,:„',where ~,„' is
proportional to T in three dimensions. In one and
two dimensions the calculation needs to be done self-
consistently, leading to a ~,:„'proportional to T in two di-
mensions and to T in one dimension, in agreement
with the conclusions of Altshuler et al.

It is worth contrasting this situation with the effect of
inelastic scattering on both the weak-localization effects
and the interaction effects in the average conductance. In
the interaction effects on the average conductance (and
other average properties) at finite temperature kT itself
enters as a cutoff to the singularity, and ~;„' does not ap-
pear explicitly, precisely because the interaction effect
comes from singular behavior of the density-density corre-
lation function, and the appearance of ~;„' is forbidden by
particle conservation. On the other hand, for the weak lo-
calization effects ~,„' does appear as a cutoff, because

these arise from singularities in the particle-particle chan-
nel, where no exact cancellation of vertex corrections
occurs; but kT does not appear as a cutoff. Formally, this
is because weak localization occurs for noninteracting par-
ticles, and one can always calculate the average conduc-
tance in terms of the exact single-particle eigenstates,
where it is clear that an average over a finite-temperature
Fermi distribution of occupied and unoccupied states does
not affect the result. Physically one can argue that the
weak-localization coherent backscattering has a fixed
phase which is unaffected by energy changes of order kT,
as will be discussed in the next section. In the present
problem both inelastic scattering and thermal smearing
are important at finite temperature, and their effects need
to be considered carefully as we do in the next section.

III. CONDUCTANCE FLUCTUATIONS
AT FINITE TEMPERATURE

A. General remarks

Having reviewed the calculation of the conductance
correlation functions at zero temperature, we now discuss
the behavior of the correlation functions at finite tempera-
ture. The well-verified picture of quantum transport in
metals which comes out of the work of Thouless ' and the
scaling theory of localization is that a metal exhibits pure-
ly quantum transport up to the length scale L;„, the in-
elastic diffusion length, and classical Boltzmann transport
beyond that scale. We expect, therefore, that the fluctua-
tion effects studied above (which are scale independent in
the zero-temperature quantum limit, but scale dependent
classically) will have a temperature-dependent amplitude
once the temperature is high enough that the inelastic
length becomes shorter than the sample dimensions. To
be more specific, in the Introduction we noted that classi-
cally the conductance of a sample depends on the conduc-
tances of smaller subregions in an essentially additive
way; and this leads to a central limit type of behavior of
Var(g): Var(g)/(g) -L, hence rms(g)-L'd
(since by Ohm's law (g ) -L ). Thus we expect that
the amplitude of the fluctuations should decrease with in-

creasing T (for fixed sample size) once the inelastic length
becomes shorter than the sample length as

Var[g (L, T)]=Var[g (L;„)](L;„/L) (3.1)

It turns out that typically in a metal there will also be
some weak temperature dependence of Var[g(L;„)] due to
an effect we refer to as "energy averaging" which will be
discussed in detail below. In this section we calculate the
detailed temperature dependence in all dimensions of
rms[g (T)], and of the correlation ranges in magnetic field
and chemical potential, B,(T) and p, (T), as well as the
criteria for dimensional crossover at finite temperature.

The size dependence of Var[g(L, T)] indicated by Eq.
(3.1) is to be contrasted with the behavior of quantum
corrections to the average conductance in two dimensions
due to either weak localization or interaction effects
whose magnitude is determined solely by a T-dependent
length scale (once that scale becomes smaller than the
sample dimensions). If one then imagines scaling the



35 UNIVERSAL CONDUCTANCE FLUCTUATIONS IN METALS: 1055

= J d b.E K (b.E,bp)F(
~

bE i), b.B), (3.3)

sample at a fixed nonzero temperature, the quantum fluc-
tuation effects described above do vanish as a power of
the system size, whereas the quantum corrections to the
average conductance are approximately scale independent
and persist. Thus even though the fluctuation effects and
the average corrections to g can be of comparable magni-
tude in macroscopic samples at T =0, the thermally-
induced classical self-averaging will reduce the fluctua-
tions greatly relative to the average effects at experimen-
tally accessible temperatures. This is why these fluctua-
tion effects were not evident in most of the experiments
which detected weak localization or interaction effects in
quasi-1D or quasi-2D samples (the situation in three di-
mensions is more complicated, as discussed above).
Nonetheless, the result (anticipated above) that the fluc-
tuation effects only decrease as a slow power law of T in-
dicate that such effects should be detectable in rather
large samples (or alternatively at rather high T in small
samples) if an experiment is designed to look for them.

The simple argument leading to Eq. (3.1) determines
correctly Var[g(L, T)] once L;„&L, if one knows
Var[g(L;„, T)] the variance of a subregion of size L;„at
temperature T. The complexity of the analysis of
rms[g ( T)] and related quantities which arises below
comes about because there exist two T-dependent length
scales relevant for the analysis of rms(g). The first is of
course the inelastic diffusion length L;„=(Dr;„)'~, and
the second is the thermal length, Lr ——&hD/kT. Both of
those length scales come into the analysis of rms[g ( T)],
unlike the situation for the weak-localization effects,
where only L;„ is relevant, or the interaction effects,
where only Lr is relevant. We find below that if
L;„&Lr, then Var[g(L;„, T)]=Var[g(T =0)]. However,
if L;„&Lr (which is usually the case in metals), then one
has to include the effects of energy averaging within a re-
gion of size L;„, which reduces the Var[g(L;„,T)] below
it to a T =0 value. In addition, there is usually an inter-
mediate temperature regime in metals when L,„&L ~ Lz
where the T dependence of the sample variance only
comes from energy averaging, but this effect is also found
to have a nontrivial dependence on dimensionality. At a
sufficiently low temperature, determined by the tempera-
ture at which both T-dependent lengths become longer
than all sample dimensions, the behavior crosses over to
the zero-temperature behavior described above and in
Refs. 12 and 13.

It is convenient to calculate the temperature-dependent
behavior from the T =0 behavior using the relation

g(T)= —J dE f'(E,p)g(E), (3.2)

where
p P(E —p)

dE (eP(E —) )+ 1)
f is the Fermi distribution function, f3= 1/kT,
g (E)=Tr[t (E)t (E)], and t is the transmission matrix de-
fined above. Then

F(bp, bB, T)= J dE) J dE2 f'(E„p)f'(E2,p+bp)
x (5g (E),B)5g (Eq,B +bB) )

where 5g =g —(g ), and K(bE, hp) is the convolution in-
tegral

K(bE, bp)= J dE, f'(E„p)f''(E) —bE,p+bp) . (3.4)

Note that in this approach the finite- T behavior is deter-
mined completely by the above integral over the zero T
correlation function which we have calculated above, and
requires no further diagrammatic analysis. Another ap-
proach, which is in principle more general, is to use the
finite-texnperature Green-function technique to reanalyze
the diagrams as we do in Appendix 8, where it is shown
that both approaches give the same results. Here we
adopt the simpler method of Eq. (3.3).

We begin by considering the case Ap =0. Then
F(T)=F(O, O, T) gives the mean-squared amplitude of the
conductance fluctuations at a given temperature,
Var[g(T)], and F(T,b,B) represents the magnetic field
correlation function appropriate for comparison with ex-
periment at that temperature. We also begin by assuming
that L~ &L;„,which is the typical situation in a metal at
low T (in some systems, particularly MOSFET's, this in-
equality may be reversed, we will consider that case later).
Since f'(E,p) is large only for E within kT of p, the
function K(bE) appearing in (3.3) decays exponentially
for AE ~kT. This function multiplies the T=0 energy
correlation function F(b,E) in the integrand of (3.3),
which has a power-law asymptotic decay of the form
F(bE)-(E, /bE)( "', where E, = (m /2)hD/L If.
k T &E„ then K (b,E) has the narrower width in bE and
may be further approximated by a 5 function, giving
F(T)=F(bE =0), the T =0 result whose values for
d =1,2, 3 were given above. %'e are now interested in the
higher T regime where kT ~ E, (which is equivalent to
the condition Lr &L). In this case, the function K(bE)
in Eq. (3.3) only provides a sharp cutoff at kT to the in-
tegration over hE.

The perturbative expression for the function
F(bE,L;„,bB) is given by the sums in Eqs. (2.8) and (2.9).
These are rather difficult to evaluate in closed form, and
the results, which may be expressed in terms of deriva-
tives of special functions, are not very useful. Therefore
the simplest way of quantitatively comparing theory and
experiment with no free parameters is to numerically
evaluate the sums for F(b,E,L;„,b,B) and then numerical-
ly perform the integrals in Eq. (3.3) for a given value of
T. In what follows we will only evaluate the asymptotic
dependences of F on the parameters T,AB, hp in various
regimes, and not numerical prefactors of order unity.
Moreover, rarely in an experimental context will the
corrections to the asymptotic dependences we calculate be
negligible. We stress, therefore, that detailed quantitative
agreement between theory and experiment should only be
obtained by fitting to Eq. (3.3) evaluated numerically; al-
though reasonable order-of-magnitude estimates can be
obtained from the results to be given below. Some other
important issues relevant to making detailed comparisons
between theory and experiment will be discussed in Sec.
III E below.

If we only wish to obtain the asymptotic behavior of F
we can immediately simplify Eq. (3.3) by approximating

K(bE)=(1/kT)B(kT bE) . —
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We also replace F(bE,L;„,bB) by F~(bE,L;„,bB) where
F, is the contribution of the first diagram in Fig. 5 to F.
It is easy to check that all the diagrams give the same
asymptotic dependences, as one expects they should, since
all diagrams diverge as the same power of the system size,
and finite temperature simply introduces some shorter
cutoff scale for these divergences. Finally, we express the
integral in (3.3) in terms of dimensionless variables:
rt=bE/E„ t =kT/E„y =(L/rtL;„), and begin by as-
suming 68 =0.

F(T)= JdgFi—(ri, y) . (3.5)

As noted above, F, (g, y) is a function which decays
asymptotically as g'" ', g » y and y'" ', y » g.
We are presently assuming Lr &L;„(y& t), thus if F~ de-

cays slowly enough with g that the integral is dominated
by the tail (values of order t), then one simply gets
F( T)—t '" ' —(Lr /L ) by power counting. On the
other hand, in one dimension F] decays rapidly enough
that the integral is dominated by values of q of order y
(or order unity if y & 1) and this makes the one-
dimensional results consistently different from those in
two and three dimensions. In higher dimension L;„drops
out of the problem entirely when Lz & L;„,but not in one
dimension. We will now demonstrate this behavior expli-
citly.

In one dimension the sums over m„,m~ are omitted,
and we can write

—2
t

F D(T) ——g I dg 1+
, (m +y) o (m +y)

(3.6)

Now we note that the integral over g is sharply cut off by
the integrand when q&(m +y), hence the asymptotic
behavior can be obtained by approximating the integrand
by 8(l —x), where x =g/(m +y). This then yields two
terms from the q integration:

F&D(T) ——g z 2 [(m +y)0(t —m —y)
1 1 2

) (m +y)

+ t9(m'+y t)]—

B. Uariance of g(T)

We first evaluate the typical size of the fluctuations ex-
pected at a given temperature in one, two, and three di-
mensions. We assume a cubic sample in each dimension,
and postpone questions of dimensional crossover until
later. Thus,

where m, is the largest integer less than v't —y —v t.
~t »&y» 1 the first summation is —y

whereas the second is -t ', so we find

F»(T)- +O(t '") .
y

The fact that the first correction to the leading asymptotic
dependence is of order v'y/t =Lz. /L, „ illustrates that
one is unlikely to achieve purely asymptotic behavior in
an experimental context, because rarely is L,„more than
an order of magnitude larger than Lz. Note also that the
next order behavior corresponds to the result
F&D(T)—(Lr/L)' ', the behavior expected from the
above power-counting argument, which only fails in one
dimension.

In two and three dimensions we can follow the same
line of reasoning as above, using the 0-function approxi-
mation for the q integration, and simply replacing m by
m, +m or by m, +m +mz, and the single summation
over m in the two terms in Eq. (3.7) by a double (or triple)
summation from m, =1, m„=O(m~=0). For y &&1 we

can change these multiple sums to spherically symmetric
two- and three-dimensional integrals, giving

d —j
Fd(T) ——I dm

t & (m +y)

m2

~

2 7

d —1

+ 2 2dmr(m—+y)
thus

F2D(T) ——[ln(t/y)+ 1]
1

and

1 — 1
F3D( T) — &t ——

t

We see that up to a logarithmic correction in two dimen-
sions, the inelastic length has dropped out of the tempera-
ture dependence as long as L;„&Lz, and the asymptotic
dependences on Lz are just those predicted by power
counting.

Now, still considering the high-temperature regime,
where both L z-, L;„&&L„suppose we have L,„~L z-

(which is equivalent to y & t). This situation is unusual in
metals, but common in MOSFET's. In this case
F~(g, y) —y' ', independent of g in the integration
range of Eq. (3.5), hence power counting works in all di-
mensions, and yields

Fd(T) —y' I for y» t and d =1,2, 3 .

1
'

1
QO 1X +t X

) (m +y) (m +y)
(3.7)

Remembering that the root-mean-squared fluctuation
amplitude rms[g(T)]=[F(T)]'~ and writing our results
in terms of the T-dependent lengths, we can summarize
the high-T behavior (where both Lr and L;„are shorter
than the sample length) as follows:

1/2

rms[g ( T)]— —T' '~' t'~4' for d = 1 and Lr «L;„&L, , (3.8a)
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where ~;„-T

rms[g (T)]-
L

'(4 —d)/2

—T'" ' for d =2,3 and L& «L;„&L» (3.8b)

rms[g ( T)]—
[4—6) /2

—TJ'" ' for d =1,2, 3 and L;„«L~&Lz . (3.8c)

The results of Eqs. (3.8a) and (3.8b) have also been ob-
tained by Al'tshuler and Khmel'nitskii in Ref. 14.

As we noted at the beginning, all these results are con-
sistent with the picture that the system goes over to classi-
cal self-averaging on length scales longer than L;„,hence
we always find

rms[g (L, T)]=rms[g (L,„)](L,„/L ) ]'

as long as Lz,L;„&L. However, the temperature depen-
dence of rms[g(L;„)] is not necessarily equivalent to hav-
ing coherent subregions on the scale Lz, i.e., it is not
always true that when L z- & L,„we have
rms[g (L,„)]—(Lr /L, „) '

( which would make L;„
cancel out of the result for rms[g(T)]). Equation (3.8a)
shows that in one dimension rms[g(L;„, T)] is not propor-
tional to (Lz./L;„), as expected by classical addition of
resistors in series, but instead

rrns[g (L;„)]-Lr/L,„=(E,'/kT)'~

where E,'=hD/(L;„) . Moreover, in the intermediate-
temperature regime where L z- & L & L;„ the above
analysis leads to the replacement of L;„/L in Eq. (3.8a) by
unity (not by Lz /L). So we find

Lz-
rms[g ( T)]-

L
—(E, /kT)' for d =1 and Lz. «L «L;„.

(3.9)

Although the self-averaging behavior introduced by
thermal effects on the scale Lz- are not equivalent to those
caused by the classical self-averaging of resistor networks
discussed above, they can be derived from a simple
energy-averaging argument. " "' We will discuss the
physical significance of these two different points of view
below.

C. Dimensional crossover

Having determined the behavior of rms[g(T)] in
d =1,2, 3, we next examine the conditions for dimensiona1
crossover at finite temperature. We should note that since
we are always considering finite-size conductors, the ef-
fective dimensionality at. zero temperature is actually
determined by the shape. If the sample length in the
current direction, L„ is much larger than in the trans-
verse directions then the momentum sums in Eq. (2.9) are
dominated by q, (at the lower cutoff), and the important
part of the sums correspond to the 1D eigenvalue prob-
lem. As soon as a transverse sample dimension becomes
as large as L, the important eigenvalues correspond to the
2D problem, and similarly for the 3D problem. Until

I

now, in this section we have assumed that the samples
were cubic in d =2, 3 and ignored their width in the
momentum sums in d =1. The correct general form of
Eq. (3.6), for arbitrary shape (as discussed in Appendix A)
replaces m„by (L, /L„) m„=s„m„, and m~ by
(L, /L~) mz ——szmz. To discuss the 1D to 2D crossover it
is then convenient to separate out the terms with
m„=m~ =0 in Eq. (3.6), which give identically the 1D re-
sult, and write

F(T)=F,o+F,(T),
where

(3.10)

t

F, —— dg
(m +s m +symy+y)
2 2 2 2 2 2

m„,m, m = & [(m, +s„m„+symy +y) +g ]

(3.1 1)

An exactly analogous derivation for the 2D to 3D cross-
over, assuming s„=1, (s~)' &&1 (a square film with a fi-
nite thickness), simply changes (3.12) to a 3D integral over
q. Now using the 9-function approximation of (3.7) gives,
for d =2, 3,

1 « —y md md
F,(T)-— dm+ dm

s (m +y) +& —r (m +y)
(3.13)

assuming t & y, s (which is the nontrivial case). In two di-
mensions this gives F,(T)—I/tv s which implies that for
a rectanguar 2D sample

Var[g ( T) ] -F~o( T) +F, ( T),
Var[g(T)]-(Lr/L, ) (L;„/L, +L„/L, ) .

(3.14)

To consider 2D to 3D crossover one makes a similar
separation of the terms with I~=0 which gives exactly
the 2D result, and the remaining terms which define the
2D to 3D crossover function. First, we consider the 1D to
2D crossover, so we omit the sum over m~, and consider
the case where ( s„)'~ && 1. To get the asymptotic
behavior for y ~ 1 we can change the sums to integrals
over continuous variables q, q, with lower limit unity,
and then rescale the variables to q„=(s„)'~q„, so the
lower limit of the q„ integration is now (s„)'~ . The in-
tegrand is now spherically symmetric, and although the
region of integration is not, we can ignore the small con-
tribution from 1 & q, & (s„)'~ . Defining q =q, +q„, we
have

F (T)= dq dqq
t oo (q'+ y)

[(q'+y '+n']'
(3.12)
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Hence it follows that the 1D to 2D crossover occurs when
the sample width L„becomes shorter than L;„. This is
consistent with our findings above, that L,„ is the relevant
length in one dimension even if LT &L;„. For the 2D to
3D crossover again the situation is different, from (3.11)
one finds

LT
Var[g ( T)]— (LT /L, +L» /L, ),L,

(3.15)

implying that the 2D to 3D crossover occurs when L T be-
comes less than the thickness L~. A11 this holds for
LT &L;„; when L;„&L~ the dimensional crossover al-
ways occurs when L;„becomes shorter than the relevant
transverse dimension. It should also be noted that the
preceding analysis is still valid when a transverse dimen-
sion is longer than sample length in the current direction.
Thus we see from Eqs. (3.14) and (3.15) that for such a
sample the rms conductance fluctuations can be enhanced
above their value for a cubic sample by a factor
(L„L~/L, )'~. For example, in the simple 2D case ap-
propriate for MOSFET's, with L;„&L ~ & L, &L, we
have

rms[g ( T)]—
L
L,

' 1/2
Lx

Lz Lin

1/2
1A

L,

' 3/2

This generalizes the result found at zero temperature, that
for a sample which is much wider than it is long, the ab-

solute magnitude of the conductance fluctuations can be
much larger than e /h, and this effect has been seen ex-

perimentally recently, in good agreement with the above
shape dependence. It has been pointed out ' that this
behavior is just what one gets from treating the system as
L„/L;„parallel and L, /L;„series classical resistors with
fluctuations of order e /h occurring in each one.

D. Correlation ranges at finite temperature

Having discussed the amplitude of the fluctuations as a
function of temperature in d =1,2, 3 and the conditions
for dimensional crossover, we are now in a position to dis-
cuss the scale of the fluctuations, i.e., the range of the
correlation functions at finite T (at T =0 these were just
B, and F., ). The magnetic field correlation length B,( T)
may be obtained with some modifications of the above
analysis. Recall from the discussion in Sec. II that as long
as the field difference hB in Eq. (2.13) could be treated as
giving a perturbative correction to the eigenvalues of the
diffusion equation, then the dimensionless field difference
b =b,B/B, (0) gives an additive correction to the eigen-
values A, in exactly the same way as does the dimension-
less inelastic length y [B,(0)=v 3&0/L, L~]. Hence we
have simply to replace y by y+b in Eq. (3.5) and calcu-
lating in the same way as before, ask at what value of b is
F(T,b)= , F(T,O). One sees —immediately by replacing y
by y+b in Eqs. (3.8a)—(3.8c) that the crossover occurs at
b-y in one dimension, when LT &L;„,and in all dimen-
sions, when L;„&LT. Thus in one dimension the T
dependence of the magnetic correlation length is always
determined by the inelastic length, and until L;„&L„the
T =0 result for B, holds. We saw above that the sample

remains effectively 1D when Lz,L„&L;„&L„and we ob-
tain from the condition b -y,

B,(T)—
L;„L

for d = 1 and L~,L„&L;„&L, ,

(3.16)

where $0 ——h /e and L is the sample dimension normal to
both the field and the direction of current flow. This re-
sult holds independent of the relative size of LT and L;„.
If Lz L& & L 1 )Ly as may be the case when studying the
longitudinal magnetoresistance of a thin metal film, then
the sample is effectively 2D but the perturbative expres-
sion for the field-dependent eigenvalue A. (AB) still holds,
since the eigenstates in the direction parallel to the field
are independent of the field. So we can still use the ap-
proach of replacing y by y+b to obtain B,(T). We find
for the longitudinal magnetoconductance,

B,(T) — for L„&L;„&L,L, ,
00

LminLx
(3.17)

where L,„=mi n(L,„,L T). This completely describes the
behavior when the sample area normal to the field is ef-
fectively one dimensional because the width is less than
the inelastic length.

Now we turn to the case where the inelastic length be-
comes shorter than the sample width, so that the sample
is effectively two dimensional in the plane normal to the
field. Now the eigenvalues and eigenvectors of (2.13) may
no longer be obtained perturbatively from the solutions
with AB =0, but instead they are approximately Landau
levels with the effective cyclotron frequencies
A,„=(n + —,

' )(DAB /Po). This means that the eigen-
values appearing in (2.9) [and hence in (3.6)] have the
form A, =nb+s„m +y ill, where b—=(ABL, )/Po, and
these eigenvalues have degeneracy, 5=(b,BL,L„)/Po. If
this replacement is made in Eq. (2.9), it is found that the
T =0 correlation function does not decay rapidly enough
in either the 2D or 3D case for the inelastic cutoff y to
enter F( T,b ) when L T & L;„, and the field scale at which
I' begins to decay is b —t, independent of L~. On the oth-
er hand, when the inelastic length is the shortest length it
always determines the crossover scale, so we find

B,(T)—
~ for d =2, 3 .

Wo

min

(3.18)

Thus once the sample cross section normal to the field is

2D, B, is simply determined by the condition that the
field difference correspond to a change in flux of order Po
through the area defined by the shorter of the two
temperature-dependent lengths. It may appear that this
result implies some inconsistency with the 1D to 2D di-
mensional crossover criterion, because Eqs. (3.16) and

(3.18) suggest that once L;„&L„,B, will change discon-
tinuously to the potentially much larger field scale im-

plied by Eq. (3.18). However, as our discussion of dimen-
sional crossover made clear, at the crossover F(T) is the
sum of two terms of approximately equal size correspond-
ing to the 1D and 2D results. The 1D term will have the
short sca'e and the 2D term the long one; right at the
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F(Tp)- —I dgF&(r), y), (3 19)

crossover their amplitudes are comparable and the corre-
lation function should reflect both scales. Only far from
the dimensional crossover will one or the other term be
negligible, so the correlation functions will not change
scale discontinuously.

Now we consider the correlation length in chemical po-
tential at finite T. At finite T it is important to distin-
guish between chemical potential and electronic energy.
What we have called the energy correlation function at
T =0 is really the correlation of conductances at two dif-
ferent chemical potentials. To calculate the finite- T gen-
eralization we must start over from Eq. (3.3), setting~ =0. We are looking for the decay length of F with
bp which we denote by p, . If by & kT then we can still
make the approximation that K(bE, bp)=9(kT —bE),
and proceed with the line of analysis used above. Howev-
er, when hp becomes greater than kT, K(b,F., hp) already
decays exponentially with bp, /kT for all values of b,F..
Hence p, can never be much larger than kT, no matter
what the relationship of Lr to L;„(kT to h/r;„) This.
means we do not have to consider the case L,„&Lr(y & t)
in the subsequent analysis. With this in mind, we retrace
the analysis which led to (3.5) and find that the only
modification that occurs when b p is nonzero is in the
limits of the integration:

ments the effect is apparently unobservable above a few
degrees kelvin. In particular, Licini et al. followed the
temperature dependence of a particular feature in the
magnetoconductance, and observed a much more rapid
decrease with temperature than is consistent with the
weak power laws derived above. The resolution of this in-
consistency lies in the observation that as the temperature
rises the correlation field B,(T), given by Eqs. (3.17) and
(3.18) increases. Suppose the experimentalist is observing
two features separated by a distance in magnetic field 5B.
Then Eq. (3.8) for rms(g) will only give the typical differ-
ence in conductance between those two points if
bB ~&B,(T). As the temperature continues to rise even-
tually 8, (T) exceeds AB, at which point the values of the
magnetoconductance over the entire range AB are corre-
lated and will have much smaller fluctuations in ampli-
tude. To make this argument a little more quantitative,
we introduce the quantity

&g(&8) = —,
' ([&g(8)—5g(8+&8)]')' ', (3.21)

where 5g =g —(g ), as a measure of the amplitude of the
flllctuatlons ln g(8) on fixed scale QB. I or QB ~~8 (T},
5g(68)=rms[g (T)], because the cross terms in Eq. (3.21),
which are simply proportional to F(AB), have decayed to
zero. However, for AB &&B„Fis not small and we may
expand it approximately as

F(bB)=Var(g) [1——,(b 8 /8, ) ], (3.22)
where p =4@/E, . Using again the approximation of the
integrand employed in (3.7) we can evaluate F asymptoti-
cally, and find its crossover behavior with p. Not surpris-
ingly, this is the same as the crossover behavior of B,(T)
when L~&L;„. Thus in one dimension the crossover
occurs when p-y, whereas in d =2,3 it occurs when
p —t. Therefore

p, (T)-h/r;„ for d =1 and Lz- &L;„&L, , (3.20a)

p, (T)-kT for d =1 and L;„&Lr&L, ,

p,,(T)-kT for d =2, 3 and Lz,L;„&L, .

(3.20b)

(3.20c)

In quasi-1D MOSFET's, the system where it is easiest to
study fluctuations of the conductance with chemical po-
tential, typically h/~;„=kT, so one always expects the
typical fluctuation scale to be order kT

E. Experimental observability of the fluctuations

At this point it is worth examining in detail what these
results imply about the experimental observability of these
effects at higher temperatures, and in larger systems than
the ultrasmall conductors where the effects have been
clearly seen at temperatures of a few degrees kelvin and
below. We note that according to Eq. (3.8) the total fluc-
tuation amplitude, rms[g(T)], decreases with increasing
temperature as a very slow power law, typically in the
range of T ' to T ' . This suggests that the conduc-
tance fluctuations should be observable at substantially
higher temperatures. On the other hand, the experimen-
tally observed conductance fluctuations as a function of
magnetic field, or chemical potential, appear to wash out
with temperature very rapidly, so that in many experi-

which should be approximately valid up to 5B=B„
where by definition F has decreased by a factor of 2.
Combining Eqs. (3.21), and (3.22), we find

6g= —,rms[g (T)][~/B,(T)] (3.23)

for 58 &8,(T}. The factor AB/B, (T) introduces a fur-
ther temperature dependence which makes the difference
in conductance of two field points separated by a distance
68 decrease much more rapidly with increasing tempera-
ture, once b,B becomes less than 8, (T). It is precisely this
sort of quantity, the difference of two nearby extrema in
the conductance, which was measured in the experiment
of Licini et al. For that experiment, which is in the 2D
limit, Eq. (3.23) predicts a crossover from a T '~ de-
crease, to a T decrease as B, exceeds the spacing of
the peak and valley at low temperature. In Fig. 12 we su-
perimpose these temperature dependences on the data of
Licini et al. , and find that the agreement is satisfactory.
The order of magnitude of the cross-over field also is in
agreement with the result expected for this system,
8,(T)-Po/L;„. Obviously similar ideas apply to the con-
ductance fluctuations as a function of chemical potential
at a fixed spacing hp.

However, if one analyzes full magnetoconductance
traces ("magnetofingerprints"), where the total field range
is many times B,(T) at all temperatures, and calculates
the rms fluctuations of g(B) around the mean, this quan-
tity should show the much weaker temperature depen-
dence predicted by Eq. (3.8). Unfortunately, for an inelas-
tic mean free path of 1000 A, 8, (T) becomes of order
several tesla, so there will not be enough of a field range
available to perform traces much longer than 8, ( T).
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A final complication in comparing theory and experi-
ment quantitatively regards the difficulty in obtaining sta-
tistically meaningful values for the correlation functions.
The correlation function must be calculated from a finite
set of data points, where the number of uncorrelated
values of g (B),g(p) is roughly the total range of field or
chemical potential in the data set divided by 8, or p, .
Typically this number is about 10 to 50, which provides
good enough statistics to expect to measure the amplitude
of the correlation function with 10% to 50% accuracy,
but not good enough to provide reliable statistics for the
tail of the correlation function, which is thus liable to
have meaningless oscillations. The best way to avoid this
is probably to measure g (B) at many uncorrelated values
of the chemical potential as is possible in MOSFET's, but
in general it will take some care and effort to measure the
long-range correlations in the tail predicted above, and
even the value of rms[g(T)] will not be easy to measure
with high accuracy.

FIG. 12. Behavior of the peak-to-valley fluctuation ampli-
tude of two structures at magnetic fields of 4.2 and 5.4 KOe
versus temperature [data from Licini et al. {Ref. 7)]. The
straight lines represent the theoretical prediction described in
Sec. IIIF of a crossover from T ' at low temperature to
T at higher temperature. The crossover occurs when 8~(T)
becomes comparable to the magnetic field difference.

Hence, as mentioned in the Introduction, it will be diffi-
cult to measure the conductance fluctuations by looking
at room-temperature magnetoconductance, even though
the rms value of the fluctuations should only decrease by
1 or 2 orders of magnitude from its low-temperature
value. However, it should be possible to observe the fluc-
tuations at room temperature if it is possible to vary some
sample parameter other than the magnetic field enough to
produce uncorrelated values of the conductance. The
most attractive possibility would be to make controlled
changes in the impurity configuration, and observe the in-
duced Auctuations in g. Recent theoretical work has
shown that for very dirty metals fluctuations as large as
e /h can be induced by such small changes, ' ' and these
would have essentia11y the same weak temperature depen-
dence as the fluctuations caused by going to an entirely
different sample. Indeed, it has been suggested that the
amplitude of room-temperature 1 /f noise in dirty metals
can be explained as arising from small intrinsic sample
changes of this type. . Furthermore, while the above dis-
cussion suggests that it will be difficult to observe magne-
toconductance fluctuations in either small or 1arge sam-
ples at high temperature, the same does not apply to large
samples at low temperatures. At fixed temperature the
field correlation length will remain constant and at low T
will be much shorter than the available field range. Then
increasing the size of the sample will only induce the slow
classical self-averaging, with rms(g) —(L;„/L) I

This suggests the magnetoconductance fluctuations mill
be observable, for example, in thin metal strips which can
be hundreds of microns long.

F. Physical interpretation of the temperature dependence

In conclusion, we make some comments about the in-
terpretation of these results. Above we saw that when L;„
was the shortest length scale, the T dependences of all our
results were consistent with those expected by the hy-
pothesis that the statistical behavior of the conductance
becomes classical beyond that length scale. The same was
not true of LT, which was most clearly demonstrated by
the result (3.9), which predicts rms[g(T)] —T '/ in one
dimension, and not the T expected by classical
reasoning. The point raised here is that the two lengths
LT and L;„have very different physical significance. L;„
represents inelastic processes which introduce a dynamic
phase incoherence into the electronic motion, thus it de-
fines a spatial region within which the electron is likely to
propagate with a well-defined phase at a given energy.
This sets the scale of the largest spatial region where elec-
trons can interfere in a fixed, time-independent manner,
whether the inteference is of the stochastic type represent-
ed by the fluctuations or the nonrandom type described by
weak localization theory. L T, on the other hand,
represents a kind of static phase randomness in the elec-
tronic transport. If one thinks of the probability that an
electron propagates diffusively between two points on op-
posite sides of the system as a sum of Feynman paths,
then as discussed in the Introduction these amplitudes wi11
have fixed but arbitrary phase for a given energy, but
these relative phases will fluctuate in a deterministic way
as the energy is changed. The energy scale for these fluc-
tuations is hD/L, hence LT (hD/kT)'/ define——s the
largest system where thermal smearing of electronic ener-
gies over a range kT will not mix uncorrelated energies in
the sum over paths. If the system is larger than LT, even
though there is no dynamic change in the phase of the
electron as it traverses the system, there will still be
kT/E, =(L/LT) "independent" electronic energies par-
ticipating in conduction, leading to a partial self-
averaging of the T =0 fluctuations. ""' lf two energies
separated by more than E, were truly statistically in-
dependent, then this energy-averaging argument would al-
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ways correctly predict a (E, /kT)' reduction of rms(g)
when L z&L. ,L;„[or a ( E,' /k T) ' reduction when
L;„&L, where E,'=hD/L;„). However, only in one di-
mension does the energy correlation function decay rapid-
ly enough that two energies separated by more than E,
are really effectively independent (two dimensions is the
marginal case), and so only in one dimension does the
simple energy-averaging picture hold. On the other hand,
since inelastic scattering does really introduce total spatial
phase incoherence beyond a given length scale, we certain-
ly expect that when L,„ is the shortest length scale, we
should get the classical result, which is indeed the result
obtained in Eq. (3.8c). It is worth noting that in this con-
text it is clear why the weak localization effects are not re-
duced by this energy averaging. It is now well understood
that weak localization effects arise from constructive in-
terference of a special subset of the Feynman paths contri-
buting to backscattering, pairs of paths which go into one
another upon time reversal. Such pairs have a fixed rela-
tive phase (zero at B =0), independent of energy, so
averaging over many energies separated by more than F.,
does not introduce any phase cancellation, and thus does
not lead to self-averaging in the sum over paths.

Finally, we note that for the T dependence of the fluc-
tuations, the physical difference between inelastic scatter-
ing and energy averaging only leads to a small change in
the slow power-law decay of the fluctuations. However,
for the h/e Aharonov-Bohm effect in metal rings, which
is also a fluctuation effect of order e /h, ' ' ' ' the
difference is crucial, because this effect requires that some
definite phase be preserved while an electron traverses the
entire circumference of the ring. Hence the effect is des-
troyed exponentially by inelastic scattering, whereas it is
only reduced as (E, /kT)' -Lz/2~r by ene-rgy averag-
ing. If the effect had decreased exponentially with L/Lz,
it would have been much more difficult to detect experi-
mentally. In fact the experiments find a weak tempera-
ture dependence in good agreement with the T
behavior predicted by energy averaging. '

We summarize the results of this section as follows.
First, the amplitude of the conductance fluctuations de-
creases with increasing temperature as a slow power law,
rms[g(T)] —T, where typically —, &a & —', . This de-
crease occurs when the relevant T-dependent length scales
become shorter than the sample length. The detailed
dependences in each dimension, as well as the conditions
for dimensional crossover are determined by the interplay
of the two length scales L r ——(hD /k T) ' ~ and
Lin=(Dr;„)' . The typical scale of the fluctuations in
magnetic field and chemical potential increases with in-
creasing T, roughly consistent with the picture that the
effective sample size is determined by the appropriate T-
dependent length scale. Detailed results for al1 these

quantities at finite temperature are summarized in Table
I. In this table L;„ is the shorter of Lr, L;„, L, is the
relevant direction transverse to the current direction (L, ),
and &Po

——h/e is the quantum of flux. Also, all quantities
have a numerical coefficient of order unity, and the
behavior of rms[g(T)] is given for a cubic sample of size
L (shape dependence at finite temperature is discussed at
the end of Sec. III C).

EV. CGNCE. USEONS

The main results of this paper are that the conductance
fluctuations, which have a universal amplitude at zero
temperature, decrease slowly with increasing temperature
for a sample of fixed size, or slowly with size for a sample
at fixed, nonzero temperature. The results are roughly
consistent with the picture that the sample behaves classi-
cally when observed on scales much 1onger than the in-
elastic length, and that the scale of the fluctuations is thus
determined by the largest phase-coherent subregion of the
sample. However, there are important corrections to this
simple picture which arise from energy averaging and
long-range correlations in energy, as discussed in the
preceding section. Electron-electron interactions do not
significantly alter our results at zero temperature, and at
finite temperature only appear as a contribution to the in-
elastic scattering. The fluctuation effects have a different
origin from weak localization effects, and at sufficiently
low temperatures will mask those effects in small samples.
The fluctuations also present an interesting analogy to the
level fluctuations studied in nuclear physics, particularly
the phenomenon of Ericson oscillations, but the two ef-
fects are not identical. However the universality of the
fluctuation amplitude may still be related to the eigen-
value rigidity of random matrices, as discussed in Refs. 41
and 42.

Although the universal amplitude of the conductance
fluctuations in metals is a surprisingly general result, it
might have been anticipated in two cases, based on the
ideas of the scaling theory of localization. In the 2D me-
tallic regime the conductance itself is approximately scale
independent (by Ohm's law), and since g is the only scal-
ing variable, its fluctuations must also be scale indepen-
dent. Near the metal-insulator transition in three di-
mensions the conductance is also scale independent, so
again its fluctuations should be independent of size.

Nonetheless, as we have emphasized above, the univer-
sal size-independent amplitude of the fluctuations in all
dimensions is surprising, both on the basis of classical
reasoning, and on the basis of the natural assumption that
the probability of propagating across the sample to widely
separated end points should be statistically independent.
The universal conductance fluctuations thus imply some

Conditions

TABLE I. Finite-temperature results.

rms[g (T)] d~d+1
d &2, d =1, L;„&Lz-,L,
d =1, Lz- &L;„&L,
d =1, Lz-&L, &Ljn

( L /L )(4—d)/2

( L 7 /L )(L jn /L )

Lz-/L

4p/L min

Pp/L, L,„
Pp/L, L,

kT
h /~;„
kT

Lt & Lmjn

Lt &Lz
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subtle and potentially long-range spatial correlation in the
transmission probabilities to different points across the
sample which deserves further study. In this context, it is
important to note that the universal transmission fluctua-
tions are not a quantum-mechanical effect in any sense
except for the importance of the phase coherence of the
electrons. The same statistical behavior should be seen in
any systems in which approximately monoenergetic waves
are diffusing in a static, random potential; in particular,
such behavior should be observable in classical wave sys-
tems, such as light scattering in a dense static random
medium, or third sound in liquid helium. In these sys-
tems it should be possible to look not only at fluctuations
in the integrated transmission [Tr(tt )], but at the spatial
intensity distribution (speckle pattern), in order to observe
directly the spatial correlations leading to the universa1
conductance fluctuations. It should be emphasized
strongly that the simple observation of large relative fluc-
tuations in spatial intensity, independent of size, is not
sufficient to corroborate the main idea of the universal
conductance fluctuations. As noted in the Introduction,
such large relative fluctuations are always to be expected
when the amplitude at a given point is the sum of many
uncorrelated amplitudes. This sort of fluctuation
phenomenon has been known in classical wave scattering
at least since the time of Rayleigh. The interesting new
phenomenon which manifests itself in the universal con-
ductance fluctuations is that there exists a long-range
correlation in the speckle pattern which means that the in-
tensity fluctuations in widely-separated regions in space
are not statistically independent. Another way of saying
this is that the common assumption in disordered sys-
tems, that an ensemble average is equivalent to a spatial
average, fails badly in this case. The detailed behavior of
this subtle long-range correlation in the speckle pattern is
presently being studied, and these results will be presented
elsewhere.

It should also be pointed out that (for any fixed config-
uration of the scattering potential) the fluctuations in the
speckle pattern may mask the weak localization effects
which have been predicted to occur in classical systems
also. The recent experiments ' which reported the ob-
servation of weak localization of light apparently avoided
this problem by time averaging the signal from a suspen-
sion of mobile scatterers, a procedure which effectively
ensemble averages the scattering behavior.

We have also emphasized that the universal amplitude
of the fluctuations leads to a non-self-averaging behavior
of the conductance in one and two dimensions in the sense
that the fractional variance, Var(g)/(g ), does not go to
zero as the system size goes to infinity. By our ergodic
hypothesis this can lead to various types of reproducible
sample-specific behavior of the conductance as a function
of external parameters such as the "magnetofingerprints"
discussed above. It is natural to ask how sensitive such
sample-specific characteristics are to small intrinsic
changes in the sample. This question has been answered
recently;" ' it has been shown that the conductance is ex-
traordinarily sensitive to small changes in the sample con-
figuration. In fact, in two dimensions the rms change in-
duced by moving just a single strong scatterer,

5G& —(kzl) '~ e /h, independent of system size (and the
effect is even larger in one dimension). Because of this
one can regard the conductance, or the magnetofinger-
print as a probe of the microscopic structure of samples
which are macroscopically identical. Changes in the con-
ductance will directly reflect microscopic changes in the
impurity configuration, or sample characteristics. This
may be very useful in obtaining information about such

phenomena as tunneling in metallic glasses, slow dynamic
phenomena in glassy systems, charge-density-wave distor-
tion and depinning, and I/f noise. Indeed, in Ref. 44 it
was argued that this theory of the conductance fluctua-
tions induced by small intrinsic changes in the sample
provides a microscopic technique by which the amplitude
of I/f noise in dirty metals can be derived, when com-
bined with the assumptions of the standard models. If
this is correct, then these "quantum" fluctuation phenom-
ena actually have important consequences for room-
temperature conductance, as noted in our Introduction.

Finally, experimental attempts to measure these fluc-
tuations are likely to again raise the fundamental issue of
what exactly is measured in a resistance measurement.
For example, the theory is done for a sample of well-
defined size connected to perfectly conducting "leads;" ex-
periments are almost always done at fixed current with
voltage leads attached at various points along the sample.
There is no reason that the voltage drop measured be-
tween two such points should be regarded as a local prop-
erty of the region between the voltage probes. In fact,
our theory suggests that a variety of nonlocal effects
should be present. For instance, if the inelastic length is
much longer than the distance between the probes, the
"sample area" relevant to the scale of the magnetic field
fluctuations should also be much larger than the area be-
tween the probes. There are indications that this effect
has already been seen. Also, as noted in Sec. II, it has
been shown' that there are fluctuations in g ~ of order
unity, when a current is run in the x direction, even in the
absence of a magnetic field. Thus two probes on opposite
sides of a wire, with a current running perpendicular to
the line joining them, will still develop a voltage drop.
This is just one example of the violations of expected sym-
metry relations which can occur in systems which exhibit
these fluctuation phenomena. It will be of great interest
both experimentally and theoretically to develop a full
understanding of these and other nonlocal and anisotropic
effects which influence the results of transport measure-
ments on small conductors.
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APPENDIX A: EVALUATION
OF THE ZERO- TEMPERATURE DIAGRAMS

In order to evaluate F quantitatively to obtain the abso-
lute magnitude of the conductance fluctuations, we must

evaluate Eq. (2.3) for a finite sample. Thus the diagrams
must be formulated in real space. Let us first consider
Fig. 5(a). There are, in fact, four possibilities for the ar-
rangements of 6+ and G which are shown in Figs.
13(a)—13(d). Consider Fig. 13(a) first. We have

F, =
z X, I dr3 I dr4 Jdr& I dr6(cu ) P(r6, r~)P(r4, r3)j(r3, r6)j(r4, r~),m2L~ (A 1)

J =Jog(r3 —r4) (A2)

and evaluate jo ——V I d r 3d r 6j ( r 3, r 6) where V is the
volume. At this point jo can be evaluated in momentum
space because ( G ( r i r 2) ) and therefore j ( r 3, r 6) are ap-
proximately translationally invariant as long as L, &&l.
The result is

p
(2m. )"

where X, is a counting factor to be determined later, and
P is the diffusion propagator which will also be discussed
later. The factor c;u ensures that the impurity ladder
contains at least one impurity line. The factor j represents
the part of Fig. 13(a) isolated in Fig. 14(a). It is an in-
tegral over r

&
and rz of a product of four G's with the

appropriate spatial derivatives associated with the current
vertex that are shown in Eq. (2.5). To evaluate j we note
that ( G ( r „r2) ) decays exponentially on a distance scale
of the mean free path, which is the shortest distance scale
in the problem. This means that r3 and r6 must also be
within l of each other for j to be appreciable. To the ac-
curacy that we need, we may write

Note that Eq. (A3) is simply what one would have gotten
if one evaluated Fig. 14(a) in momentum space and associ-
ate a factor p, with each current vertex. The short-range
nature of j corresponds to neglecting the momentum q as-
sociated with the particle-hole line compared with kF in
the evaluation of Fig. 14(a). We prefer the present formu-
lation, because in order to take into account finite-size ef-
fects quantitatively it is necessary to work in real space,
and also because of subtle complications we will soon en-
counter in the evaluation of Figs. 5(b) and 5(c).

Returning to Eq. (A 1 ), the diffusion propagator
P( r 4, r 3) describes the propagation of density fluctuation
from r 3 to r 4 and satisfies the following diffusion equa-
tion:

( DV —i bE+—7.,„')P( r, r ', hE) =( I/r)5( r —r ') .

(A4)

For an infinite sample, we have translational invariance
and Eq. (A4) can be solved by Fourier transform to yield

P(q, co) = 1

~(Dq i co+ ~,„')—
kF'

So4~~ (A3)
For finite samples, however, Eq. (A4) must be solved sub-
ject to the following boundary conditions. When the sam-
ple is in contact with vacuum or an insulator, there is no
current flow normal to the boundary and the boundary
condition is

I p p"I

(b)

I r2 re

I

I
I

X
I
I
I
I
I

(c) (c)

FIG. 13. More detailed representation of Fig. 5(a) showing
the different arrangement of the advanced and retarded Green's
functions (indicated by plus and minus signs).

FIG. 14. (a) The vertex part of Figs. 5(a) and 13. (b) The ver-
tex part of Fig. 5(b). (c) and (d) The vertex part of Figs. 5(d) and
5(e).



1064 P. A. LEE, A. DOUGLAS STONE, AND H. FUKUYAMA 35

P(r, r ')=0.
Br&

(A6 )
where

g =DE/E, (A14a)
On the other hand, when the sample is connected to a
good metallic contact with infinite conductivity, the boun-

dary condition on the boundary r z is

and

y=(r;„E, ) (A14b)

P(r = r~, r ')=0.
Equation (A4) is solved by writing

*(r) (r ')
P(r, r ';LE)= g

m

(A6b)

(A7)

where Q and I, are the normalized eigensolution of

r( —PV i bE+—ir,„')Q =1, Q (A8)

L„Ly Lz

2 2 2

—1/2

si n( m, ~z /L, )

&& cos( m „vrx /L„) cos( m~ n y /L» ) . (A9)

subject to the boundary condition BQ /8 r z
——0 or

Q ( r = rs)=0 as discussed above. Let us consider a
block L„XL~)&L, with ideal leads in the z direction, then
clearly m = Im„,m„, m, ), where m„,m~ =0, 1,2, . . . , oo

and m, =1,2, . . . , oo and

Then Eq. (Al 1) can be written as
2

F, = 4
~2 m, m =0 m =1

(A15)

Evaluation of Figs. 13(b), 13(c), and 13(d) proceeds in the
same way except that we must recognize that upon ex-
changing + and —in the diffusion~ropagation, we ef-
fectively change the sign of AE and X ~X * . The sum
of Figs. 5(a)—5(d) can be labeled as F5~~,"I where

2

F(Ph) =2 (A16)
~2

[Re(A, ')]
m„, m =0 m =1

We next turn our attention to Fig. 5(b). The new
feature is the appearance of the current vertex which is
isolated in Fig. 14(b). Denoting it by j&(r&,rz), we can
again approximate it by a translational invariant quantity
j~(r ~ r2) as long—as 1 &(L,. We denote its Fourier
transform by j&(q) which can be evaluated using the stan-
dard rules in momentum space

The eigenvalue is j~(q)= gp, G+(p)G+(p)G (p+ q), (A17)

=~D
L,

2 2 2L,
m, +m 2+m&L Ly

—i~LE+~~,„' .

(A 10)

where we have associated the momentum p, with the
current vertex. Equation (A17) is evaluated by expanding
G ( p + q ) to linear order in q, i.e.,

Now we have everything we need to evaluate Fig. 13(a)
apart from the counting factor N, . We simply note that
exchanging r& and rI in Fig. 13(a) should be considered
distinct diagrams. Thus we have N, =2. Setting Eqs.
(A3) and (A7) into (A2) and using the orthogonalities of
the Q 's, we obtain for Fig. 13(a)

2 2

(A 1 1)

G ( p+ q )=G (p)+( p. q/m)G' (p) .

We then obtain

where C
~
——( kj; /dm )XO4m r .

Returning to real space, we have

(A18)

E, =D(~/L, )

and define

/(E, r)

(A12)

The constants can be greatly simplified using the fact that
'=2~c;u N0 and D =Uz~/d. It is useful to introduce

the energy scale

dq iq (r& —r2)
J] r] —r2 = g

(2~)

1 d dq iq. (r& —r&)

i dr, , (2~)"

=(C, /i) [5(r,—r2)] .
dl' ]

(A19)

= m, +m (L, /L„)+mr(L, /L~ ) it)+)—(A13) The value of Fig. 5(b) is given as follows:

(ph)
F5(b) =Nb

ft1 Lz

2

f dr ~ f . f d r6(c;u ) P(r, , rz)j&(rz, r3)P(r3, r4)j, (r4, r, )P(r5, r6)j(r6, r, )+c.c .

(A20)

The counting factor Nb ——8 corresponding to different ways of arranging the current vertices with three diffusions. The
Green's function on the inner and outer loops are advanced and retarded, or they can be retarded and advanced, accoun
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ing for the complex conjugate term in Eq. (A20). In the evaluation of Eq. (A20), we use Eq. (A19) for j) and perform an
integration by parts to transfer the d /dr, to the function P. Using the 5 function, we end up with integrals of the type

(A21)

where

M = d
~~&z

(A22)

I

use of Eq. (A9) it can be evaluated in a straightforward
way, yielding

4m, m,
if m, —m,

' oddM, =. L [m2 (m~)2] m„, m„' m, m'

In deriving Eq. (A21) we have used Eq. (A7) and per-
formed the r integration using orthogona1ity. However,
the presence of the derivative 0/Br, leads us to the matrix
elements M which are not diagonal in m, m'. With

I

0 if m, —m,
' even . (A23)

Combining Eqs. (A19), (A20), and (A21), we finally ob-
tain

(ph)
F5(b)

772

2

Re
m~, m&

——0

2

+-
m =1 n =2 ~m~n ~m ~n

where f „=4m,n, l~(m, —n, ), and the primes denote sums over even or odd integers only.
The evaluation of the four-diffusion diagram [Fig. 5(c)] proceeds in the same way. Now only the matrix element j)

appears and we obtain

F5( ) =24 Re(ph)
~2

m„, m =0 m, p =1 n, q =2

f .f.lfpqfq

km Xn kpkq

Finally we consider Figs. 5(d) and 5(e). The integration
associated with the current vertices is isolated and shown
in Figs. 14(c) and 14(d). These are vertices of the type
considered by Hikami who showed that Figs. 14(c) and
14(d) cancel each other in the limit of zero external
momentum. Thus Figs. 5(d) and 5(e) are not as divergent
as Figs. 5(a)—5(c) and will be ignored.

Thus we obtain the total particle-hole contribution to
the conductance fluctuation as follows:

F'('"'((5,E, bB =0)=F5~(,) +F5~(b) +Fq~(, ) . (A26)
So far we have restricted our consideration to the
particle-hole diffusion channel. In the absence of a mag-
netic field or spin-orbit scattering, we can reverse the ar-
row in one of the loops in Figs. 5(a), 5(b), and 5(c) and ob-
tain an equal contribution from the particle-hole channel,
so that

F =2F(~h] . (A27)

However, we expect the particle-particle contribution to
be suppressed by a magnetic field. It turns out that both
the particle-hole and particle-particle contributions are af-
fected by spin-orbit and spin-flip scattering; detailed re-
sults are given in Appendix C. Equations (A26) and
(A27) are equivalent to the basic results (2.8) and (2.9)
given in the text.

Figures 5(a)—5(e) represent the most singular diagrams
to lowest order in (sFr) '. They are the most singular
(divergent for d &4) because they maximize the number
of diffusions carrying the same momentum. If we go
beyond the lowest order in (EFr) ', diagrams such as Fig.
15 can be considered as a renormalization of the diffusion
propagator by weak localization effects, and will lead to

the replacement of the diffusion constant D by
D(1+(eFr) 'L ). Such terms may lead to corrections
to F only of the form (sFr) 'L . However, the impor-
tant point is that corrections of the form (eFr) 'L do
not exist, because corrections of this type could be ex-
ponentiated near d =4 to give a different I. dependence
than the leading term. Thus we believe that the con-
clusion that conductance fluctuation is independent of
sample size is correct as long as the sample size greatly
exceeds the mean free path and is much less than the lo-
calization length.

APPENDIX 8: FORMULATION
AT FINITE TEMPERATURES

In this appendix Eq. (3.3) at T&0 is derived by use of
the conventional thermal Green-function technique. For

X

I

I

FIG. 15. An example of weak localization (maximally
crossed diagram) correction to the conductance fluctuation dia-
gram.
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simplicity we assume here d-dimensional macroscopic
systems so that we can work in the momentum represen-
tation. The effects of finite geometry, however, will easily
be incorporated in the final results.

In order to calculate the correlation function of two
static conductances, we first assign two different thermal
frequencies, re~( & 0) and co~( & 0), for external electric
fields and extract the contributions in the order of co~m~.
it is to be noted that both types of processes shown in
Figs. 16(a) and 16(b) as an example should be taken into
account, where wiggly lines and dashed lines are current
vertices and diffusion propagators. The contributions
from Fig. 16(a) are given by

FIG. 16. Finite temperature version of Fig. 5(a).

w+T g Tg, , , +
(Dq +s„+E„' ) Dq (Dq +E„+E„' )

where 3 ls defined as follows including the factor 4 coming from the summation over the spin 1ndlces of electrons:

k
A =16' e F

dL,

(81)

(82)

The first term in expression (Bl) results from the frequency regions satisfying e„+cpq &0, c.„&0, e„' &0, c,„'+cpI, &0 and

c„+co~&0, c„&0, c„' ~0, c„'+co~g0, whereas the second term is due to the region of c.„+co~&0, c.„&0, c„' &0,
c„'+co~~ 0. For example, the derivation of the second term is as follows. Except for numerical factors it has the form

I=T g'Tg'
Dq2+ c.„+co~—c'„Dq +c„'+co~—E„

(83)Tg'Tg
2Dq +~~+~~, Dq +E,„+cog—F„Dq +c„+cog—E„

where the summations over c„and c„' are restricted in the regions 0~ E„~—co~, 0~ c„' ~ —~~. Changing the signs of c„'

and E„ in the first and second terms in Eq. (83), we obtain

T g T2 1

2Dq +~x+~x ~ &c &0 0 Dq +En+~n
(84)

By noting

T
~ &c &0 Dq +En+~n

=T g 1

Dq +c„+c„' Dq +c„+co~+a„

and the similar relationship for the summation over E„',

we finally see that to the order of cu~co~

I

2Dq + rug+ rod, )p, (Dq +E„+E„' )

Dq, )p, (Dq +E„+e'„)
(86)

On the other hand, the contributions from Fig. 16(b)
are given by (b)

(87)

The sum of expressions (Bl) and (87) is rewritten as fol-
lows by analytic continuations of the thermal frequencies:

FIG. 17. Some of the finite-temperature version of the three
diffusion diagrams [Fig. 5(b)).
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(b) (c)

FIG. 18. More of the finite-temperature three-diffusion dia-

grams. FIG. 19. Some of the finite-temperature versions of the form
diffusion diagrams [Fig. 5(cl].

(81)+(87)=— OQ 3 1
dx dx' f (x)f(x'), , ~ +

(2m) q [Dq —i(x+x')] Dq [Dq i (x+—x')]

2(2~)2
q

dx dx' f'(x)f'(x')
z z +1 1 1

[Dq i (x +x')—] Dq [Dq i (x +x'—)]
OQ 1 1 2

z& d &(' ~ 2+ 2 2+
4(2m ) (Dq ice) —(Dq +ice) (Dq ice)(D—q +ice)

2
OQ 1 1

q( ), +
4(2~) q Dq —ice Dq +ice

(88)

where f(x)=
I e~"+1) ', P being 13=(kT) ', f'(x) =df (x)ldx, and &p(cu) is defined by

y(co) = I dx f'(x)f'(co x) . —

The processes with three diffusions are treated similarly. Those shown in Figs. 17(a) and 17(b) result in

process [Fig. 17(a)]+process [Fig. 17(b)]=—A QDq T g T g (3+3+1+5)
n

(Dq + +e')e (810)

where numerical factors correspond to the contributions from the regions of c.„+co~~ 0, c.„~0, c.„'+co~&0, c„' &0 in Fig.
17(a); E„+co~&0, e„&0, E„'+co~&0, e'„&0 in Fig. 17(a); e„+co~&0, e„&0, e„' &0, c,„' —co~&0 in Fig. 17(b); and

e„+co~&0, E„&0, e„' &0, E„' —re~ &0 in Fig. 17(b), respectively. Each of the processes in Fig. 18 has the same contribu-
tion as Eq. (810). Hence the three-diffusion processes result in

—48~ +T g T g
(Dq +e„+e„')

den (p(ru) Re
(2qr)' (Dq i cu)— (811)

(c)

FIG. 20. More of the finite-temperature-form diffusion dia-

grams.

FIG. 21. The particle-hole diffusion channel which remains

singular in the presence of spin-orbit scattering. The spin index

is labeled by s and s'.
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It is to be noted that there exist cancellations among
processes with three diffusions, e.g. , those shown in Fig.
19 where + ( —) stands for positive (negative) thermal
frequencies.

The processes with four diffusions are as follows. For
example, the processes shown in Figs. 20(a) and 20(b) re-
sult in

2~ g(Dq')'T g T g (4+4+1+11)
c' )0n

(Dq +c„+c.'„),
(812)

1203 g(Dq ) T g 1

, )o o (Dq +En+en)

6A (Dq 2 )2
z g f deny(co) Re

(2m) q (Dq i co)—
(813)

It is to be noted that either Fig. 21(b) or Fig. 21(c) should
be taken into account since they are identical.

Equations (88), (811),and (813) lead to the convolution
formula in Eq. (3.3).

where numerical factors correspond to the contributions
from the region of c„+co~~O, c„~O, c„'+co~&0, E„' &0
in Fig. 20(a); e„+co~ &0, E„&0, e„'+co~&0, c.„' &0 in Fig.
20(a); E„+cup&0, E„&0, e„'+cog&0, e„' &0 in Fig. 20(b);
and e„+co~&0, E„&0, c.„'+co~&0, E„' &0 in Fig. 20(b),
respectively. The corresponding numerical factors com-
ing from the processes shown in Figs. 21(a) and 21(b) are
(4+4+ 1+ 11) and (5+ 5+ 5+ 5), respectively, and
the total contribution from the four-diffusion processes
are

APPENDIX C: EFFECTS OF SPIN-ORBIT
SCATTERING AND PARAMAGNETIC IMPURITIES

In the weakly localized regime spin-orbit scattering,
scattering by paramagnetic impurities, and mutual in-
teractions are known to affect the quantum corrections to
various physical quantities. These are examined for the
correlation function of conductivities.

In the presence of strong spin-orbit scattering, i.e.,
~so)&T, ~s& being the lifetime due to such scattering,
only particular channels of diffusions shown in Fig. 21,
where S and S' are independent, are singular, ' and the
prefactors of these diffusions are reduced by half com-
pared to those in Appendix B. Hence compared to
g 1=4 in normal impurity scattering we have

g, , ( —, ) =1, g.., .„(-, ) =1, g. ., .„,„,( —, )"=1 for
two, three, and four diffusion processes, respectively; i.e.,
total contribution in this case is just a quarter of that
found in Appendix B.

The scattering by paramagnetic impurities needs special
care, since spin flipping processes entangling two electron
loops are forbidden. This is because these two loops cor-
respond to two different observations, between which
there will be no memory of directions of paramagnetic
impurities, and then only average magnetization can af-
fect the correlation of conductivities. This implies that
even in the absence of a magnetic field, all singular contri-
butions (not just the particle-particle channel) are
suppressed once ~, ' ~ T, ~, being the lifetime due to
scattering by paramagnetic impurities. On the other
hand, once the field gets strong enough that g,p&H ~ T,
g, being the g factors of paramagnetic impurities, half of
the singular contributions in the absence of paramagnetic
scattering will be recovered. Since the aperiodic magneto-
conductance fluctuations persist to very high fields, and at
typical experimental temperatures the spin-flip processes
will be frozen out at fields below 1 T, magnetic impurities
wi11 usually not prevent the observation of the universa1
conductance fluctuations. This is very different from the
weak localization effects, which are usually very difficult
to detect in systems with magnetic impurities.
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