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The atomic structure of the Si(001) surface has been examined with use of scanning tunneling rni-

croscopy (STM). The STM images reveal a dimer-type reconstruction and are inconsistent with

chain and vacancy models. Both buckled and nonbuckled dimers are observed, giving rise to regions

of (2 X 1), c(4X2}, and p (2X2) symmetry. The surface has a high density of vacancy-type defects,
which appear to induce or stabilize buckling of the dimers at room temperature. The STM images

also reveal the atomic structure at steps and defects. At high annealing temperature the step density

increases dramatically, eventually leading to faceting.

I. INTRODUCTION

The detailed atomic structure of the Si(001) surface has
been the subject of many experimental and theoretical
studies. ' While this surface is of great technological
importance, determination of its atomic structure has
been greatly complicated by the presence of subsurface
distortions extending as much as five atomic layers into
the bulk, 4 '0 as well as experimental difficulty in prepar-
ing a well-ordered surface. 5 "'2 As a result, low-energy
electron diffraction (LEED) I-V studies ' ' and other
methods of surface structure determination"' ' have
been unusually ineffective in determining the Si(001) sur-
face structure and have alternately supported various
structural models. Likewise, theoretical energy minimiza-
tion of calculations have resulted in a number of pro-
posed models, but none of these models accurately fits all
of the experimental data and the energy difference be-
tween some models are so small that they are indistin-
guishable within the uncertainties of the calculations.

Scanning tunneling microscopy (STM) has recently
made it possible to directly probe the atomic structures of
surfaces with high lateral resolution. In a preliminary re-

port, " we presented the first STM images of the Si(001)
surface and showed that the STM images consist of rows
of oblong protrusions which we attributed to dimers.
Some of these dimers were obviously buckled with respect
to the surface plane while some appeared to be nonbuck-
led. We found that the buckled dimers give rise to small
regions of local c(4X2) and p(2X2) symmetry while the
local symmetry of the nonbuckled dimers is (2X 1). Our
topographs also showed that the surface has a relatively

large number of defects.
In this paper, we present more extensive STM results

and extend our analysis to achieve a better understanding
of the atomic structure of Si(001). We first present a
number of topographs of the Si(001) surface and compare
these with various theoretical structural models using
atomic-charge-superposition (ACS) calculations; these

comparisons lead us to conclude that only dimer models
are consistent with our images. %e then show how de-
fects and lattice strain affect the details of the structure
and bonding of the Si(001) surface. Far from defects,

only symmetric (nonbuckled) dimers are observed, while

buckled dimers are often observed near surface defects.
%'e show that dimer buckling is easily stabilized by
vacancy-type defects and that these defects pin many of
the dimers in particular buckling orientations. Our obser-
vations in defect-free areas lead us to conclude that at
room temperature the time-averaged configuration for the
dimers is symmetric, although the dimers may be dynami-
cally buckling about this equilibrium configuration on a
time scale which is short compared to the STM measure-
ment time. Finally, we present, to our knowledge, the
first direct observation of the microscopic faceting which
occurs when Si(001) is heated in vacuum above approxi-
mately 1400 K.

II. EXPERIMENTAL PROCEDURES

Scanning tunneling microscopy, first developed by Bin-
nig and Rohrer, is a relatively simple technique. A fine
metal tip which is mounted on three orthogonal piezoelec-
tric transducers is brought extremely close (5—10 A) to
the sample under investigation so that the wave functions
of the tip and sample overlap. When a bias voltage is ap-
plied between the tip and sample, electrons can tunnel

through the vacuum barrier. If the tip is now scanned
across the surface via two of the piezoelectric transducers
(PET), the tunneling current tends to change due to varia-
tions in the overlap between the wave functions of the
sample and tip. The degree of overlap can change due to
topographic changes as well as changes in the local elec-
tronic structure (e.g., localized surface states). The partic-
ular wave functions contributing to the tunneling current
can be selected to some extent by varying the magnitude
and sign of the applied potential.

In these studies, our microscope is operated in a con-
stant current mode. The Z PET, which is orthogonal to
the surface plane, is in a feedback loop which applies a
correction voltage to the Z PET in order to maintain a
constant tunneling current as the tip is scanned across the
surface. Since the piezo extension is proportional to the
applied voltage, this correction voltage is a direct measure
of the change in sample-tip separation. Then, the changes
in voltage applied to the Z PET as the X and F PET are
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scanned across the surface can be presented as an image of
the scanned area. The X and FPET were calibrated from
topographs of the Si(111)-(7X7)reconstruction where the
distances are well known, and the Z PET was calibrated
by looking at small steps on the Si(001) surface; our cali-
brations differ by less than 20% from the manufacturer's
specifications.

The mechanical design of our microscope differs sig-
nificantly from the original design of Binnig and Rohr-
er. In particular, we use a mechanical pivot operated by
a rotary feedthrough to bring the sample into tunneling
range instead of using a piezoelectric walker. In the tun-

neling position, the sample rests on a "foot" approximate-
ly 0.5 mm away from the tip; a mechanical mechanism
then causes the sample to pivot about the foot. In this
manner, the sample can be brought smoothly into tunnel-

ing distance. The sample can also be flipped up with the
same mechanism and resistively heated. The microscope
is in an ultrahigh vacuum (UHV} chamber with a base
pressure of 7X10 " Torr, The samples are n-type (P-
doped) Si(001} with a conductivity of 0.1 Acm which
were cut from a larger wafer. The 5 X 15X0.3 mm sam-

ples are cleaned in ethanol, mounted on a Ta support, and
held by stainless steel clips which were separated from the
sample by additional Si spacers cut from the same wafer.
The samples were outgassed for extended periods of time
at 850 K, briefly at 1175 K, and finally, fiashed to 1325
K for approximately 2 min and gradually cooled down
over a period of approximately 5 min. The samples were
allowed to cool for three hours to reduce thermal drift.
The UHV chamber has no other surface analytical tools,
but samples mounted and cleaned in an identical manner
in another chamber routinely exhibited sharp (2 X 1)
I.BED patterns at room temperature. At lower tempera-
tures, streaking was observed and below approximately
200 K, sharp spots were observed in the —,-order posi-
tions. The topographs shown here were taken on several
samples cut from a single wafer, but equivalent results
have been obtained on other p- and n-type Si(001) wafers.

Tips were prepared by electrochemical etching of
tungsten wire in a 2-M NaOH solution. Topographs were
measured with bias voltages ranging from —3.5 to —1 V
applied to the sample while the tip was held at virtual
ground using a low impedance current-to-voltage convert-
er. The tunneling current was typically held at 1 nA. The
scanning and data acquisition were performed using an
IBM PC/XT personal computer, and the images were
later transferred to an IBM 3081 computer for detailed
analysis. During data acquisition, the tip is rastered
across the surface and data is acquired in one scan. direc-
tion only. In a typical high-resolution scan, data points
are taken at points 0.30 A apart in X and F resulting in a
150X50 pixel (picture element) image of a 45X45 A
area. Linear scanning rates are typically 40—100 A/sec,
allowing a topograph to be acquired in 5—10 min.

Thermal drifts and creep of the piezoelectric transduc-
ers during data acquisition cause the images to be some-
what distorted from their nominally square shape. The
drift and creep rates can be measured, and the images
shown here have been corrected for this distortion. Since
the data acquisition time depends primarily on the num-

ber of pixels in an image, this correction is small for
large-area scans but can be quite significant for small-area
scans taken with a high point density. The correction in-

volves slightly shifting successive rows to correct for drift
in the x direction and expanding or contracting the image
in the y direction to correct for drift in this direction.
This correction also ensures that the (110} direction,
which joins the centers of dimers in adjacent rows, is per-
pendicular to the (110}direction, which joins the centers
of dimers within a row.

III. RESULTS
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FIG. 1. STM topographs of Si(001) surface. %'hite areas are
surface protrusions and black areas are depressions, with a total

0
gray-scale range of 1.0 A.

A. STM images of atomica11y flat Si(001) surfaces

Figures 1—5 show typical gray-scale topgraphs of the
Si(001) surface. In all gray-scale images presented here,
white regions correspond to surface protru-
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FIG. 2. Same as Fig. 1.
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FIG. 3. Same as Fig. 1.

sions and black regions are surface depressions. Attention
is drawn first to Fig. 1; in this image, the total range from
white to black represents a height change of 1.0 A.
Several features of this image are immediately obvious,
particularly the presence of rows of oblong protrusions, as
in rows 6—10. The distance between the oblong pro-
trusions within a row (along (110)) is ao/~2 or 3.85 A,
where ao is the bulk lattice constant; ao/~2 is the lattice
constant of the unreconstructed (1X1) surface. The dis-
tance between the rows (along (110)) is a0~2, twice the
lattice constant of the unreconstructed surface. Thus, the
local symmetry formed by these symmetric oblong pro-
trusions is (2 X 1). One (2X 1) unit cell is outlined in Fig.
1. Based on such topographs, one can reasonably propose
that these oblong protrusions are surface dimers. This
conclusion is supported by a detailed analysis, to be
presented later, which considers many alternate structural
models. Another striking feature is the occasional pres-
ence of zig-zag structures, as in rows 3—5 and 11. We at-
tribute the zig-zag structures to rows of buckled dimers in

which the direction of buckling alternates from dimer to
dimer along the row. In regions where we observe buck-
ling, the direction of buckling always alternates from di-
mer to dimer; we do not observe structures which might
be attributed to entire rows of dimers buckled in one
direction. The magnitude of buckling is not always the
same, as we observe varying degrees of buckling and
smooth, continuous transitions between dimers which ap-
pear to be nonbuckled and those which appear to be buck-
led. A transition from nonbuckled to buckled dimers can
be observed in row 5 of Fig. 1; in the upper left the dimers
are nearly symmetric while in the lower right they are
strongly buckled.

Correlation between the phase of buckling in adjacent
rows of these alternating buckled dimers gives rise to
c(4X2) and p(2X2) symmetries when adjacent rows are
out of phase and in phase, respectively. A small c(4X2)
domain can be observed in rows 3—5 of Fig. 1. Some-
times there is no clear correlation between buckling direc-
tion in adjacent rows of the buckling magnitude varies, so



R. J. HAMERS, R. M. TROMP, AND J. E. DEMUTH

0

41$

&„ii mal+

FIG. 5. Large-area topograph of the Si(001) surface illustrat-
ing the high density of vacancy-type defects. The gray scale
corresponds to a distance change of 1.0 A.

FIG. 4. Same as Fig. 1.

that the local symmetry is not well defined. An example
can be found in Fig. 1, in which row 12 is defected, row
11 is buckled, and row 10 exhibits a very weak buckling
which is in phase with that of row 11; since the magni-
tudes of the buckling in rows 10 and 11 are not equal,
however, the local symmetry is not strictly p(2X2).
Another important feature is the relatively high density of
local surface defects. Sometimes these defects take the
form of individual missing dimers, as in rows 7 and 9 of
Fig. 1. Often, however, they consist of small clusters of
missing dimers as in rows 3, 12, and 13. The vacancy de-
fect in rows 12 and 13 consists of one missing dimer in
each of 2 adjacent rows, but the dimers next to the vacan-

cy appear to be pulled into the surface and toward the va-
cancy.

Figure 2 shows another representative- area of the
Si(001) surface in a relatively defect-free region. Again,
both buckled (row 7, 11, and 12) and nonbuckled (rows 1,
2, 6, 8, and 9) dimers are observed. Row 10 is an excellent

example of how the buckling magnitude can vary from
small or nonexistent (lower left) to very large (upper
right). In rows 5—7, 9, and 10, it should be noted how the
buckling is consistently largest near the missing dimer de-
fect in each row and gradually decreases in going away
from such defects.

Figure 3 shows a region of the surface which has some
larger defects. In this image, the buckled dimers are
much more prevalent than in the regions shown in Figs. 1

and 2. One particularly interesting feature of Fig. 3 is a
transition from a c(4X2) to a p(2X2) local symmetry.
One c (4 X 2) and one p (2 X2) cell are outlined in this fig-
ure. Row 4 shows the characteristic zig-zag pattern of
buckled dimers while row 5 is also zig zagged but has its
phase interrupted at a missing dimer defect; thus, the lo-
cal symmetry of rows 4 and 5 changes from p(2X2) at
the bottom left to c(4X2) in the upper right. In the
lower left corner, rows 2—4 form an extended domain of
c(4X2) symmetry. Figure 4 shows more interesting
structure. For example, near the center of row 6, two di-
mers appear to be inexplicably pulled slightly toward the
bulk. Also note how in row 7 the buckling magnitude be-
comes very large near the vacancy defect in row 8. Adja-
cent to the missing dimer defect in row 10 is a pair of
atoms on their bulk lattice positions; this structure may be
due to silicon atoms which adsorbed atomic hydrogen,
which is known to convert the (2X 1) reconstruction to a
(1 X 1). A similar effect is observed in row 7 of Fig. 1.

All these topographs demonstrate a high density of de-

fects. The large-area topograph in Fig. 5 shows the typi-
cal size and spatial distribution of defects. The individual



34 SCANNING TUNNELING MICROSCOPY OF Si(001) S347

dimers are not resolved in this image, but the missing di-

mer defects are. Virtually all of the defects consist of in-

dividual missing dimers or small clusters of 2—3 missing
dimers. There is no obvious ordering of the dimers with

respect to one another.

B. Evaluation of proposed Si(001) structural models

Tersoff and Hamann have shown that to first order,
the images obtained by constant current STM closely
resemble surfaces of constant charge density. They
demonstrated that for Au(110) such surfaces can easily
and rather accurately be calculated by superposition of
atomic charge densities. For Si(111)-(7X7)we have pre-
viously shown the utility of comparing the results of such
calculations with experimental STM images, both for
separating geometric from electronic effects and for com-
parisons with model structures. While localized surface
states can modify STM images, the topographs of Si(001)
we present here have remained essentially the same over a
range of bias voltages, although the corrugation decreases
somewhat at high bias voltages. This decrease is a direct
result of the increased sample-tip separation required to
maintain constant tunneling current at higher bias volt-
ages. It therefore seems reasonable to assume that these

images are representative of the geometric structure of the
Si(001) surface and that comparison of these images with
results of ACS calculations can be used to study the sur-
face structure in more detail. We have also recently im-
plemented a new STM method to probe the electronic
structure of surfaces using the STM. Our studies of the
electronic structure of the Si(001) surface confirm the
conclusions made here.

l. Surface structural models

Many different models of the Si(001) surface have been
proposed. These models can be broadly grouped into
three classes: (a) dimer models, (b) chain models, and (c)
vacancy models. These will be discussed on a class by
class basis, since much of the supporting and/or contra-
dicting evidence applies to entire classes of models. Also,
since there are several models belonging to each class,
many of which are nearly indistinguishable with the STM,
we limit our comparison to those models which we feel
are most representative of each class. Figure 6 shows
computer-generated ball models of some proposed Si(001)
structures. These ball models assume an atomic diameter
of 2.35 A and are illuminated from above and from the
side so that the topmost layers are lighter than deeper
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layers. The ideal truncated Si(001)-(1X 1) surface is
shown near the center [Fig. 6(fl] while ball models for
proposed theoretical structural models are shown around
the border. Dimer models, chain models, and vacancy
models are represented in the top, rniddle, and bottom
rows, respectively, of Fig. 6.

(a) Dimer models. In their pioneering work on Si(001),
Schlier and Farnsworth observed a (2X I) LEED pat-
tern. On the basis, they proposed a dimer model in which
surface atoms move parallel to the (110) direction to
form symmetric dimer pairs. Dimerization lowers the to-
tal surface energy by creating an additional Si-Si bond (el-
iminating two dangling bonds) at the expense of increased
lattice strain. Applebaum and Hamann showed on the
basis of a Keating strain-energy minimization calcula-
tioni that this surface dimerization is accompanied by
substantial subsurface distortions extending 4—5 atomic
layers into the bulk. Figure 6(a) shows a ball model for a
strain-minimized symmetric dimer structure. Using
tight-binding calculations, Chadi suggested that the sur-
face energy could be lowered further by allowing the di-
mers to buckle out of the surface plane. In order to mini-
mize bond-length distortions, the buckling is accompanied
by a lateral shift of the dimer which can be observed in
the ball models. Chadi's (2X1) buckled dimer model,
Fig. 6(b), has all dimers (both in a given row and in adja-
cent rows) buckled in the same direction. Alternating the
direction of buckling within a row gives rise to structures
with c(4X2) [Fig. 6(c)] and p(2X2) [Fig. 6(d)] sym-
metries which have also been detected with LEED (Refs.
5, 15, and 40} and helium scattering. "' Chadi's lowest
energy (2+1) structure has a buckling of approxi-
mately 0.5 A, which corresponds to an inclination of the
dimer internuclear axis of 15' with respect to the (001)
plane. Other theoretical calculations have predicted
buckled dimer structures with bucklings ranging from 8'

to 15'. Many other variations of dimer models have also
been proposed For ex.ample, Yang et al. ' ' proposed a
dimer model in which the dimer axis is twisted in the sur-
face plane in addition to being buckled out of the surface
plane, and Pandey proposed a modified symmetric di-
mer model which incorporated defe:ts into the structure.
Such modifications of the basic dimer models will be dis-
cussed in more detail below.

(b) Chain models. Chain-type structural models for
Si(001) were first advanced by Seiwatz, ' and detailed
models were proposed by Jona, ' Chadi, and Northrup.
Seiwatz suggested that conjugated chains of atoms could
sit atop a dimerized Si(001) surface, but no detailed struc-
ture was proposed. Based on Seiwatz's ideas, Northrup
proposed a dimer-plus-chain model, depicted in Fig. 6(h}.
Northrup's model can be constructed by first dimerizing
the surface in the manner described by Schlier and Farns-
worth and then superimposing chains of atoms in the re-
gions between the dimerized rows. Each atom of the di-
mer is bonded to its dimer partner, to two atoms in the
third layer, and to one chain atom; ordering of the chains
produces c(4X2) and p(2X2} structures. Jona et al
proposed a conjugated chain model for the (2X 1) struc-
ture in which zig-zag chains of atoms sit atop a nondi-
merized Si(001) surface, and the second-layer atoms

translate along (110) to minimize the elastic strain. This
model is depicted in Fig. 6(e). Other modified chain
models, such as Chadi's double-conjugated chain model
have little experimental or theoretical support.

(c) Vacancy models. Vacancy models have been pro-
posed by Schlier and Farnsworth, 3 Harrison, '6 Phillips,
and Poppendieck, Ngoc, and Webb. Harrison proposed
several different vacancy models; the simplest are formed
by removing every other row of the ideal Si(001) surface,
producing two possible (2X1) structures. If the rows of
removed atoms run along (110), then a "simple ridge"
[Fig. 6(i)] is formed; if the rows of removed atoms run
along (110), then a "symmetric ridge" [Fig. 6(j)] is
formed. Harrison proposed that the symmetric ridge
structure would be accompanied by displacements in the
second and deeper layers to form a "canted ridge" model
(not shown). Vacancies could also be created in a checker-
board fashion producing a c (2 X 2) structure shown in
Fig. 6(k). Poppendieck, Ngoc, and Webb elaborated on
these ideas and proposed a model which combines missing
rows in the first two layers with lateral displacements in
the first three layers to produce (ill) microfacets, as
shown in Fig. 6(1).

2. Comparison qf ACS calctdations with experimental images

We now consider surfaces of constant charge density
for the theoretical structure models which were depicted
in Fig. 6. We have calculated images at charge densities
between 10 and 10 e/A . As the charge density is
increased from 10 to 10 e/A, the major change is in
the absolute magnitude of the corrugations, but changes
also occur in the shapes of the surfaces of constant charge
density which will be discussed later. We find the best
overall agreement between these Si(001) results and the
charge superposition calculations when a charge density
of 10 e/A is used, as will be discussed later. This is
the same charge density which, in our earlier work on
Si(111)-(7X7), gave quantitative agreement between the
experimental images and ACS calculations for the dimer-
adatom-stacking fault model of Takayanagi et al.~i Here,
we first present the surfaces at a charge density of 10
e/A to examine the qualitative, rather than quantitative
features of the calculated images. We then will present a
more detailed analysis which summarizes our findings for
many models at many calculated charge densities.

In Fig. 7, two representative experimental images are
shown in the center [7(fl and 7(g)], and the surfaces of
constant charge density calculated for various structural
models are shown around the perimeter [7(a)—(7e) and
7(h)—7(1)]. The identity and placement of the charge su-
perposition images for the various model structures in
Fig. 7 correspond to those of the ball models in Fig. 6.
A11 experimental and theoretical images have been nor-
malized to a 1 A total gray-scale range with the same
average gray value. Figure 7(f) shows a region of the
Si(001) surface far away from large defects. In this case,
the oval-shaped structures are nearly symmetric, although
several small defects can be observed. In two locations,
the oval structures are missing; the significance of such
vacancy defects will be discussed later. Two undimerized
atoms are also visible in the lower left corner.
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FIG. 7. Surfaces of constant charge density at lo ' e/A for various structural models compared with experimental results: (a)

Symmetric dimer model; {b) buckled dimer models in {2XI ), (c) c (4X2), and (d) p (2 X 2) symmetries; (e) Jona s chain myel; {6ex-

perimental images from defect-free and (g) near defected regions; (h) Northrup's dimer-plus-chain model; (i) Harrison's simPle ridge,

(j) symmetric ridge, and (k) c (2 X 2) models; (1) Poppendieck, Ngoc, and Webb's vacancy model.

Figure 7(g) shows a region of the surface adjacent to a
relatively large defect, which was immediately to the left
of the region shown. This image shows the zig-zag struc-
tures characteristic of the surface near defects. The ex-
tended infiuence of surface defects is evidenced from the
fact that not only the row adjacent to the vacancy shows
the zig-zag structure, but the next two rows also exhibit a
weak zig zag and only the rightmost row appears sym-
metric.

The various model structures are depicted around the
perimeter of Fig. 7. In the top row, dimer models are
represented by the symmetric dimer model [7(a)) and
Chadi's buckled dimer model in (2 X 1 ), c (4 X 2), and
p(2X2) symmetries in Figs. 7(b), 7(c), and 7(d), respec-
tively. In the middle rom, the experimental results are
shown in the center [7(f) and 7(g)] while chain-type
models are represented by Jona's model in Fig. 7(e) and by
Northrup's model in Fig. 7(h). In the bottom row, vacan-

cy models are represented by Harrison's simple ridge,
symmetric ridge, and c(2X2) models in Figs. 7(i), 7(j),
and 7(k), respectively, along with the model of Poppen-

dieck et al. in Fig. 7(l).
visual comparison of the experimental and calculated

images shown in Fig. 7 suggests that several models ap-
pear to be in good agreement with the experimental 1Hl-

ages. The symmetric dimer model [7(a)] appears to agree
best with Fig. 7(f), but Chadi's buckled dimer model
[7(b)], Harrison's simple ridge and symmetric ridge vacan-
cy models [7(i) and 7(j)], and Poppendieck's vacancy
model [7(1)] all have some similarity to the experimental
image of Fig. 7(f). Chadi's c(4X2) and p(2X2) buckled
dimer models [7(c) and 7(d)] are very similar to the zig-
zag structure observed in Fig. 7(g). The main discrepancy
between the experimental results and the chain and
vacancy-type models is that these models exhibit large
corrugations perpendicular to the rows but only small cor-
rugation along the rows, awhile our topographs show
moderate corrugations along both directions. Yet, one is
left to wonder whether any of a number of models could
be brought into agreement with the experimental images
by varying the charge density at which the theoretical im-
ages are calculated.
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To address this question we have performed a detailed
analysis of the corrugation profiles for the experimental
results and the theoretical models at various charge densi-
ties. The detailed shapes of the corrugations can be ad-
dressed more succinctly from a Fourier analysis of the
corrugations. The application of Fourier analysis to STM
images has been briefly discussed by Tersoff and Hamarm,
but their discussion was limited to the lowest nonzero
Fourier component. To describe the shape of the corruga-
tion profiles, we must extend this discussion to higher
Fourier components.

We have calculated the theoretical corrugation profiles
for the various models measured along the (110) and
(110) axes and have Fourier analyzed these as well as our
experimental data using a conventional fast Fourier
transform algorithm. While this analysis could in princi-
ple be performed for both the symmetric as well as the
zig-zag structures„ it is attempted here only for the sym-
metric protrusions observed in defect-free regions of the
surface because the zig-zag structures are not uniform
within a given image and appear to be related to local de-
fects. The features we shall consider in detail are the total
corrugations measured on lines going through the center
of the protrusions along the (110) and (110) directions
and the Fourier coefficients with periodicity 3.85 and 7.7
A of the corrugation along the direction of double period-
icity (which is (110) for the symmetric ridge model and
(110) for all others).

We first consider the magnitudes of the corrugations.
Figure 8 depicts the theoretical peak-to-peak corrugations
along the (110) and (110) directions for various charge
densities ranging from 10 9 to 10 e/A for various

models. The experimental result, indicated by the rec-
tangular box, is in excellent agreement with the symmetric
dimer model, in fair agreement with the buckled dimer
model of Chadi, and in disagreement with all the other
models. The close spacing of the atoms along the chain in
Jona's model results in a negligible corrugation along
(110), in disagreement with the experiments. Similarly,
Poppendieck's model and Harrison's missing row models
also predict a large corrugation when measured perpendic-
ular to the rows but only a small corrugation along the
rows. The agreement is best for the symmetric dimer
model at a charge density of 10 e/A, the same as that
used in the images shown in Fig. 7.

We have also analyzed the shapes of the corrugation
profiles along the periodicity-doubled direction using
Fourier analysis. As an illustration of the application of
Fourier analysis to STM images, Fig. 9 shows lines of
constant charge density for the symmetric dimer model at
several different charge densities; the lines pass through
the center of the dimer along (110) dirmtion. If the tip
follows a surface of constant charge density, then these
lines represent the expected corrugation profiles. As the
charge density is increased from 10 to 10 e/A, the
corrugation along (110) increases. In addition, however,
there is a noticeable change in the shape of the corruga-
tion as the individual contributions of the atoms in each
dimer become more pronounced at higher charge densi-
ties. This change in shape at high charge densities mani-
fests itself through the introduction of higher-frequency
Fourier components.

Figure 10 shows the magnitude of the first (7.7 A) and
second (3.85 A) Fourier coefficients of the corrugation
along the periodicity-doubled direction as a function of
charge density for various theoretical models. The experi-
mental result (rectangular box) is in much better agree-
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FIG. 9. Corrugation profiles along the periodicity-doubled
direction {( 110)) for the symmetric dimer model at charge den-
sities between 10 and 10 e/A .
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ment with the symmetric dimer model than any of the
other models, and the best agreement is again achieved at
a charge density of approximately 10 e/A .

Based on the above analysis, we conclude that only di-
mer models are consistent with our STM images. While
the symmetric diner model is in better agreement with
the experiments than the statically buckled dimer models,
we have also considered a dimer which has a maximum
buckling angle of 15' but which is dynamically buckling
in a harmonic potential. Such a dimer spends virtually all
its time near the positions of maximum buckling but
when averaged over time is spatially symmetric. The
charge density contours for such a time-averaged, dynam-
ically buckling dimer are virtually indistinguishable from
those of a static, symmetric dimer.

C. Defects on the Si(001) surface

1. Missing dimers

We noted earlier that our surfaces contain a relatively
large number of defects; the large-area scan in Fig. 5 has a
defect density of approximately 10%. Pandey proposed
that individual vacancy defects stabilize the Si(001) sur-
face. When a surface dimer is removed, the two dangling
bonds originally present on the removed dirner are elim-
inated, and one new dangling bond on each of four
second-layer atoms is produced; the second-layer atoms
can then translate parallel to ( 110} and form two
second-layer dimers In effect, th.is defect completely re-
moves the two dangling bonds originally present on the
surface dimer, albeit at the expense of elastic strain. As
long as the strain fields of the defects do not overlap, the

total surface energy should decrease. Pandey estimated
that the lowest-energy structure would be formed when
approximately every fourth dimer was missing, producing
a defect density on the order of 25%%uo.

While our defect density is somewhat lower than 25%
and many of the defects we observe are larger than those
predicted by Pandey, we do sometimes observe individual
missing dimer defects, as in rows 7 and 9 of Fig. 1. The
defects do not appear to be ordered; such ordering might
be anticipated to result in the lowest-energy surface struc-
ture.

We noted earlier that in regions far from defects the
surface appears to consist of symmetric dimers, while in
defected areas we predominantly observe buckled dimers.
This suggests that such defects either induce or stabilize
buckling in adjacent dimers. In order to investigate the
effect of vacancy defects on diner buckling, we have per-
formed a Keating-type strain-energy minimization for
Pandey's missing dimer defect. This calculation predicted
that the dimers adjacent to the defect (in the same row)
should be pulled slightly into the surface and toward the
defect. This effect can be observed in rows 12 and 13 of
Fig. 1. The experimentally observed defect also appears
to induce pronounced buckling in adjacent rows (Fig. 1,
rows 11 and 14) whereby the dimer atoms adjacent to the
defect move away from the surface. Close examination of
the STM images shows that a single defect can induce or
stabilize buckling two or three atomic rows away. The
Keating calculations we performed significantly underes-
timate the degree of buckling induced by these defects.
This is probably due to the fact that the Keating calcula-
tions do not take into account changes in the electronic
structure and thereby overestimate the energy cost associ-
ated with dimer buckling.

The question arises whether the high defect density is
an artifact of our sample preparation procedures or is in-
trinsic to the Si(001) surface, as proposed by Pandey. In
our studies of Si(111)-(7X7),i' ' we found that similar
preparation conditions repeatedly gave us clean, atomical-
ly flat surfaces with a low density of defects (as judged by
STM), and LEED studies showed sharp, low-background
patterns. We have conducted LEED studies of Si(001) us-
ing sample holders and surface preparation procedures
identical to those in our STM studies and consistently ob-
tained sharp, low-background (2X 1) LEED patterns with
no evidence for higher-order reconstructions at room tem-
perature. This demonstrates that a sharp, low-
background I.EED pattern does not guarantee a low den-
sity of defects and suggests that the high defect density is
intrinsic to this surface, although we have not performed
a detailed investigation of how surface preparation tech-
niques affect the surface quality. However, if this defect
density is typical of Si(001) samples used in other studies,
the LEED I Vprofiles, helium diffrae-tion patterns, and
electronic band-structure measurements should all be af-
fected in some way by the presence of these defects.

2. Steps

Further clues to the bonding and energetics of the
»(001) surface ean be obtained by examining the behavior



R. J. HAMERS, R. M. TROMP, AND J. E. DEMUTH 34

near steps. just as dimer buckling is induced by vacan-
cies, it is also induced at step edges. Figure 11 shows a to-
pograph of a step along the (110) direction, with a small
kink forming a step along (110). The top image [Fig.
11(a)] shows the step as a normal gray-scale image, while
the bottom image [Fig. 11(b)] uses a split gray scale to re-
veal the atomic structure on both the upper and lower
atomic planes. Close examination shows that both upper
and lower surfaces consist of symmetric or nearly sym-
metric dimers, except at the edge of the step along (110).
Row 4 of Fig. 11 shows an interesting example of a transi-
tion from nonbuckled (top right) to buckled (lower left)
dimers which also illustrates step-induced dimer buckling.
On the right-hand side where the dimers in row 4 are sur-
rounded by other dimers, the dimers are symmetric; on
the left-hand side where the row 4 dimers form the step
edge, they are clearly buckled. %e have observed identical
behavior on all other (110) step edges; while the terraces
may exhibit varying degrees of buckling due to missing
dimer defects, the upper step edge is always strongly
buckled. Furthermore, the "up" atoms in the upper plane
step edge are always aligned with the center of the dimer
in the lower plane while the "down" atoms are aligned
with the gap between dimer rows in the lower plane. Our
Keating calculations predict a buckling at the step edge in
the same direction we observe, but again significantly un-
derestimate the inagnitude of the buckling.

We have also observed steps running along (110).
This is a particularly interesting situation because there
are two different configurations which can occur depend-
ing on whether the atoms forming the lower step edge also
participate in dimer bonding, or whether the dimer bond-

ing starts at the next atomic row. Figure 12 shows ball
models and the results of ACS calculations at 10 e/A
for both configurations. In Fig. 12(a), the atoms forming
the lower step edge participate in dimer bonding, awhile in

Fig. 12(b), they do not. The two configurations can be
distinguished simply by measuring the distance from the
center of any dimer on the lower step to the first dimer
observed on the upper step. If the distance is an odd
number of surface lattice constants, then the atoms form-
ing the lower step edge participate in dimer bonding,
while if the distance is an even number of surface lattice
constants then the atoms forming the lower step edge do
not participate in dirner bonding. Our ACS calculations
predict the appearance of a gray half-row at the step edge
only in the former case.

We observe both types of (110) step edges. Figure 13
shows an image of a step along (110) in which the lower
step edge atoms participate in dimer bonding. Figure
13(a) uses a single linear gray scale, and the gray half-row
predicted by the ACS calculations can be observed. In
Fig. 13(b), a split gray scale is used to enhance the atomic
structure of the upper and lower planes; the distance from
the first full dimer row in the lower plane to the first di-
mers in the upper plane is 3ao/v 2. Figure 13 also shows
a small region of a (110) step; note the large buckling at
the top of the step edge, with the up atoms in the upper
step aligned with the center of the dimer rows in the lower
step, as described previously. Figure 14 shows a (110)
step in which the atoms forming the lower step edge do
not participate in dimer bonding; no half-gray row is ob-
served, and the distance from the first full lower dimer
row to the first upper dimers is 2ao/v 2.

D. Surface rougheaing at high temperatures

When the Si(001) surface is heated above a critical tem-
perature, the surface and subsurface atoms can undergo
extensive reconstructions to form small (111) facets with
(001) terraces. This results in a microscopic roughening
of the surface which has been observed previously in re-
ciprocal space using LEED (Ref. 44) and refiection high-
energy electron diffraction (RHEED) (Ref. 45) but has
now been observed in real space with the STM.

Figure 15 shows a topograph of a Si(001) surface which
was annealed for 3 min at 1375 K and cooled down over 5
min. This annealing temperature is slightly higher than
our typical annealing temperature of 1325 K. At tempera-
tures slightly above 1350 K, an increased step density is
observed, with a typical distance between steps of 30—40
A. At this temperature, most of the steps are only one or
two atoms high. When the surface is heated to 1450 K
and cooled as above, Fig. 16 shows that only small (001)
terraces remain and the surface becomes macroscopically
rough.

FIG. 11. Monatomic step along the (110) direction of the
Si(001) surface. The upper image (a) uses a single linear gray
scale. The lower image {b) uses a split gray scale to enhance the
contrast on the terraces. Note the buckling induced at the step
edge in roar 4.

IV. DISCUSSION

Based on the comparison of our STM images with the
results of the ACS calculations, we conclude that only di-
mer models are consistent with our STM results. The
STM images clearly show that the buckled dimers ob-
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(b)

FIG. 12. Two possible atomic configurations for a step along the (110}direction. In the top configuration (a), the atoms forming
the lower step edge participate in dimer bonding, while in the lower configuration (b), they do not. A1so shown are results of ACS cal-
culations for the two configurations, which predict a gray half-row only in the former case.

served at room temperature are associated with steps and
defects. While these conclusions regarding the basic di-
mer model are in agreement with various other experi-
mental results, the observation of apparently symmetric
dimers in defect-free regions appears to be in contradic-
tion to previous experimental and theoretical studies
which have provided evidence for dimer buckling.

For example, various ion-scattering studies ' have
consistently found best agreement with dimer models, and
those by Tromp et a/. find best agreement for buckled di-
mer models. Similarly, helium diffraction studies by Car-
dillo and Becker"' also find best agreement with dimer
models although the agreement between calculated and
experimental diffraction patterns is poor except for buck-
led dimers in a c (4X2}structure.

LEED I-V studies, on the other hand, have been

unusually indecisive about the surface structure. For ex-
ample, Jona" found that his conjugated chain model fit
his LEED I-V data better than both the symmetric dimer
model of Schlier and Farnsworth and the vacancy model
of Phillips and concluded that neither dimer models nor
vacancy models could be correct. However, these early
LEED studies neglected subsurface distortions, while
theoretical calculations and experimental ion-scattering
studies ' subsequently sho~ed that there are signifi-
cant distorti. ons extending up to five atomic layers deep.
More recent LEED I-V studies' ' which have taken into
account subsurface distortions conclude that some varia-
tion of a dimer model provides the best fit to the experi-
mental data, and an 8-factor analysis by Holland, Duke,
and Paton' of several sets of LEED I-V data concluded
that the dimers were buckled by approximately 0.36 A.
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FIG. 13. Monatomic step along (1TO) in which atoms forming the lower step edge participate in dimer bonding (first configura-
tion of Fig. 12). (a) uses a single linear gray scale; the gray half-row predicted by the ACS calculations is visible. (b) are the same
data imaged with a split gray scale to show the atomic spacings. Lines indicate positions of dimer rows on lower terrace and first set
of dimers on upper terrace; arrows indicate position of (1TO) step edge. Also note the (110) step edge and the large buckling at the
top of this step edge, as described previously.

Yang et al. ' ' have reported even better agreement be-

tween calculated and experimental LEED I-V data when

the dimers are twisted so that the dimer axes do not lie in

a (110) plane. Yet, low-energy ion-scattering experi-
ments by Aono show a deep minimum in ion-scattering
yield along (110) which would not be produced if the di-

mers were twisted. Calculations by Tromp et al. ' also
find dimer twisting to be energetically unfavorable, and
we find no evidence for dimer twisting in our STM topo-
graphs. Thus, it can only be concluded that LEED I-V
studies do not result in a unique structure determination
on this surface.

Theoretical band-structure and energy minimization
calculations also generally agree on a dimer model, but
disagree about the details of the model. For example,
several photoemission studies' have shown that the
surface band structure is semiconducting. Appelbaum
et al. showed that all simple vacancy models result in
metallic surface states, and Kerker et al. showed using a
self-consistent pseudopotential calculation that Jona's
chain model also leads to metallic surface states. The
semiconducting band structure has often been interpreted
as supporting only a buckled dimer model, since early cal-
culations for symmetric dimer inodels predicted metallic

surface states, ' while various calculations
have suggested that buckling the dimers splits the bands
to produce a semiconducting band structure. However,
recent cluster calculations by Redondo and Goddard
also predict semiconducting surface states for symmetric
dimers when both electron correlation and subsurface dis-
tortions are taken into account, although cluster calcula-
tions by Verwoerd predict buckled dimers. Similarly,
self-consistent pseudopotential calculations by Yin and
Cohen predict buckled dimers, while those of Pandey
predict nonbuckled dimers. Pandey's calculations indicate
that the energy associated with buckling is very small—
less than 0.02 eV to buckle by 10', and 0.11 eV to buckle
15', suggesting that even the symmetric dimers may un-
dergo a significant "dynamic" buckling at room tempera-
ture due to thermal excitation even if they are not "stati-
cally" buckled in the lowest-energy configuration.

If the lowest-energy dimer configurations is statically
buckled, then at some temperature the thermal energy will
overcome the barrier between the buckling directions.
The presence of such order-disorder phase transitions has
been predicted theoretically to occur near 230 K.
The reversible appearance of quarter-order LEED spots
below a certain temperature, corresponding to a similar
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FIG. 14. Monatomic step along (110) in which atoms form-
ing the lower step edge do not participate in dimer bonding
{second configuration of Fig, 12).

order-disorder transition, is known to occur on Ge(001)
and has recently been observed near 230 K on Si(001).
We have confirmed the results on Si(001) and observe a
diffuse c(4X2) pattern at 230 K and sharp c(4X2) spots
at 80 K, although only a (2X 1) pattern is observed at 300
K. These observations suggest that many of the dimers
which appear to be symmetric in the STM images are ac-
tually rapidly buckling between the two configurations
and can be "frozen" into a c (4X2) configuration at suffi-
ciently low temperatures.

We have found from our ACS calculations that this
picture of dynamically buckling dimers is consistent with
our experiment results. The magnitude and shape of the
corrugations expected for a time-averaged buckled dimer
are virtually indistinguishable from those of a truly sym-
metric dimer.

The forementioned LEED observations indicate that
for many dimers there is a barrier between the two buck-
ling configurations which can be readily overcome at
room temperature resulting in the time-averaged sym-
metric configuration which we observe in defect-free re-

gions with STM. Yet, the LEED studies do not prove
that the lowest-energy dimer configuration is buckled, as
the possibility still exists that the c(4X2) structures ob-
served in LEED at low temperatures may be associated
with defects just like those observed at higher tempera-
tures. Since the presence or absence of dimer buckling on

1Q nm
FIG. 15. 450X450 A region of Si(001) surface which has

been annealed to 1375 K and shows increased step density and
initial stages of faceting. The total height variation is 14 A.
The upper image (a) is a side-illuminated topview, and the lower
image (b) is a perspective view.

the ideal surface is still uncertain, we cannot determine
whether the dimer buckling observed at room temperature
is induced or merely stabilized by defects.

The roughening we observe upon high-temperature an-
nealing is similar to that observed in reflection high-
energy diffraction (RHEED) by Norton and in LEED
by Gundry. Gundry found that high-temperature an-
nealing at 1475 K produced (111) microfacets which
could be observed in LEED; these facets formed square
etch pits as observed by scanning electron microscopy.
Using RHEED, Norton found that step density greatly
increased at high temperatures, and that the density of
steps was higher on samples which were rapidly cooled
than on those which were slowly cooled. On samples
heated to 1500 K, Norton found evidence for steps along
(110). The average step separations were 35 A on slowly
cooled ( & 1 K/sec) specimens and 28 A on quickly cooled
(& 10 K/sec) specimens, close to the values we find near
1350 K. Norton also found evidence for one-dimensional
disorder boundaries in which the rows of dimers shift by
one surface lattice constant, ac/~2. In our STM images,
however, we have never observed a disorder boundary of
this type, suggesting that the disorder detected by Norton
arises from some other phenomenon.
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ble, both are observed. The buckling near steps and de-
fects is in qualitative agreement with the results of Keat-
ing elastic strain energy minimization calculations, but
the calculations significantly underestimate the degree of
buckling. Finally, we have observed the formation of
(111)microfacets upon high-temperature annealing of the
Si(001) surface, leading to an irreversible roughening of
the surface.
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