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We present self-consistent calculations of depletion- and accumulation-layer profiles for a range
of carrier concentrations in n-type GaAs, at room temperature. The Hartree approximation is used,
with the self-consistent potential fitted in the end to the analytic form introduced earlier by Baraff
and Appelbaum [Phys. Rev. B 5, 475 (1972)]. We compare these results to profiles obtained from

the Thomas-Fermi approximation.

I. INTRODUCTION

Near the surface of a doped semiconductor, the carrier
density often differs dramatically from that in the bulk.
One may encounter depletion layers as thick as a few hun-
dred angstroms, within which the free-carrier density
drops dramatically below that in the bulk, or accumula-
tion layers which contain an excess of carriers. Particu-
larly intriguing are the very thin inversion layers created
by application of a strong electric field in, for example,
metal-oxide-semiconductor (MOS) devices. In an inver-
sion layer, electrons are free to move parallel to the sur-
face, but their motion normal to it is quantized, with the
result that only one or a small number of subbands is oc-
cupied.

When only one subband is occupied in an inversion
layer, we have a physical realization of a two-dimensional
electron gas. In recent years, these systems have been ex-
tensively studied from both the theoretical and the experi-
mental point of view.! On the theoretical side, we have
self-consistent calculations of the charge profile in the in-
version layer, studies of the electromagnetic response
based on a proper nonlocal description of the electrons,
and many other studies. Nonlocal analyses of the elec-
tromagnetic response are rendered quite tractable by the
fact that only a small number of subbands are occupied.
This has the consequence that the relevant integral equa-
tion has a kernel with a rather small number of terms,
each separable in form. Finally, of course, we have the
quantized Hall effect in such systems.

Less attention has been devoted recently to the theoreti-
cal study of depletion and accumulation layers, under con-
ditions where an inversion layer is absent. Our attention
has been attracted to such surfaces by the recent and very
beautiful experimental studies by Matz and Liith.? By
means of electron energy-loss spectroscopy, these authors
study surface plasmons on GaAs surfaces, in the presence
of a depletion layer. In the method, surface plasmons are
excited which have wave vectors parallel to the surface,
Q,;, which satisfies Qd =1, where d is the thickness of
the depletion layer.> Thus, the spectra are influenced
strongly by the presence of a depletion or accumulation
layer and, in fact, after chemisorption of hydrogen on the
surface the frequencies observed by Matz and Liith were
substantially lower than expected from the bulk carrier
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density, presumably because the depletion-layer profile is
altered.

There have been theoretical studies of surface plasmons
on model semiconductor surfaces which assume the ma-
terial can be described by a local frequency-dependent
dielectric function €(z,w), with z the direction normal to
the surface. The dependence on z arises from the free-
carrier contribution

—4mn(2)e?/m*w?

with n(z) the local electron density at point z. One may
question the quantitative validity of such a model, since
the thickness of the depletion or accumulation layer is
typically comparable to the Thomas-Fermi screening
length. Under these conditions, the amplitude of a charge
fluctuation at z is not proportional to the electric field at
this point, but rather to the average of the electric field
over the whole depletion-layer region, as described by the
appropriate nonlocal theory.

There is a particular problem with the description of
depletion layers in such a model. The surface-plasmon
frequency is necessarily lower than the bulk plasmon fre-
quency where €(w) vanishes. Since n(z) drops to zero at
the surface, necessarily there must be a point z,, where
€(zg,05)=0, with ®; the surface-plasmon frequency.
There is a singularity in the electric field at this point*
which is rather unphysical in our view.

We wish to construct a nonlocal description of surface
plasmons in systems such as those just discussed. The
first step is to construct a self-consistent description of
the depletion- or accumulation-layer profile. The present
paper discusses such a calculation, for a wide range of
electron concentrations in n-type GaAs, and for a range
of surface densities. We do this in the Hartree approxi-
mation, arguing below that exchange and correlation ef-
fects provide only modest corrections, in the parameter re-
gime explored.

We have used a scheme introduced some years ago by
Baraff and Appelbaum.’ The idea is as follows. In all
but the most heavily doped semiconductors well below
room temperature, the electrons are at most partially de-
generate. There are no Friedel oscillations, and the spatial
variation of the electron density n(z), and the subsequent
self-consistent potential is quite smooth. Baraff and Ap-
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pelbaum describe this smooth potential by a suitably
placed Morse potential, with slope at the surface con-
strained by the value of the charge per unit area trapped
on the surface. One may use a series method to obtain,
very quickly, the single-particle states with a choice of the
remaining parameters. With these, one calculates V(z),
the Hartree potential, and readjusts the parametrized
Morse potential. In the end, one obtains a Hartree poten-
tial which is self-consistent, and fitted quite accurately by
an analytic form, from which any desired solution to the
Schrodinger equation may be obtained easily by a series
method. The advantage to us is that certain Green’s func-
tions we require in our subsequent study of surface
plasmons may be constructed from the appropriate series
solutions, without the need to integrate a Schrodinger
equation numerically.

Baraff and Appelbaum were interested in a fully degen-
erate gas of free carriers. Here we show how their scheme
may be extended to an ensemble of free carriers that are
only partially degenerate, or are possibly well described by
Maxwell-Boltzmann statistics. Also, most of their numer-
ical work explored the case where a magnetic field is
present, which introduces Landau levels. We only consid-
er the case of zero magnetic field, and provide Morse po-
tential parameters which reproduce the self-consistent
Hartree potential over a rather wide range of carrier den-
sities, and surface charge densities, for GaAs at room
temperature. We also compare our results with the
description provided by the Thomas-Fermi model com-
monly employed in the description of depletion and accu-
mulation layers.® We find the Thomas-Fermi description
rather poor for most of the parameter range considered.

II. SELF-CONSISTENT DESCRIPTION
OF THE CHARGE PROFILE

Ingredients of the basic model may be appreciated by
considering two basic lengths which enter the problem.
For free carriers of mass m®*, described by Maxwell-
Boltzmann statistics, the de Broglie wavelength Ay of a
typical electron is

Ar=2mH3m*kgT)" /%

For GaAs, m*=0.969m, with m the free-electron mass,
and then A;=237 A at room temperature. There is also
the Debye (or Thomas-Fermi) screening length,

A, =(e,kg T /4mne*)'/? |

with n the free-carrier concentration, and €, the static
dielectric constant. This length sets the thickness of a de-
pletion or accumulation layer in the Thomas-Fermi ap-
proximation. For n= 10'7 cm 3, after using €, =12.9, we
have A, =136 A.

These lengths are sufficiently long compared to a lattice
constant that we may average over microscopic details.
We regard the ionized donors as a positively charged
background, smeared out in the manner familiar from the
jellium model of metals. We also require the free-carrier
wave functions to vanish at the surface, and ignore the
small tail which leaks out into the vacuum.

Before we begin, we note that the lengths estimated
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above show that the Thomas-Fermi® description of the
depletion or accumulation layer is expected to be poor,
and a quantum-mechanical treatment is required. The
Thomas-Fermi picture assumes Ay << A, an inequality sa-
tisfied nowhere in the carrier density range considered
here. Stahl has presented a treatment of surface plasmons
in the presence of a depletion layer,’ treating the electrons
in the infinite barrier model, with the single-particle wave
functions pure sinusoids with a zero at the surface. In
essence, this picture implicitly assumes Ay >>A;, so the
range of wavelengths available in the thermal sea of elec-
trons is insufficient to form a depletion or accumulation
layer as thin as A;. Clearly, we are in the regime where
A ~A,, and neither extreme is realized.

The single-particle wave functions are then solutions of

2
.
2m

Yolr)=E (1), (2.1)

*

with V(z) the self-consistent potential constructed as
described below. The wave vector k, parallel to the sur-
face is a good quantum number, the index a is replaced by
the combination (k;i), where i labels the particular solu-
tion of wave vector k), under consideration. If 4 is the
area of the sample, we have solutions of the form

Tl
"pkn,i(r): \/Z Xi(Z) ’ (2.2)
where, with Ekl|,,~=(ﬁ2k;2|/2m')+s,~ we have
2
- 2’"2, LV @ =eXi(2) 2.3)
m* dz

Following Baraff and Appelbaum, we introduce a
quantization length L in the direction normal to the sur-
face, and for X;(z) we have the boundary conditions

X;(0)=0, (2.4a)

Xi(L)=0. (2.4b)

In the end, we shall let L — «, focusing our attention on
the near vicinity of the surface z =0.

In the spirit of the local density approximation to the
density functional formalism, V(z) is to be the Hartree
potential supplemented by an exchange and correlation
potential, ¥V,.. We are handicapped, in that in the regime
of interest, where the free carriers are nondegenerate or at
most partially degenerate, we have no analytic form for
Ve, or interpolation formulas similar to those used in the
description of the fully degenerate electron gas. Numeri-
cal studies, based on the ring-diagram approximation are
available, as are analytic formulas valid in the high-
temperature limit.® In Sec. III, we examine these and ar-
gue that in the range of carrier concentration of interest to
us, exchange and correlation corrections are modest com-
pared to the Hartree contribution which dominates.
Thus, following Baraff and Appelbaum again, we confine
our attention to the Hartree approximation.

We then replace V(z) by —e®(z), where ®(z) is the
electrostatic potential which emerges as the solution of the
Poisson equation
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2
d° Dlz)= 4me
dz? €

where €, again is the static dielectric constant, and 8n(z)

is the deviation of electron density from its bulk value.

The zero of energy is chosen as the bottom of the conduc-

tion band in the bulk of the crystal, so as z— w0, ®(2)—0.

There are two contributions to 6n(z), so we write
dn(z)=06n.(z)+8np(z). The first is from the free carriers
in the conduction band, and if f(x)=(e®*+ 1)~! is the

Fermi-Dirac function with B=(kgT)~!, and n, is the

bulk free-carrier concentration, we have

[ d%, gf

on(z), (2.5)

2
(2m)?

8n,(z)= XHz)—n, .

k]
e TETH

(2.6)

The second has its origin in the fact that the donor bind-
ing energy is shifted from the bulk value Ep to
Ep —e®(z), by virtue of the potential ®(z). The concen-
tration of ionized donors near the surface thus differs
from that in the bulk, and if nj is the concentration of
donor impurities, with

[1-f(Ep—p)]
the fraction of these which are ionized, we have
Snp(z)=np[f(Ep—eP(z)—p)—f(Ep—p)] . 2.7

In our numerical work, we calculate Ep from the hydro-
genic model. The deviation 8np(z) in the ionized donor
concentration influences the results significantly only at
the highest concentrations we consider in our calculations.

In what follows, for the remainder of the paper, we
measure all energies in units of kz7T, so, for example,
—e®d(z) is replaced by kpT¢(z), where ¢ is dimensionless.
We also measure lengths in terms of the thermal wave-
length

A=(#/2m*kpT)'?,

which assumes the value 46.2 A for GaAs at room tem-
perature. This is not the wavelength of an electron with
kinetic energy %kB T, but proves to be a convenient scal-
ing length. We then replace z by Ay, wave vectors such as
k, by A~'x,, and wave functions X; by X;A~'/2. The

2
L S (2.9
dy ap
where ao=¢,%#*/m*e? is the Bohr radius.

The electric field at the surface (d¢/dy),, is found by
integrating Poisson’s equation,

4\ __sstg, 2.10)
dy y=0+ Qo
where
Q=_f0°°dy5n(y) 2.11)

is the charge displaced by virtue of the presence of a de-
pletion layer, or an accumulation layer. Considerations of
electrical neutrality require that — Q equal Q;, the (di-
mensionless) charge per unit area trapped on the surface,
or Q might be controlled by an external electric field.
Also, the electrostatic potential may be obtained by in-
tegrating Eq. (2.9), noting the boundary conditions

bn=—2T [y sny +ydy’ . 2.12)
ap 0

We now focus on the contributions to the electron den-
sity in the conduction band, 8n.(y). We have contribu-
tions from bound states, for which g; <0, and mobile elec-
trons with g;=«?>0. The wave functions of the latter
have the form

Xi(p)=Clk;)g(k;,y)sin[k;y +n(k;)] . (2.13a)
Here C(k;) is the normalization constant, and as y — oo,
g(k;,y)—1. This provides the proper behavior as y — .
The boundary condition in Eq. (2.4a) can be satisfied by
choosing the phase shift 7(k;) appropriately, as one sees
from Ref. 5 and the discussion in Appendix A, while Eq.
(2.4b) requires

KL +n(k;))=(m+i)r . (2.13b)

In converting the sum on i to an integration, of course
we retain the sum over the bound states, henceforth
denoted by the index n, and the sum over the continuum
is dealt with through the prescription®

Schrédinger equation then becomes ® 1 ® dk dn
dk——=| —
i g_’fo “ansan 4o 7 |Ftan
— o) =Xy, @.8)
dy 2 1
== [, dx o
K
with all quantities dimensionless, and then Poisson’s equa-
tion is so that
J
d’k 2 2 * 2 2, 2 2 1
sn.(y)= [ T |2t )+ IR Ak SR =R XG) | =0 (2.15)
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where in Eq. (2.15) and in what follows, after converting
to dimensionless units, f(x)=(e*+1)~".
The chemical potential u is found from

1 3 2
no=5 [ df—p), (2.16)

which allows Eq. (2.15) to be rewritten

d2
)= [ 3 [2f(e,,+xﬁ——u))(,2,(y)
*dK ;2 2
+f0 7f(K +KH—,U)

2
2&——1 . (2.17a)
C4(k)

For large y, the bound-state contribution has decayed to
zero, and we are left with only asymptotic contributions
from the continuum.

In the Thomas-Fermi approximation, incidentally, one
replaces &n.(y) by

3
anTF<y)=f%r’gf[xzw(y)—u]—no. (2.17b)

Instead of solving Egs. (2.8), (2.12), and (2.17a) self-
consistently, we adopt the procedure used in Ref. 5. A
parametrized potential is employed in the Schrddinger
equation, which may then be solved straightforwardly by
a series approach. Then &n(y) may be constructed from
these solutions, and finally the potential ¢(y), and new pa-
rameters are chosen for the parametrized potential. The
form of the parametrized potential introduced in Ref. 5 is
of the Morse form

Vo
1-B

where the value of the parameter B is constrained by the
boundary condition in Eq. (2.10),

1
 2—8m(A/aglQ/ Vo)

b, (»)= (e =M —Be =), (2.18)

B=1 (2.19)

The potential depth V, at z=0 is determined by an
iteration scheme, i.e., given an initial V¥, one calculates
¢(0), and a linear combination of the initial ¥, and ¢(0)
is chosen as the next guess for V. This continues until
#(0) and V, agree. At each iteration step, once a value
for ¥V, is chosen, the parameter p is adjusted so that the
condition of charge neutrality in Eq. (2.11) is obeyed.

There will, of course, always be some discrepancy be-
tween the best parametrized potential and the Hartree po-
tential generated by the charge density generated by the
optimum parametrized potential. An attractive feature of
the scheme is, however, that strict charge neutrality is
maintained.

In Appendix A, we discuss the solution of the
Schrodinger equation with the parametrized potential
#,(y), and the boundary conditions in Eq. (2.4). Using
these wave functions, and forming &n.(y), real-space in-
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tegrations must be carried out to compute Q and ¢(y).
These may be performed analytically, as discussed in Ap-
pendix B. This may be done with no special assumption
about the degree of degeneracy present, i.e., we may per-
form these integrals with the full general form of the
Fermi-Dirac function in 8n.(y). Then the only integral
that must be evaluated on the computer is that over the
wave vector k of the mobile states, as indicated in Egs.
(B14) and (B15). While in the end, the parametrized po-
tential can differ somewhat from the full self-consistent
form, the scheme works remarkably well in our view, and
the amount of computing power required to complete the
finite temperature calculation is rather modest. For a
given carrier density, and a given choice of the surface
charge Q, determination of the optimum parametrized po-
tential ¢,(p) typically requires less than three minutes of
CPU (central processing unit) time on a Digitial Equip-
ment Corporation VAX11/780 minicomputer.

III. DISCUSSION AND RESULTS

In Fig. 1, various parameters which emerge from the
analysis are plotted against the (dimensionless) charge per
unit area trapped on the surface. When Q =0.1, the max-
imum value considered, there is 0.1e in an area of size A%,
corresponding to an actual surface charge density of
4.7x10"e/cm? In each figure, the horizontal dotted-
dashed line is the Fermi energy, and the solid line is the
value of the parametrized potential at the surface, in units
of kgT. For comparison, we show the surface potential
calculated in the Thomas-Fermi approximation in the
dotted line. We show also the values of the parameter
1/p, which is a measure of the thickness of the depletion
or accumulation layer in units of A. In each figure, there
is a region of surface charge densities where we cannot
find meaningful values of u. For large, positive Q, we
have a depletion layer, and the potential decreases mono-
tonically to zero. As Q is decreased, at some point the po-
tential develops an attractive well; this happens for posi-
tive Q, when #(0) is positive. The scheme breaks down
just as the potential first crosses zero, to form the attrac-
tive well.

It is clear from Fig. 1 that the Thomas-Fermi model is
of limited quantitative validity, most particularly in the
accumulation-layer region Q <0, though it does repro-
duce the surface potential well for large positive Q. No-
tice that the “flat band configuration” (by definition the
point where the surface potential vanishes) occurs not at
Q =0, as it does in the Thomas-Fermi approximation, but
at a positive value of Q. When Q =0, there is necessarily
a dipole layer present, with a sign such that the surface
potential is depressed below the bulk value. Since the
wave functions of all electrons drop to zero at the surface,
there is a deficit of charge in a layer with thickness of
roughly A, and this must be compensated by a pileup of
excess charges a bit farther into the crystal. We shall dis-
cuss these charge distributions shortly.

Note that the full theory does not result in a simple
shift of the Q scale for the self-consistent potential, as can
be seen in Fig. 1. The surface potential ¢(0) changes
more strongly with Q in the full theory, when compared
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FIG. 1. For the three bulk carrier concentrations indicated, we summarize parameters which emerge from the analysis. The hor-
izontal dotted-dashed line is the Fermi energy, and the solid lines give values for the surface potential in units of k7. The dotted
lines are the Thomas-Fermi values of the surface potential. We show ™! (in units of A) by broken lines (long dashed), and the ener-

gies of the bound states by dashed lines.

to the Thomas-Fermi results. In the limit of a strong de-
pletion layer, the error produced in the Thomas-Fermi
picture by overlooking the influence of the surface
boundary condition on the electron wave functions has
less influence, simply because the presence of the repulsive
surface produces, in the Thomas-Fermi picture, a deficit
of charge near the surface which mimics that introduced
by the boundary condition in the full theory. In contrast,
the error is appreciable for the accumulation layer. A
proper treatment of the bound states is found to be impor-
tant here.

We can now assess the importance of the exchange and-

correlation effects neglected in the calculation. As
remarked earlier, we do not have in hand simple analytic

or empirical expressions for these energies, as in the case
of the degenerate electron gas. However, Gupta and Ra-
jagopal® give simple expressions for the exchange and
correlation energy in the limit

t=T/Tr=03r*n)"*3>>1,

where in the last statement » is our dimensionless electron
density, equal to the number of electrons in the volume
A3. For the exchange energy, when ¢ >>1 we have

V= —4ﬂj—n (3.1a)

ao

while the correlation energy ¥V, may be written

3x10'7em™3

10" em™3

0.03 T T T T T v T T T -
5x10'® cm™3 10'7 em™3 307 em™3

L 4 4+ N

8, | ~Q=-002 |1 11 |
/ ~Q=0.00
o.ooﬁ’f,} %—_ L

L \. Q=002 } 4 4
-0.03 " L N 1 " s 1 L

(o} 4 8 12 0 8 12 0 4 8 12

2/ X\ z/ X\ z/ X\

FIG. 2. For the three bulk carriers concentrations in Fig. 1, in the upper row we show the spatial variation of the potential, for
three selected values of Q. The solid line is the parametrized potential, the dashed line is the Hartree potential generated from the
charge density associated with the parametrized potential, and the dotted line is the Thomas-Fermi potential. The conduction elec-
tron densities 8n.(y), for the same values of ny and Q, are shown in the lower row.
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ch_L|Vx|1/2, (3.1b)
ao
Energies are again measured in units of k37. At room
temperature, these expressions actually overestimate the
energies for electron densities equal to or greater than 10!’
cm™3, if one compares them with the full calculations
presented in Ref. 8. For n=10'7 cm ™3, we have t=2.27
at room temperature, and from Eq. (3.1) one estimates
V,=—0.058, V,=—0.112. The exchange and correla-
tion effects are thus of the order of 10% or less, for the
parameter range covered in Fig. 1, if we compare with
values of ¢(0).

In Fig. 2, for three values of ny and Q, we show the
spatial variation of the potential, and the conduction elec-
tron charge distribution. In the illustrations of the poten-
tials (upper row), the solid line is the parametrized form,
and the dashed line is the Hartree potential generated by
the charge density associated with the parametrized po-
tential. The two agree quite well for all cases. The dotted
line is the Thomas-Fermi potential and we see that it pro-
vides a rather poor fit. The electron densities in the con-
duction band, 8n,, are illustrated in the lower row of Fig.
2. In contrast to these profiles the electron densities gen-
erated by the Thomas-Fermi picture all exhibit a mono-
tonic variation with position, and in fact remain finite
right up to the surface, a behavior inconsistent with the
boundary condition applicable to the electron wave func-
tions, as remarked above.

For the same surface charges, @ =+0.02, the profiles
of ¢ and 8n, are not only more extended at low carrier
concentrations, as can be seen as well from the plots of
(1/u) in Fig. 1, but the screening requires greater absolute
values of the surface potential ¢(0) too.

The situation is somewhat different when Q is close to
zero. The potential ¢(0), the bound-state energy, and the
parameter (1/u) for Q =0 are given in Fig. 3, over a wide
range of bulk carrier concentrations. Here, $(0) decreases

0.6

0.4

0.2

3)

n, (cm™

FIG. 3. For the case Q =0 we give the variation with carrier
concentration of the parameters ¢(0) (in units of kz T, solid line)
and u~! (in units of 10A, broken line), along with the bound-
state energy €p (in 0.1k T, dashed line).
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with decreasing carrier concentration, while (1/u) in-
creases sharply thus still permitting a bound state with in-
creasing energy for ny <2x10'” cm~3. This contrast be-
tween the cases of finite and zero surface charge shows
that as the carrier concentration changes, there is no sim-
ple scaling with Q.

In conclusion, we have extended the calculation of
Baraff and Appelbaum to the case where the free carriers
are nondegenerate, and we find it possible to generate a
parametrized potential that closely matches the self-
consistent Hartree potential generated by depletion or ac-
cumulation layers in n-type GaAs. This may be done
with a modest expenditure of computer time.
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APPENDIX A: SOLUTION OF
THE SCHRODINGER EQUATION
WITH THE PARAMETRIZED POTENTIAL

We consider solutions of

2 V
o
dy*  (1-PB)

where e=k?. The equation admits a series solution of the
form

(e™W—Be~ )¢ |E(y)=0, (A1)

Ep) =/t +10] 3 b ()e=mmr (A2)
m=0
where
bolk)=1, (A3a)
Vo 1
by (k)= , (A3b)
MO8 w2 2ipx
and for m >2,
Vo (bp_1—Bbm_2)
b (k) = —— =P (A3c)

(1-B) mu(mp—2ixk)

For bound states, X, (y)=C(k),(y), and then one lets
k=ik,. As y— o, for any choice of k,, lim,_, ,&; =0.
The allowed values of k, are then determined by the
boundary condition in Eq. (2.4a), which requires

2 b,,(ik,)=0, (A4)
=0
and the normalization constants are
e bb —(1/72)

Clik,)= — (A5)

on 2020 (r +s)u+ 2k,

For the mobile states, we consider
X (y)=C(«)Im[&, ()], (A6)
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which as y— o approaches
C(k)sin[ky +n(k)] .

The boundary condition is satisfied at y =0 if, once « is
selected, we choose 7(«x) such that

b (K)=Ae =% (A7)
0

Ms

m

where A4 is a real number. Levinson’s theorem requires
that n(k=0)=wM, where M is the number of bound
states. Since 7)(k) is a continuous function of «, and 77(0)
is known once the number of bound states is enumerated,
we have a determination of 7(«).

In practice, for the parameters we have explored, we
find that 10 to 20 terms in Eq. (A2) prove adequate for an
accurate calculation of the wave functions.

Xi(y)
87 mop (K, Y ) =2—— — 1
n be CZ(K)

= —cos[2(ky +1)]+ 3, e " {4, (k)+sin[2(ky +7)]1B,, (k) —

m=1

where we break the expansion coefficients given in Ap-
pendix A into real and imaginary parts,

b (K)=X,p(K)+iY,, (k) (B3)

and then

m—1
Am(K)=2Xp+ D, (Y _ Y +X, _X,),

APPENDIX B: REAL-SPACE INTEGRALS
REQUIRED IN THE ITERATION SCHEME

We begin with the contribution from the mobile car-
riers to the total screening charge Q, given in Eq. (2.11).
We integrate from y =0, to some value R small compared
to L (the limit L — o is implied). Then we have

Q=77 deK”f f(K K — 1) map (K)

where
R|_ XAy)
mob(K)=— 2 —1|d
Gmob(K fo C20) y
__ﬁi_'rL+ sin[2(kR +17)] . (B1)
dk 2k

The expression for g.(k) is derived in Ref. 5. We turn
to the remaining integrals shortly.
To calculate the electrostatic potential, we need

cos[2(ky +7)1D,, (k)] , (B2)

m—1
Bp(K)=2Yp+2 3 Yp_.X,,

s=1

(B4b)

and

m—1
D)= —2Xp+ 3 (Yp_ Ye— X _ . X,) .

s=1

(B4c)

(B4a) We find that the mobile state contribution to the potential
s=1 can then be written
1
1 2 ©dk 2, 2
o) =5 5 J @ ) EEr e ) pmaniiiz) (BS)
where
8mA
q’mob(K’y): = f y Snmob( K,y+y )dy
iﬂk [(cos{2[k(R +y)+n]} +2«R sin{2[«(R +y)+n]} —cos[2(ky +7)]) —4x*h(x,p)] , (B6)
with
o | A, (k) B, (k)
h(l<,y)=mz_1 mmzyz (4 4 {4miu cos[2(ky +m)]+ (m*u? —4k?)sin[2(ky +1)]}
Dy (k) 2,2 2 .
{(m*“u*—4xk)cos[2(ky +n)] —4mup sin[2(ky +7)]} |e "™ . (B7)

_'_—.—_.__
(m2‘u2+4‘(2)2
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In the integrals above, the limit R— o can be taken  and (B5). These are evaluated by the method in Ref. 5.

only after the integration on k is performed. Note that As R— 0, the oscillatory character of the integrand en-
sures that the dominant contributions come from the near
f dz"llf(“'z'*"‘lzl —w)=mIn[1+exp(u—r))] . (B8) vicinity of k=0. Then in this region, we may replace 7(k)

by 1(0) + (dn/dk)y, where Levinson’s theorem requires
7(0) to be M7, with M the number of bound states. Then
We are then left with the integral on « in both Egs. (B1) through a sequence of partial integrations one finds

lim [ D (1 gone) SR A _ 1y oy (BY)
Row Y0 m 2K
and
. = dk _y 1 .
Rllm fo —;ln(1+e“ )— (cos{2[k(R +y)+n]} +2«kR sin{2[«(R +y)+n]} —cos[2(ky +7)]) (B10)
—> 0 K
—_ |9 +y 1n(1+e“)+fw—d—K— 2 i77—+,v 1n(1+e"”‘2)sin[2(Ky+n)]+——2—2———cos[2(lcy+1])] .
dk |, o 7 dx e H41
(B11)
We now summarize the expressions for the various quantities we have used in the self-consistent calculation,
2 0
sn(p)=8np()+ == | Sin(1+e* W20+ [ 7 in(14eh = )0m (k0 | (B12)
27 |4 o 7
where
X2(0)=CUiky) S S, bk, by(ik,)e " n MY (B13a)
r=0s5s=0
and
Sy =g lmE (B13b)
p\YI)= OeED+¢p(y)_F+l 5

and &n ., (k,y) given by Eq. (B2). In Eq. (B13b), ng is the bulk density of electrons in the conduction band, related to
the density of donors np by

no=np[l1—f(Ep—p)]
and

Ep=—(A*/a}) .
Then

2
Sin(1+e** )~ Lin(1 +-e#)+ [
n

1
Q*__Z‘rr 0

= dk dn —«? *
2L In(14-e# )l—fo dy dnp(y) , (B14)

and for the potential,

2 «© br ik )b (ik _ .
In(1+e" k) 3 —rtKnlbslikn) ok, +irvomy

A
(y)=—a2
¢ g o [g r,s =0 [an +(r+s),u']2e

an

h(K’y)_L dk

In(14e#—~")
2K

= d
+[, <

sin[2(«ky +7)]

1
#+1

+y 1n<1+e~)+27rf0°°y'5n,)(y +yhdy' | .

1 d
5 e cos[2(ky +7)] ]-&-% [';i—z— .

(B15)
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