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Inertial dynamics of pinned charge-density-wave condensates. 1. NbSe3
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Conductivity measurements are reported for the linear-chain compound NbSe3 in the frequency
range 9—100 GHz. In both charge-density-wave (CD%) states, which develop at Tl ——144 K and at
T2 ——59 K, a strongly frequency-dependent response is observed with Reo(co) decreasing with in-

creasing frequency. The behavior is described in terms of a harmonic oscillator response, and in the
measured spectral range the expression Recco(to} =(net/m '}[1/(1+co'r }]provides an excellent

account of our findings. We evaluate the effective mass m and damping constant v from a fit to
the above equation. The measured effective mass is only weakly temperature dependent, and in both
COW states is in good qualitative agreement with those determined using the theory of Lee, Rice,
and Anderson. %'e also discuss the temperature-dependent damping constant, and a comparison
with data taken in the radio-frequency range is given.

I. INTRODUCTION

The dynamical properties of the electron-hole conden-
sate, called the charge-density wave (CDW) has attracted
considerable attention recently. ' In the absence of damp-
ing and pinning the frequency-dependent response of an
incommensurate CDW resembles that of a superconduc-
tor: The spectrum consists of a collective-mode contribu-
tion at zero frequency and a contribution from single-
particle excitations across the gap. ' In contrast to a su-
perconductor, pinning potentials interact with the collec-
tive mode, which distorts around the pinning centers, due
to the absence of a gap in the phason branch. Also, the
interaction of the moving condensate with thermally am-
bient phonons or phasons, and with the uncondensed elec-
trons, leads to damping. Consequently, the oscillator
strength is moved from to=0 to finite frequencies, result-
ing, for weak pinning potentials, in a strongly frequency-
dependent response in the spectral range well below the
single-particle gap.

Because the condensate is a strongly coupled electron-
phonon system, the effective mass is large, and is given at
zero temperature by '

where 5 is the single-particle gap, related to the band-
width D by the BCS expression

6=D exp

In the mean-field approximation A, is the dimcnsionless
electron-phonon coupling constant, and e2k is the un-

renormalized phonon frequency at wave vector q =2kF.
A typical gap of the order of 3&(10 eV leads to A,=0.3.
Then, a typical phonon frequency of 50 K leads to an ef-
fective mass rn*/mb=400 significantly larger than the
free-electron mass.

Pinning, for an incommensurate CDW, is due to impur-
ities which interact with the collective mode; this has been
treated in detail by Fukayama and Lee and by Lee and
Rice. This leads to a finite phase-phase correlation
length Lo, and the average pinning frequency is given by
the standing wave phason oscillations corresponding to
the wave vector q =2m /Lo. Consequently,

Co

P?2 p
(3)

where co ——(mblm')UF is the phason velocity. Although
elaborate estimates of Lo in terms of the pinning poten-
tials and of the elastic constant associated with the con-
densate are possible, a typical impurity concentration of
c =100 ppm leads, for strong pinning in one dimension,
to a typical distance of Lo aolc=10 ——cm, where ao is
lattice constant. Then, with UF ——3&&10 cm/sec and our
previous estimate of tti*/rnb, to&-10, i.e., the charac-
teristic pinning frequency is in the microwave region. At
this frequency and above, the maximum conductivity is
determined by the damping and given by

ne '7
AlRX 7

Pl
(4)

where n is the number of condensed electrons and r is a
phenomenological damping constant. Equation (4) also
describes the conductivity obtained at high electric fields.
As a rule, the high-field and high-frequency conductivi-
ties approach the values which are obtained in the metal-
lic region, just above the phase transition where the CD%
develops, and where the conductivity can be described in
terms of the single-particle expression o.=ne ~„/mb.
Consequently,

7./rn '=r„/mb,

and with a typical relaxation time ~„'=10 ' sec and mb
the free-electron mass, our previous estimate suggests that
1/v=2. 5&10", and the characteristic frequency for a
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high-frequency roll-off is in the millimeter-wave spectral
regime.

The above estimations suggest that in typical materials,
i.e., NbSe3 and TaS&, strongly frequency-dependent con-
ductivity is expected below the far infrared. The dc con-
ductivity is zero, and rises with increasing frequency up to
co=co~, followed by a Drude-like decrease at frequencies
co~ 1 /v.

A large body of experimental investigations ' have
focused on the low-frequency end of the spectrum, and
the frequency-dependent conductivity
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is well explored in a wide range of materials. Because of
the limited spectral range (9 GHz and below) the high-
frequency part of the collective CDW conductivity spec-
trum has not been measured. Consequently, the funda-
mental parameters of the problem, the effective mass, the
pinning frequency, and damping constant have not been
evaluated on experimental grounds. To emphasize this
point we mention that, for a description of a(co) in terms
of a classical harmonic oscillator response, the measured
conductivity indicates overdamped collective motion
where the single parameter being measured is co&~, the so-
called crossover frequency. coo and m" cannot be evaluat-
ed, resulting in a large variation in the values used to ac-
count for different experimental findings.

In this, and in the following paper' (hereafter referred
to as II) we present detailed frequency-dependent conduc-
tivity studies in the spectral range of 10—100 GHz, in the
model compounds NbSe3, in both CD% phases, and in o-
TaS& (orthorhombic TaSl). The expanded frequency scale
allows us to study the inertial dynamics of the collective
mode, and —by also including experimental results ob-
tained at lower frequencies and reported earlier —all the
fundamental parameters of the problem, together with
their temperature dependence, are evaluated. The mea-
sured effective-mass values are in good qualitative agree-
ment with the mean-field theory of CDW dynamics. The
damping constants compare favorably with the recent
theory of Takada et al. ' although the temperature depen-
dence is different. Preliminary results were reported ear-
ljer 1 5 16

II. EXPERIMENTAL METHOD AND RESULTS

The materials used in this study were prepared by the
technique of vapor deposition as described in earlier publi-
cations. ' The starting materials were high purity Nb and
Se obtained from commercial suppliers. For the two
NbSC& preparations used in this study the ratio of the
room-temperature dc resistivity to the dc resistivity at 4.2
K was 150 to 200. Many of the frequency-dependent con-
ductivity measurements were performed on both prepara-
tions, and the results were consistent to within the error
bal s showll ill tllc fligul cs. Tllc dc collductlvltlcs werc
measured with standard four-probe techniques.

The conductivities at 9 and 35 GHz were measured
with the resonant cavity technique of Buravov and Sche-
golev. ' A block diagram of the apparatus is shown in
Fig. 1. The frequency of the oscillator was swept through

FIG. 1. A block diagram of the apparatus used for the
resonant cavity measurements at 4.5, 9, and 35 GHz.

the resonant frequency of the cavity, and the power re-
flected from the cavity was directed by a circulator to a
diode detector. Both cavities were operated in a TEO»
mode with the sample at an antinode of the electric field.
A multichannel signal averager was used to record a large
number of sweeps and subtract a baseline. The cavities
were placed in a Dewar and separated from the cryogenic
liquids by a stainless-steel tube. The tube was filled with
exchange gas to ensure equilibrium between the diode
thermometer, which was outside the cavity, and the sam-
ple.

The resonance was recorded with and without the sam-
ple and the change in the resonance was characterized by
the change in center frequency, 5, and the change in the
full width of the resonance at half height, b., both normal-
ized to the resonant frequency. The complex dielectric
function is given by E=E —EE", wllcrc'

(6a)

and

a b/2
N (6/2) +(5—a/X)

(6b)

where a and 6 are the transverse dimensions, L is the
length, and I.&~a, b If the sample is. approximated as an
ellipsoid, then Eq. (8) may be used to estimate the depo-
larization.

The parameters o. and N may be determined from the
geometry of the sample, as discussed above, but more ac-

Here, a is the filling factor, and N is the depolarization
factor of the sample. The absolute complex dielectric
constant can therefore be determined if a and X are
known. For a cylindrical cavity, a TED~& mode, and the
sample position used at both frequencies, the filling factor
is given by

a =2. 1 V, /V, ,

where V, is the volume of the sample and V, is the
volume of the resonant cavity. For a long slender ellip-
soidal sample the depolarization factor is given by'
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—a(e —1)
1+%(e—1)

(9)

curate values may be obtained from the experimental data
or appropriate normalization of the results. To illustrate
the determination of the unknown parameters a and N
from the raw data we define the complex resonant fre-
quency shift Ro/co=5+i'/2 and invert Eqs. (6a) and
(6b) to obtain
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The complex conductivity is given by cr =iree/4nIf .
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becomes large, then Ime also diverges and the frequency
shift is real (lossless) and equal to —a/¹ If the sample
being measured has a highly conducting limit, as is the
case for NbSe& at low temperatures, then a/N is directly
determined from the measured shift, 5. A second equa-
tion is necessary to determine a and N independently.
This is obtained by normalizing Reo to the dc conductivi-
ty at room temperature. For the TaS3 measurements dis-
cussed in the companion paper" the conductivity does not
reach a highly conducting limit and a/¹ cannot be mea-
sured directly. Two equations to determine the parame-
ters a and E may be obtained, in this case, by normalizing
the ac conductivity to the dc conductivity at room tem-
perature, exactly as for NbSe&, and setting e'=0 at room
temperature. This assumes that CDW effects at room
temperature are negligible (i.e., the material is a normal
metal) in comparison to the large effects below the phase
transition.

The above relations between cavity parameters and con-
ductivity are derived in the quasistatic limit. This as-
sumes that the classical skin depth is comparable to or
larger than the sample. When the skin depth is smaller
than the sample, a regime known as the skin-depth limit„
5 is still equal to a/N bu—t Eq. (9) no longer applies for
the determination of b, . In the NbSe& measurements the
large conductivity at low temperatures places the mea-
surements near the skin-depth limit. It is difficult to dis-
tinguish between the two conditions so we terminate the
data set when the shift saturates and take this saturated
value as a/N. In pra—ctice this resulted in discarding
the conductivity measurements below 25 K.

The measurements performed at 30 GHz, 60 GHz, and
higher frequencies were performed with a millimeter-wave
bridge technique developed by the authors. io Three
bridges were built covering the Ka (26—40 GHz), V
(50—75 GHz), and W (75—110 GHz) bands. The bridges
were essentially identical and are depicted in block dia-
gram form in Fig. 2. The millimeter-wave sources used
were both Gunn diodes and Impatt diodes from Hughes
Aircraft Co. The Impatt diodes were stabilized with a
source locking counter. Power from the oscillator was
chopped by the modulator, split at the first "T"junction
and directed down the reference and sample arms. The
wave traveling the reference arm was reflected from a
fixed short. In the sample arm the wave was reflected
from the impedance to be measured. The waves from the
two arms were combined in the second T junction and the
output was detected by the diode. The bridge was nuHed
by adjusting the attenuator and phase shifter such that the
power at the detector was zero. For temperature-
dependent measurements, the section of waveguide con-
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FIG. 2. A block diagram of the millimeter-vvave bridge used
for the 32-, 60-, 90-, and 109-6Hz conductivity measurements.
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where S=—10 e ' and A, and P, are the change in
attenuation and phase readings when the replacement is
made. The impedance is referred to the plane of the
short. If another reference plane, a distance I from the
short, is chosen then S is transformed by multiplying by

i +el/A,
e ~. This factor results from the phase change over a
distance 2/. Equation (10) is not changed by the transfor-
mation.

For conductivity measurements the samples were
placed in the center of the sample-arm waveguide a dis-
tance 3As/4 from a terminating plate, where As is the
guided wavelength. The samples were single fibers 2—3
mm long and =1 pm2 in cross section and aligned with
the long axis (CDW axis) parallel to the electric field.
With no sample the terminating plate formed a short.
The sample was placed in the waveguide through a small
hole, and Eq. (5) was used to calculate Z from the mea-
sured change in A, and P, . The "sample out" and "sam-
ple in" measurements were made in separate coolings with
the samp1e added at room temperature.

The sample acts as a dielectric post in the waveguide
and several solutions for the impedance of such an obsta-
cle are available. ' In general, the equivalent circuit for
the configuration used is a T circuit. However, the im-
pedances in the T arms are smaller by a factor (d/A, )

than the shunt impedance, Z, . Since the sample diameter
d is I pm for our samples and A, is 3—10 mm, the circuit
is effectively a pure shunt. The shunt impedance is given
by

taining the sample was cooled with a helium-gas-fiow sys-
tem to a lowest temperature of approximately 15 &.

An unknown impedance was measured by terminating
the sample arm with a short and noting the attenuator
and phase readings when the bridge is nulled. Then the
short was replaced by the unknown impedance and the
null settings noted again. The unknown impedance is
then
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C
Z, /Ze —— i-

e—1
(12)

where C=a/A, e(A, /md) and a is the height of the
waveguide.

The above relations are for the case were the sample is
in contact with the waveguide walls. In practice, it may
be possible to make the sample long enough to traverse
the waveguide, but it is impractical to ensure contact with
the walls. For infinitely conducting samples the gap be-
tween the sample and the waveguide may be modeled as a
capacitive impedance in series with the inductive shunt
impedance. ~' To obtain the correct limit for high conduc-
tivities we must add this capacitive impedance to X„.
The relative importance of the capacitive and inductive
impedances is determined by sample size„with the induc-
tance dominating for long samples completely traversing
the waveguide and the capacitance dominating for shorter
samples. The interplay of these two effects was studied
by varying sample size. For the present experiments, the
calculation of X„ is difficult and unnecessary because
X„could be determined from the raw data.

The functional form relating e and (jZ, } ', Eqs. (11)
and (12), is identical to the relation between e and 5co/co
in the cavity measurements. The geometric constants in
the waveguide analysis could therefore be determined
from the same techniques used in the cavity case. If the
sample had a highly conducting limit at some tempera-
ture, then Z, becomes negligible and Z, =ix„. The mea-
sured impedance in the highly conducting limit then
determined X„. The second constant, C, was then deter
mined by normalizing to the room-temperature dc con-
ductivity. If the material being measured did not have a
highly conducting limit, then a second relation for X„
and C was obtained by setting e'=0 at room temperature.

Tests of the millimeter-wave bridge technique were per-
formed on quartz rods, gold wires, and TaSez, a test ma-
terial with a frequency-independent conductivity. The re-
sults of the first two tests were consistent with Eqs. (11)
and (12) and are discussed in Ref. 20. The dc conductivi-
ty of TaSe3, measured four-probe, changed by a factor of
50 over the temperature range of the measurements. The
millimeter-wave conductivity measurements were per-
formed at 109 GHz. The sample did not completely
traverse the waveguide and the capacitive part of Z„
dominated the inductive part. This can be seen from raw
data displayed in Fig. 3(a); the phase shift P, is always
negative, characteristic of a capacitive response. At low
temperatures, where the conductivity is large the shift sat-
urates and P„ is taken to be —85'. The choice of —85' is
more apparent if the data is plotted in the impedance
plane and extrapolated to Re(Z}=0. The intercept with
the imaginary axis is then X„and X =cot(P„/2). The
attenuation is also displayed in Fig. 3(a). It increases
sharply, with increasing temperature, at low temperatures

Z, =iX +Z, ,

where X„ is the purely inductive reactance of an infinite-

ly conducting and geometrically identical wire at the same
position as the sample. In the limit where the classical
skin depth is greater than d, Z, is given by
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FIG. 3. (a) The change in attenuation and phase shift read-
ings of the millimeter-wave bridge due to a sample of TaSe3. A
calibration has been subtracted from the measured attenuation
and phase shift to give the results shown. (b) The 109-GHz and
dc resistivities of TaSe3. The millimeter-wave resistivity was
calculated from the results shown in (a).

to a peak at approximately 40 K then decreases at higher
temperatures. The peak results from the depolarization of
the sample and a similar peak is often observed in the loss
measured in cavity experiments. The millimeter-wave
conductivity calculated with Eqs. (11) and (12) is
displayed in Fig. 3(b). The results are normalized to the
dc conductivity at room temperature and agree with the
dc conductivity to within +10% over the entire range of
temperatures. Imo may also be calculated and it is zero
to within the experimental error. The experimental error,
however, is large because when o(co) is large iX„=ImZ,
in Eq. (11}and the subtraction results in a large error in
ImZ, . In the high conductivity limit of Eq. (12), Imo has
a strong dependence on ImZ, and consequently there is a
large error in Imo. Similar tests, not discussed here, were
performed for the cavity perturbation technique.

The resistivity of NbSe& measured at dc and at four dif-
ferent frequencies in the microwave and millimeter-wave
spectral range are displayed in Fig. 4. The dc conductivi-
ty has the characteristic double-peak structure, and the
increase at T& ——144 K and T2 ——59 K signal the develop-
ment of the independent charge-density waves which re-
move part of the Fermi surface. Various analyses based
partially on the dc conductivity shown in the figure indi-
cate that approximately 20% to 30% of the carriers are
removed by the first phase transition with another 40% to
60% removed below T2. The two independent CD%'s
below T& show up in both the structural properties and
the dynamics of the collective mode, leading to two dif-
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in the microwave region. Second, at temperatures well

below the phase transitions, the temperature dependence
of the dc and 9-GHz conductivities are rather similar;
they, independent of the temperature, differ only by a
multiplicative constant. Furthermore, the multiplicative
constant is between 1 and 2 in the upper phase and ap-
proximately 4 in the lo~er phase, roughly corresponding
to the ratio of the CDW carrier density to the normal car-
rier density in the respective phases. The numerical con-
stant is therefore of order unity, and Eq. (5) is closely
obeyed. Imo could in principle, be determined but the
large conductivities in NbSe3 make the experimental error
larger than the measured values (see the discussion of the
test results for TaSe)).

III. ANALYSIS

FIG. 4. Normalized resistivity versus temperature for NbSe3
at dc, 9, 35, 60, and 94 6Hz.
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FIG. 5. Normalized conductivity versus temperature for
NbSe3. The results displayed are the same as those show'n in

Fig. 4.

ferent threshold fields, Er, for the onset of nonlinear con-
duction, and consequently two different pinning frequen-
cies, owing to the strong relation between Er and coo. In
strong contrast to the dc resistivity„ the resistivity mea-
sured at 9 GHz shows little evidence for the phase transi-
tion, and the conductivity smoothly decreases with de-
creasing temperature. Our measurements at this frequen-

cy are in agreement with the earlier studies, 6 which pro-
vided the first clear evidence for a strongly frequency-
dependent conductivity of pinned CDW condensates.

We also note that the resistivity, in general, increases
with increasing frequency in the spectral range measured.
The same data, replotted as conductivities, are displayed
in Fig. 5. Without a detailed analysis two features are im-

mediately apparent. First, the decreasing conductivity
with increasing frequency is in clear contrast to the in-

creasing conductivity observed below 9 GHz. This
behavior suggests an inertial response and a Drude type of
roll-off, or alternatively, a depletion of the available densi-

ty of states at frequencies in and above the millimeter-
wave spectral range. This also sets the pinning frequency

Although it has been suggested that the pinned CDW
should have a zero dc conductivity and an ~-dependent
response well below the single-particle gap, several dis-
tinctly different models have been proposed to account for
the frequency-dependent conductivity. Early calculations,
which neglected damping, but estimated a distribution of
pinning frequencies, led to a high-frequency roll-off at
frequencies above the average pinning frequency with a
co-dependent response given by

o'(ai) =(co'/co) (13)

Such a distribution is neglected in a model where the con-
densate dynamics are treated as that of a classical particle.
For smail amplitude displacements the equation of
motion is '

(14)

where r is a phenomenological damping constant and coo

is the pinning frequency discussed above. Equation (14)
leads to a frequency-dependent conductivity

Reo(~0) =o.+ Reocow

ne r co /r
Pl (COO —CO ) +CO /7

(15)

where it is assuined that the normal and condensed elec-
trons provide two separate channels for the conduction
process. Equation (15) has been widely used to describe
the co-dependent response in the radio-frequency spectral
range. Such studies have also confirmed that, within the
framework of this description, the response is over-
damped, and the crossover frequency coo~&&coo As may.2

be seen from Eq. (15), the crossover frequency is given as
the frequency where the ReocDw is half of the maximum
conductivity. 'We note, however, that an alternative
description also provides an excellent fit in this frequen-
cy region. " Both imply a broad plateau of Reer(co) near
the resonant frequency. Our experiments performed at 9
GHz are also in agreement with those performed below
this frequency. Consequently, we conclude that the con-
ductivity measured at 9 GHz is close to the conductivity
Reer(coo).

Figures 6 and 7 display the conductivity versus fre-
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FIG. 6. Conductivity versus frequency at several tempera-
tures in the lower CD%' phase of NbSe3. The solid curves
shown are a best fit to Eq. (16) at each temperature. The can-
ductivity rise at low frequencies is near zero on this scale and

may be neglected when fitting to the high-frequency limit of the
response.
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FIG. 7. Conductivity versus frequency at several tempera-
tures in the upper CD% phase of NbSe3. The sohd curves
shown are a best Gt to Eq. (16) at the three higher temperatures.
At the lowest temperature the rise from zero conductivity to the
maximum begins to enter the frequency range of the measure-
ments and a fit to Eq. (15) is used.

quency at several temperatures in both CDW phases. Re-
stricting our discussion to the frequency range 10—100
GHz, we find that Retr(co) smoothly decreases with in-
creasing co and the functional dependence is less dramatic
than imphed by Eq. (13). An excellent fit is, however, ob-
tained when the high-frequency limit of the harmonic os-

and adjusting ~ to minimize the error on a linear scale. It
is evident that (with the exception of temperatures just
above Ti) a Drude-type high-frequency roll-off is in
agreement with our experimental findings.

We note that the threshold field for nonlinear conduc-
tion increases and the dielectric constant decreases with
decreasing temperature mell below the transition. This
suggests an increasing pinning frequency ruo with decreas-
ing temperature. Indeed this is evident in Fig. 6 where at
70 K a ftt using Eq. (16) is not possible and we had to re-
vert to Eq. (15) with a finite pinning frequency of
coo/2m =15 GHz. We also note that the fit to Eq. (16) is
excellent for the lower-temperature CDW phase, except
near Ti, this feature will be discussed later.

The two fit parameters, 1/~ and o,„=ne rlrn', may
be used to calculate m'/n for the CDW condensate. In
addition, we11 below the phase transition the carrier densi-

ty n approaches a zero-temperature carrier density, no.
From the band filling we estimate that the total carrier
density is 5.5&10 ' carriers/cm . Using our estimate
that 20% of the normal carriers condense at the upper
transition and an additional 60/o condense at the lower
transition, the carrier density no for the upper transition
is 0.2(5.5 X 10 ') and for the lower transition is
0.8(5.5X10 '). Using these quantities, we may calculate
m'no/nm„ the effective mass of the condensate relative
to the free-electron mass, m„at temperatures well below
the phase transition. The carrier concentration in the
upper phase is not clearly established and may be as large
as 0.3(5.5 &(10 '), rmulting in an increase of m '

by a fac-
tor 1.5.

The parameters obtained from the fit are displayed in

Figs. 8 and 9 for the lower and upper phases, respectively.
In the upper phase the temperature dependences of I/r
and o,„are large, both vary by a factor of 2, but inverse-

ly to each other. %'hen the product is taken, the tempera-
ture dependence almost cancels. Using 1/~ and cr,„,
M'no!nm, was calculated and is also plotted in Figs. 8
and 9. The product is constant within error bars for the

upper phase except near the phase transition where a
small increase occurs. At temperatures well away from
the phase transition the effective mass is approximately
230 free-electron masses. Using the larger value of no,
0.3(5.5X10 '), the effective mass is 345. In the lower
phase the behavior is similar, except that the conductivity
scale is larger by an order of magnitude. no estimated for
the lower phase is much larger so the effective mass is
only a factor 3 smaller. The temperature dependence of
rn 'nolnm, is much weaker than for the conductivity, but
it is not constant, increasing over the entire lower phase.
The effective inass is approximately 100 electron masses
in the lower phase weI1 below the phase transition. Our
values for the effective mass may be compared with those
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material and only enters logarithmically in A, . An ade-

quate estimate is that D =2', where e~ is the Fermi en-

ergy, and eF ——0.3 eV is determined froin a free-electron
model where the effective mass is unity and the wave vec-
tor is 2k~. This results in an effective mass of 78 in the
lower phase and 340 in the upper phase, in good agree-
ment with the measured values. (See Table I of paper II).

The above analysis of the response in the lower phase
has assumed that the two CD%'s present are strongly
coupled and contribute to the effective mass as a single
condensate. The x-ray diffraction results, however, indi-
cate two distinct satellite peaks, one associated with each
transition. In addition, mean-field behavior should be ob-
served for the temperature dependence of m'no/m, n

Consequently, a model where the two condensates are
weakly interacting and move independently will be more
appropriate for the lower phase. To estimate the effective
mass of the lower phase condensate in a model with two
independent CDW's several extrapolations of the upper
phase conductivity were chosen. The extrapolated upper
phase conductivity, ocDw(m), was then subtracted from
ocDw(co) in the lower phase and the resulting conductivity
attributed to the CDW condensing at the lower phase
transition. The quantity +cow(co) is specifled by three pa-
rameters: 1/2nv„, cr",„=n„e v„/m„'', and coo', and by Eq.
(15). However, as may be seen in Fig. 9, m„'no lm, n„sat-
urates at 230 as the temperature is decreasing in the upper
phase and the saturated value may be used to relate cr",„
to I /r„. Therefore 1/r„and coo are the only parameters
whose temperature dependence must be extrapolated from
the upper phase. Two extrapolations were chosen for the
temperature dependence of 1/r„The fir. st was using the
line fit to the damping in the upper phase and shown in
Fig. 9, I/2nr„=T(0. 78. GHz/K). This extrapolation is
almost certainly an upper bound on I/2m+„because the
measured damping at 60 and 70 K is already clearly
below the extrapolation. Setting coo ——0 and using Eq. (15)
then completely specifies acDw(co). The conductivity in
the lower phase, due to the lower-phase condensate only,
is then

~cDw(~) =~cow(~) —~cDw(~) .I Q

The resulting conductivity at 45 K is shown in Fig. 10
and labeled 1. The sohd line is the best fit to Eq. (16) and
corresponding to an effective mass of 95. For this extra-
polation the response is still overdamped for both conden-
sates and a finite coo for either condensate does not alter
the effective mass calculated by more than 10%%uo.

The second method for extrapolating 1/w„ is derived
from the comments associated with Fig. 5; the damping
of the CD%' in both phases is equal to the damping of the
normal electrons to within a numerical factor of order un-

ity, in agreement with Eq. (5). The 9-GHz conductivity
directly reflects the temperature dependence of the damp-
ing for both CD%'s and the normal carriers and may be
used to extrapolate the damping, 1/r„, from the upper
phase with the relation, r„~o(co/2m. =9 GHz). At 45 K
this extrapolation results in 1/2m~„=30 GHz. The pin-
ning frequency used in the second extrapolation is now
relatively important to properly determine the effective

5 D.75

u 05

~» 0
0

X

2a
2b

m/27r (GHz)

l

90

FIG. 10. The estimated conductivity resulting only from the
CD% that condenses at the lovrer phase transition. The three
estimates used are discussed in the text. The solid line ( ),
dashed line ( ———), and the dotted-dashed line ( ———) are
best fits to Eq. (16) for estimates 1, 2a, and 2b, respectively. The
effective mass is approximately 95 electron masses in all cases.

=1+ 4h (T)
~~2k

(18)

and m ' jn~ goes to one at the phase transition within the
mean-field approximation. Kith the number of con-
densed electrons, n ~ 6 for T ~ Tz, the temperature
dependence may be written in the form

mass in the lower phase because crcDw(co) may be under-
damped. Two pinning frequencies were chosen at 45 K,
zero, and 25 GHz, the latter corresponding to a reasonable
upper bound on the pinning frequency. The pinning fre-
quency in the upper phase is increasing as the temperature
is decreased and is approximately 15 6Hz at the lower
phase transition. Extrapolating into the lower phase
would result in coo/2ir greater than 15 GHz. An upper
bound of coo ——25 GHz at 45 K is necessary because any
larger values of ~0 would result, through the subtraction
in Eq. (17), in negative values of crcDw or two peaks in
ocDw, both of which are physically unreasonable. The
second extrapolation of r„, with coo=0 and labeled 2a,
and with ~0——25 GHz and labeled 2b, is also shown in
Fig. 10. The best fits to Eq. (16) are the lines in the figure
and correspond to rn

"/m, =92 for fit 2a and
m*/m, =96 for fit 2b. The effective mass of the lower
phase condensate is therefore approximately 95 and de-
pends only weakly on any arbitrary aspects of the extrapo-
lation. The effective mass from the two-fluid model is
displayed in Table I of paper II for comparison. This
analysis of the results to obtain the effective mass has
covered both extremes of charge-density-wave coupling,
and in both cases we obtain a lower-phase effective mass
in the range 90 to 120 electron masses.

The temperature dependence of the effective mass has
been discussed in detail by Rice, Lee, and Cross, who
also included the effect of uncondensed electrons. In the
absence of these, the temperature-dependent effective
mass
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=1+ 4b, i(0) n ( T)
n(T =0)

(19)

Consequently the relation

m' n(T=O)
n ply

is independent of temperature. The above formulas are
appropriate when the dynamics of the condensed electrons
and that of the normal electrons are decoupled. Such
decoupling is suggested by conventional treatments of the
nonlinear dc conductivity and also other transport coeffi-
cients like the thermoelectric power ' and the Hall ef-
fect, and also by the strictly linear relation between the
current oscillations and the excess nonlinear current. The
analysis of the above phenomena is performed by assum-
ing that

(21)

where o„refers to the conductivity due to the uncon-
densed electrons. Such decoupling, however, may not be
appropriate near the phase transition as discussed by Gor-
kov and Dolgov. In this case the temperature-dependent
effective mass is determined by the coupled response to
the normal and uncondensed electrons. The effective
mass at T =0 is identical to that of Eq. (1) but near Tz
(Ref. 30):

=1+ Tp

A,coip
(22)

where no, ro, and mo refer to the number of electrons, the
scattering time, and band mass just above the phase tran-
sition. This is confirmed by our (and also by previous )

experiments which indicate that the conductivity at mi-
crowave frequencies (i.e., close to co =coo) continues to de-

and, in contrast to Eq. (18), remains finite at the phase
transition. Consequently the ratio given by Eq. (20)
diverges at T = T&. It should be mentioned, however, that
the mean-field treatment is expected to break down as T
approaches Tz from below, just where the difference be-
tween the two effective masses becomes most important.

In the upper phase our measured temperature depen-
dence appears to lie between the two limits discussed by
Rice et a/. The ratio given by Eq. (20) increases with
increasing temperature. This increases, however, is too
weak near the phase transition to be described using Eq.
(22}. In the lower phase the temperature dependence of
the effective mass could be an artifact introduced by
modeling the response as that of a single condensate.

The question of damping has also been ad-
dressed, ' ' but no detailed theory which takes the ef-
fect of normal electrons into account is available at
present. Qualitative arguments of why Eq. (5) may be ap-
proximately correct have been advanced by Bardeen. It
has also been shown that near the phase transition

&n«n ne r &O«O2 2 2

+
P7jy pyg

crease while going through the phase transitions, as
should be expected in the absence of phase transitions.
The experimental results, presented in Figs. 4 and 5, also
indicate that it is approximately obeyed even well below
the pliase tlailsitioils, if ilo, ro, aild mp refer to quantities
which would be observed at the same temperature if the
material would remain a metal with the Fermi surface not
removed. The conductivity reflects the combined tem-
perature dependence of the various parameters involved.
The temperature dependence of the inverse relaxation
time for both CDW states is shown in Figs. 8 and 9. An
approximate linear temperature dependence

1 =AT
2m'~

(24)

is observed in both charge-density-wave states, and it is
also evident that the coefficients for the upper phase, A„,
and the lower phase, A~, have the ratio

A„

A( 0.78
(25)

which is proportional to the number of condensed elec-
trons in the two phases

ii cDw ( g ) /il CDw ( 1) =0.6li 0 /0. 3ii 0 2

4'hether this is accidental or not remains to be seen; it is
clear, however, that damping associated with the dynam-
ics of the collective mode is a major unresolved question.

Finally, the millimeter-wave results reported here can
be combined with earlier results at lower frequencies. The
frequency-dependent conductivity over 5 orders of magni-
tude in frequency and at T =42 K is shown in Fig.
11(a). The dashed curve in the figure is a fit to the clas-
sical single oscillator model Eq. (15) with parameters
coo/2ir =6 GHz, 1/2m' =70 GHz, and o,„=25 000
(Qcm} '. In the lower phase, Fig. 11(a}, the crossover
frequency deduced from where Reer is half of the max-
imum conductivity is 500 MHz. As discussed earlier Imo
could not be determined at microwave and millimeter-
wave frequencies, but the lower-frequency measurements
yield both Reo' and Imo. As indicated in Ref. 7 and
Table I of paper II, Imo has a peak near 100 MHz at
T =42 K, and within the classical model, Eq. (14), this
should also be the crossover frequency. This leads to
some ambiguities in the fit to the classical model and the
evaluation of F00, but does not affect the evaluation of m'
or 1/r. The large difference between the values of coos de-
duced above could also be evidence for a two-condensate
model in the lower phase. In the upper phase at 130 K,
Fig. 11(b), the measurements reported here are combined
with measurements from Ref. 37. The dashed curve
is a fit to Eq. (15) with parameters coo/2m=3 GHz,
1/2nr=100 GHz, and o,„=2100 (Qcm) '. The large
error bars in the figure result from subtracting the large
dc component of the upper-phase conductivity. The error
bars for the measurements below 1 GHz are taken from
Ref. 37.

The elassieal model fits the results in Fig. 11 qualita-
tively, but does not agree in detail. In particular, the mea-
sured frequency dependence is considerably broader, indi-
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2 1P (coo)=
1+ ( coo/co, )

(26)

where co, is the frequency where the distribution is cut
off. The frequency-dependent conductivity is then given

by

a
E

0, 5-b

3

cating that the system contains a distribution of pinnings
rather than a single oscillator. This deviation is largest at
frequencies below 100 MHz, where the harmonic oscilla-
tor model predicts Reo. ~~ and the results indicate that
Reo. increases as or, with a ~ 1. In the inertial regime the
results do not indicate any broadening of the response
beyond the harmonic oscillator model.

The solid curve in Figs. 11(a) and 11(b) is a fit to a
second model with a distribution of oscillators where the
distribution is in the center frequency of the response, coo,

and is given by

2 ~, 1 +max~
cr(co ) = dco'

1+(co'/co, ) co +r [co —(co') ]

The parameters related to the damping, o. ,„and 1/~, do
not follow a distribution in the second model. Including a
distribution in the damping would broaden the response at
higher frequencies as well as lower frequencies and not
improve the fit. The distribution in coo results in a broad
response at frequencies below co, and only weakly affects
the response at frequencies well above co, . The fit to this
distribution still has three parameters, co„ 1/r, and cr,„,
but fits the results to a much greater accuracy. For the fit
in Fig. 11(a) the parameters are co, /2m=6 6. G.Hz,
I/2mv=70 GHz, and cr ,„=25000 (Qcm) '. The pres-
ence of a distribution in ~o below or near 10 0Hz in the
second model does not affect the higher-frequency part of
the harmonic oscillator fit and the two fits are almost
identical in the inertial regime. In Fig. 11(b), the upper
phase, the fit parameters are co, /2m. =6 GHz, I/2irr=105
GHz, and cr~,„=2000 (0 cm) ', and this fit is also more
accurate than the single oscillator model.

Fits to other distributions were attempted by replacing
(coo/co, ) in Eq. (26) with (coo/co, )". For larger exponents
(x &2) the distribution approaches a constant below co,
with a sharp cutoff to zero at coo-co, . This, however, re-
sults in a less adequate fit to the data because the few os-
cillators well above co, in Eq. (26) provide the unusual
asymmetric shape of the calculated conductivity. For
x =1 the distribution is not normalizable and the calcu-
lated conductivity is broadened at frequencies above 10
GHz, resulting in a fit interior to the fit from Eq. (27).
Fits to fractional exponents were not attempted.

1OS to9 1O10 IV. CONCLUSIONS

~]P~ (H~)

I

i()- (b)

~&Ref (H&)

FIG. Il. Reo.co~(co) normalized to the maximum conduc-
tivity versus frequency. The solid lines are a fit to Eq. (26) and
the dashed lines are a fit to Eq. ('lS). The parameters are dis-
cussed in the text. (a) T =42 K with low-frequency results from
Ref. 36. (b) T = 130 K with low-frequency results from Ref. 37.

%e have observed a Drude-like conductivity at
millimeter-wave frequencies in the CDW states of NbSe3
and have used these results to determine the parameters
which characterize the CD%' response. The characteristic
damping frequency observed, 1/2m~, is 50 to 100 GHz in
both CDW phases. The pinning frequency is less than 10
GHz, but a description in terms of a single oscillator
response is not appropriate. A more accurate fit, with the
same number of fit parameters, is obtained if the response
is composed of a broad distribution of pinning frequen-
cies; where the distribution is a constant well below some
cutoff frequency and decreases to zero near the cutoff,
rather than a single frequency. The effective mass
m'/m, for the CDW response is approximately 230, well
below the phase transition in the upper phase, and is ap-
proximately 100 in the lower phase. The lower-phase ef-
fective mass, deduced by treating the condensates from
each transition as being strongly coupled, has a tempera-
ture dependence that is inconsistent with the mean-field
theory even to low temperatures. This may indicate that
the condensate from the lower transition is not rigidly
coupled to the upper-phase condensate in the inertial re-
gime. If a model is adopted, which treats the response in
the lower phase as arising from two independent CD%'s,
then m*/m, =95 for the lower phase. These results
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comprise the first determination of the coinplete set of
response parameters for the dynamics of the CDW's in
NbSe3. A further discussion of these results may be
found in II.
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