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We report results on the velocity and attenuation of 10-MHz ultrasonic pulses in 0-TaS; in the
charge-density-wave state and in the presence of electric fields. For applied voltages greater than
the threshold voltage for nonlinear conductivity the elasticity was found to decrease and sound ab-
sorption to increase. The changes in elasticity are orders of magnitude smaller than those reported
for kHz frequencies. A relaxation mechanism for sound absorption is proposed with a relaxation
strength and a relaxation time that are functions of temperature as well as of applied voltage. The
model further suggests that results of elastic measurements could be strongly sample dependent. A
search for a shift in sound velocity as a result of a drifting charge-density wave found an effect an
order of magnitude larger than predicted shifts. Possible reasons are discussed.

I. INTRODUCTION

The transition-metal trichalcogenide o0-TaS; enters a
charge-density-wave (CDW) state at the onset temperature
To~220 K, and as a consequence, the electron energy
spectrum in this material shows a gap over most of the
Fermi surface. The strongly anisotropic resisitivity in-
creases dramatically at low temperatures. Like NbSe; at
low temperatures, the resistance of TaS; becomes non-
Ohmic if the measuring voltage exceeds a small threshold
value. In one approach, this non-Ohmic behavior is
thought to arise from the depinning of the CDW by the
applied electric fields and the increase in conductivity is
attributed to the extra current carried by the moving
CDW condensate. For a detailed review of the extensive
experimental and theoretical literature on these materials
the reader is referred to the review article by Gruner and
Zettl.! Recently, Brill and Roark? have shown, through
elastic measurements at kHz frequencies, that the Young’s
modulus and the internal friction undergo rapid changes
once the threshold voltage that marks the onset of non-
Ohmic behavior is exceeded. Similar results were also ob-
tained by Mozurkewich et al.>** The exact origin of the
softening of the Young’s modulus and the corresponding
increase in internal friction as the sample enters the non-
Ohmic state are not clear at the moment. The assumption
of a mobile CDW state in the non-Ohmic regime has led
to considerable success in explaining a large variety of ex-
perimental results.! No direct experimental confirmation
of a drifting CDW state in these quasi-one-dimensional
materials has been possibile so far, however. A proposal
for such a test was made by Coppersmith and Varma,’
who showed that a longitudinal sound wave traveling in
the presence of a moving CDW would have its velocity
changed by an amount that is proportional to the CDW
drift velocity. They predicted a fractional change in
sound velocity Av/v=10"% for a CDW drifting at 10
cm/s. For specimens normally employed for elastic mea-
surements, such a velocity shift should be easily verifiable.

In order to observe the drifting CDW state directly and
to contribute to our understanding of the electric field
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dependence of the elastic properties, we have studied the
propagation characteristics of 10-MHz ultrasonic pulses
in 0-TaS; in the presence of pulsed electric fields. Section
II describes the experimental technique, and the results on
two TaS; samples with different threshold fields are
presented in Sec. III. A number of experimental difficul-
ties, particularly in connection with the direct observation
of the drifting CDW, are discussed in Sec. IV, and a com-
parison with the low frequency elastic measurements is
made. It is suggested that the various anomalies that have
been observed may be a result of a relaxation mechanism
that is characterized by a relaxation frequency and a re-
laxation strength that are dependent on both the tempera-
ture and the applied voltage.

II. EXPERIMENTAL PROCEDURE

The samples were prepared by the iodine vapor trans-
port technique from 99.98% pure Ta and 99.9995% pure
sulfur. X-ray diffraction results on ground-up samples
were consistent with an orthorhombic symmetry. Sample
dimensions were about 7X0.015X0.008 mm®. The ex-
perimental arrangement for sample mounting, shown in
Fig. 1, was similar to that described previously.® A 10-
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FIG. 1. Experimental arrangement for mounting of ultrason-
ic transducers and sample.
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MHz, 1-us-wide ultrasonic pulse was launched into the
sample every 6 ms from an aluminum delay line and was
propagated along the sample length. At this frequency
the acoustic wavelength was much larger than the cross-
section dimensions of the sample and the fastest acoustic
mode has a velocity that is given to a good approximation
by v=V'E/p where E is the Young’s modulus. The re-
ceiving transducer was coupled to an aluminium cylinder
that was constrained to move axially by a crossed-wire
suspension. This suspension is elastically very soft and
the sample remains essentially stress free during thermal
cycling. The launch end of the sample was electrically
isolated from the aluminium delay line by a thin insulat-
ing film. The sample was acoustically bonded to the de-
lay line and to the receiving transducer with silver paint
and conducting epoxy. These acoustic contacts also
served as electrical contacts for the electric field measure-
ments. Changes in travel time of an acoustic mode were
monitored with a phase comparator. The reference signal
for this comparator was obtained from the reference
transducer shown in Fig. 1. The phase comparator output
went to a Princeton Applied Research (PAR) 164 boxcar
averager, and our optimum sensitivity for relative velocity
changes of the fastest mode was 5 parts in 10° and de-
pended mainly on the quality of the received acoustic sig-
nal. The electric field pulses that were applied to the sam-
ple could be amplitude swept up to 20 V. In the attempt
to observe the effect of a drifting CDW on the sound
velocity, electric field pulses of opposite polarity, but of
identical shape, were applied alternately to the sample.
The two integrator channels of the PAR boxcar then
monitored the phase comparator output alternately. The
difference between the outputs from the two integrators
was displayed on an x-y recorder. The signal-to-noise ra-
tio for this measurement of the velocity difference was
somewhat better than in the previous case, and the uncer-
tainty level for the travel time difference for positive and
negative field pulses was 5x 10~!? s, giving an uncertain-
ty for the relative travel time difference 8¢ /¢ of the fastest
mode of about 3 10~%. Both the voltage across the sam-
ple and the current through it were monitored on a Tek-
troniks 7600 oscilloscope. In the measurement of the
current, the voltage across the resistor R, shown in Fig. 1,
was measured with the differential amplifier 7A13. The
field pulses had rise and fall times of about 1 us, and a
small ringing effect at the acoustic signal frequency from
the rise and fall of the field pulses could be seen at the
output of the tuned signal amplifier. For this reason, the
leading or trailing edges of the electric field pulses in the
experiments, discussed in Sec. III, were not positioned
closer than 2 us to the monitored acoustic pulse.

To obtain information on the amplitude variation of the
acoustic signals, the amplitude of rectified signal pulses
was monitored with a boxcar integrator and displayed on
an x-y recorder simultaneously with the phase measure-
ment.

The sample was surrounded by He exchange gas and
temperature was measured with a cryocal diode thermom-
eter. The dc resistance and the differential resistance were
measured with standard equipment. The two terminal
resistance measurements include the contact resistance to

the current leads, which, in our case, was found to be
small.

III. RESULTS

A. Voltage and temperature dependence of the field effects

In Fig. 2 the 0-TaS; samples are characterized by show-
ing the temperature dependence of the electrical resis-
tance, the differential resistance, the threshold field pa-
rameter E;, and the behavior of the extensional wave
velocity in zero electric field as a function of temperature.
The threshold field parameter, shown in Fig. 2(c), was ob-
tained from the dV /dI curves by the construction shown
in Fig. 2(b). For sample 1, in particular, the threshold
fields are small, which suggests that the samples were of a
reasonable quality.

Figure 3 shows the variation of velocity and mode am-
plitude for the fastest (extensional) mode in sample 2 as a
function of applied voltage. For Fig. 3(a) the 17-us-wide
electric field pulse was placed well ahead of the acoustic
signal and electric field effects on the velocity and the am-
plitude are absent. For Figs. 3(b) and 3(c) the electric
field pulse was turned on about 10 us before the acoustic
pulse was launched into the sample and was turned off a
few microseconds after the fastest mode had been detect-
ed. Both the velocity and the amplitude clearly show a
field dependence. The onset of the acoustic anomaly, as
shown, for example, in Fig. 3(b) for sample 2, appears to
occur at a threshold field of about 2.1 V/cm. The thresh-
old field at that temperature for the onset of non-Ohmic
behavior, according to Fig. 2(c), is about 1.3 V/cm, so
that the elastic threshold fields appear to be significantly
higher than those obtained from electrical measurements.
Figures 4(a) and 6 suggest a similar discrepancy for sam-
ple 1. The low-frequency Young’s modulus measure-
ments,”~* on the other hand, showed a very close agree-
ment between the elastic and the conduction threshold
fields. In the low-frequency measurements the onset of
the elastic anomalies was very sharp and the threshold
field could be determined reliably. In our case the onset
of the elastic anomaly is generally more gradual and the
presence of noise in the traces makes a proper location of
the threshold field more difficult. If we use for the loca-
tion of the elastic threshold field the same construction
that was used in Fig. 2(b) for the determination of the
electrical threshold field, then we generally find that our
threshold fields for velocity and attenuation are higher by
about 70% than the electrical threshold fields. The
reason for this difference in the results for high and low
frequencies is not clear at present. For electric fields that
are about twice threshold, the fractional travel time
change, At/t, of a 10-MHz extensional mode is at most
2X10~* This is almost 2 orders of magnitude smaller
than the effects reported by Brill er al.? and about a fac-
tor of 20 smaller than the velocity changes reported by
Mozurkewich et al.> The amplitude of the extensional
mode decreased with field and did not appear to saturate
for fields as high as 5E;. The electric field effects on
both the velocity and the signal amplitude were more pro-
nounced for acoustic pulses that arrived much later than



1118 M. H. JERICHO AND A. M. SIMPSON 34

10°1
(a)
10*F
R(«)
0%
2 1 i A
10 100 200
T(K)
2
L (¢) z
i+ . -
E(V/cm) L N
.".
- !
0o =200
T(K)

6l Sample |
(b)
5k
42
4 T
av ke)
a4
146.5K
— . I
186.9K
2
f—
| (Y Axis x10)
107.8 K 10
" i A i A A A i i 1
) 0.5 1.0
V(volt)
+or Ta Sz~ | 1
(d)
+5F o -
2at,0? ’
IR o Py
or ° °c° % -
_5 - : ° -

Y 1 1 1
180 200 220 240 260
T(K)

FIG. 2. (a) Resistance versus temperature for sample 2; results for sample 1 were very similar. (b) Differential resistance as func-
tion of voltage for sample 1. (c) Threshold fields as function of temperature. (d) Variation of first extensional mode travel time with

temperature relative to the travel time at 241 K.

the first transit of the extensional mode. Very similar re-
sults were obtained for sample 1. The inset to Fig. 4
shows the variation of At for the first extensional mode in
sample 1. The threshold voltage for that case is about 0.4
V so that no significant slowing down of this mode was
observed for voltages up to at least 4V,. For a later ar-
rival, Fig. 4 shows that a significant electric field effect
was observed for both the travel time and the signal am-
plitude. For both samples the electric field effects on the
first extensional mode were also studied by applying a dc
voltage up to 1.2 V. The results were found to be identi-
cal to the pulsed measurements shown in Figs. 3 and 4.
The magnitude of the electric field effects was tempera-

ture dependent. Near 200 K the effects diminished in am-
plitude and appeared to saturate after 3 V. Above 240 K
(above T)), electric field effects on all modes were too
small to detect for voltages up to 5 V. The effects also di-
minished at lower temperature.

Figure 5 shows the temperature dependence of the
softening at 5 V for the first extensional mode for samples
1 and 2 and the damping of that mode for sample 1. Near
the transition temperature, the mode pattern often un-
derwent large changes and reproducible measurements
were difficult to obtain. As for sample 2, the electric field
effect in sample 1 did not appear to saturate up to at least
10 V. An example of this is shown in Fig. 6, which shows
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FIG. 3. Fractional changes in velocity and attenuation
changes of the first extensional mode in sample 2 as function of
voltage for different positions of the voltage pulse. The large
noise level in the data does not permit a direct comparison of
the elastic threshold fields with those obtained from the electri-
cal measurements. Note the slight nonlinearity of the voltage
scale.

the field dependence up to 15 V of the softening of the
first extensional mode at low temperatures. The square
data point in Fig. 5 represents the softening from Fig. 6 at
the 5-V position and clearly lies above the rest of the data.
Prior to the measurements shown in Fig. 6 the sample was
cycled to voltages near 20 V several times. This treatment
always resulted in an increase of the electric field effect
for all modes in all samples studied. For the results
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FIG. 4. Voltage dependence of the travel time and amplitude
changes of a slow mode (fourth arrival). Inset shows the travel
time change for the first extensional mode in the low-voltage re-
gime. All measurements are for sample 1.
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FIG. 5. (a) Solid circles give the temperature dependence of
the attenuation increase of the first extensional mode in sample
1 when a 5-V, 40-us-wide voltage pulse was applied. The
dashed line gives the temperature variation of the relaxation
time normalized to the value of 7 at 83 K. The long-
dashed—short-dashed line gives the temperature dependence of
the relaxation strength. (b) Corresponding temperature depen-
dence of two times the fractional travel time change in samples
1 and 2. This is equivalent to plotting AE/E. All measure-
ments in this figure were made with an electrical history of the
samples such that no voltage in excess of 5 V was ever applied.
The square marks the value of 2At /1, obtained with 5 V after
high-voltage (20 V) treatment of the sample. All solid lines are
an aid to the eye.

shown in Figs. 3 to 5 the sample was never cycled past 5
V.

At the larger voltages, effects that seemed to arise from
sample heating were noticeable. The travel time of the
modes in that case was affected by the position of the
field pulse, even if the latter was entirely in advance of the
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FIG. 6. Fractional slowing down of the first extensional
mode in sample 1 at 85 K and for large applied voltages. No
clear saturation of the effect is discernable.
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acoustic launch time. The velocity shifts induced by such
large field pulses varied linearly with the field pulse width
and for voltages near 20 V, the amplitude of the voltage
pulse decreased towards its trailing edge. Both observa-
tions suggest sample heating. Large voltage experiments,
near 110 K on sample 2, showed that 20-us-wide voltage
pulses produced heating effects above the noise level for
V>10 V. Even if allowance for sample heating was
made, however, the field effect on the velocity of the first
extensional mode did not reach saturation in this voltage
range.

To obtain a more detailed understanding of the
phenomenon and to further investigate possible heating
effects, we studied in sample 1 the dependence of the am-
plitude of a mode as a function of the position of the volt-
age pulse. Results are shown in Fig. 7. In Fig. 7(a), for
example, a 50-us-wide voltage pulse is applied and the
amplitude of the mode studied in Fig. 4(b) was investigat-
ed. The voltage amplitude was fixed at 5 V, and the time
delay 7 between the voltage turn on and the launch time
of the acoustic pulse was varied. In the region where the
voltage pulse is turned on before the acoustic energy is
launched into the sample (negative 7 region), the ampli-
tude (and travel time) is independent of 7. This was con-
firmed for 7 values as large as — 50 us. As soon as T goes

(a)
o
o -o-- 50us
ks
y -
7 VAR | lsv
o L time —~|
// -—J [ g —
o 7.6us
@ | o-—o--0"
E 1 1 1 1 1
> (b)
3 \
S \
(']
3 ] sv] J Lt oq
= \ LIl
ft \ 50us 7.6us
\
‘oo
oo
TO0~—0-~0--0
(c)
5V L
e
o= o--§--
° o‘o /lo 1.4 7'6L_
00000 us us
't L 1 1 i
-5 [0} 5 10 15 20

T(ps)

FIG. 7. Variation of the amplitude of a mode that arrived 7.6
us after acoustic energy was launched into the sample at L. (a)
A wide pulse that covers the acoustic pulse travel period is pro-
gressively delayed. When the leading edge passes the acoustic
launch time the acoustic pulse amplitude rises progressively. (b)
Voltage pulse initially well ahead of acoustic launch time. (c) A
narrow voltage pulse is progressively delayed and the electric
field effect appears less well developed when the voltage pulse is
applied close to the receiving time of the acoustic mode.

positive the signal amplitude increased until 7 was made
longer than the acoustic pulse travel time. The 2-us-wide
region ahead of the acoustic mode arrival time could not
be investigated for the reasons mentioned in Sec. II. The
fact that, for negative 7 values, the acoustic pulse ampli-
tude was independent of the position of the voltage pulse
suggests that sample heating is negligible up to at least 5-
V pulse amplitudes. In Fig. 7(b) the whole voltage pulse
is applied before acoustic energy is launched into the sam-
ple. The voltage pulse is then progressively delayed until
the acoustic pulse travel period is well within the voltage
pulse. Again no change in pulse amplitude (nor travel
time) was observed if the voltage pulse was either in ad-
vance of the acoustic pulse travel period or when this
travel period was completely contained within the voltage
pulse. Figure 7(c) shows the variation in the amplitude of
the same mode if the voltage pulse is narrowed to about
1.4 us at half height. The voltage pulse width in this case
is somewhat shorter than the transit time of the fastest
acoustic mode in the sample. The results for Figs. 7(a)
and 7(b) are more or less consistent with an electric field
effect that is uniform throughout the sample. That is, the
amplitude and phase changes that are observed are not
simply a result of the electric field or sample current
dependence of insertion losses, nor of phase changes at the
transducer sample bonds. The results for Fig. 7(c) are
more puzzling, since a more uniform amplitude might be
expected when the narrow voltage pulse is advanced
within the acoustic mode travel time. This point will be
discussed further in Sec. IV.

B. Asymmetry test of the electric field effects

The results for a test of a possible asymmetry in the
mode travel time for positive and negative voltage pulses
is shown in Fig. 8. The first extensional mode velocity
was measured for alternate current pulses as described in
Sec. II. For sample 2 the measurements were performed
at T=126 K. For large voltage pulses electric field ef-
fects on the sound velocity are relatively large in this tem-
perature range. For sample 1 the temperature was
lowered to ~84 K, a temperature at which the field ef-
fects were greatly reduced. The voltage across the sample
in this asymmetry test was raised to a maximum of 20 V.
As mentioned before, for sample voltages in excess of
about 12 V the sample current pulses started to develop a
positive slope with only a slight change in the shape of the
voltage pulse. For the data on sample 1, at the highest
voltages used, the current at the end of the pulse was
about 10% larger than at the beginning, although the
symmetry between positive and negative pulses was main-
tained. In this regime the sample current was determined
at the position of the acoustic mode that was monitored.
The voltage pulses were about 40 us wide for sample 1
and 10 us wide for sample 2. The pulse rise and fall por-
tions were positioned well away from the acoustic transit
region for the mode under study so that effects from any
residual asymmetry in the rise and fall times of the vol-
tage pulses were minimized. In the measurement the
pulses were fixed in amplitude and their positions were
switched from one that straddled the acoustic mode to
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one where voltage turn on occurred after the acoustic
mode was detected. For each position the boxcar output
was monitored for about 1 to 2 min. on an x-y recorder.
In this way the difference in the mode travel time for pos-
itive and negative pulses, &= A,+ —At_, was determined

with a relative error in 8¢/t of 3 parts in 10%. The small
increase in the amplitude of the current within the voltage
pulse duration suggests sample heating at very high vol-
tages. Various tests were therefore made to study the ef-
fect of sample heating on the boxcar difference signal for
the plus and minus voltage pulses. For example, the volt-
age pulses were deliberately imbalanced and their position
was furthermore moved from well ahead of the first
acoustic mode to well after its arrival. Such tests carried
out for different pulse amplitudes suggested that an im-
balance in the pulse power for the two polarities of about
1% (which was the resolution in the present experiment)
would contribute, at most, 1 part in 10° to the imbalance
in travel time. Sample 2 with balanced current pulses also
had balanced voltage pulses so that the power was bal-
anced to the above resolution. For sample 1, however, the
amplitude of the negative voltage pulses exceed that of the
positive pulses by about 0.8 V at the highest voltages, even
though the currents were balanced. The resulting power
imbalance amounted to 5% for high voltages and prob-
ably produced a difference signal from asymmetric heat-
ing of about 5 parts in 10%. The voltage pulse width used
for sample 1 was larger than for sample 2. The measure-
ments on sample 1 were made at lower temperature, how-
ever, where the Ohmic resistance was considerably larger
and heating effects were therefore comparable. The origi-
nal objective of this test was to examine the possibility of
obtaining direct experimental evidence for a drifiting
CDW. For this reason the sample currents in this asym-
metry test were made identical for positive and negative
pulses. The CDW current I pw was calculated from the
relation

Icpw=I—V/R,,

where I is the total current, V the sample voltage, and R,
the Ohmic part of the sample resistance.

It is evident from Fig. 8 that both samples show an
asymmetry in the electric field effect and an extensional
mode is slowed down more if E is antiparallel to the
sound propagation direction than when it is parallel.

IV. DISCUSSION

A. Voltage and temperature dependence
of the elastic anomalies

The elastic properties of crystals with orthorhombic
symmetry are characterized by nine independent elastic
constants. In view of this, the mode spectrum of anisotro-
pic elastic waveguides represented by our crystals is very
complex. When the sound wavelength is much larger
than the lateral sample dimensions, however, the velocity
of the fastest extensional mode is expected to be dominat-
ed by the Young’s modulus along the sample length. In
our samples, this modulus then appears little affected by
electric fields applied in the CDW state, contrary to the
low-fl;e?uency results of Brill et al.? and of Mozurkewich
et al.”

It is usually unavoidable that the transmitting transduc-
er couples acoustic energy into a whole spectrum of
waveguide modes. The relative amplitude of these modes
depends on the nature of the bond between sample and
transducer, on transducer tuning, as well as on the tem-
perature. In view of the fact that the elastic properties of
0-TaS; are not sufficiently well known we were unable to
identify slower acoustic pulses with any certainty. It was
not possible, for example, to distinguish a flexural from a
torsional mode. The results on some of the slower pulses,
therefore, represent measurements on unidentified modes.
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These slower modes were generally more strongly affected
by the electric field than the first extensional mode. If the
latter mode, for example, changed by 0.3 dB then a mode
positioned at about three times that travel time changed
by about 4 dB instead of the 0.9 dB one would have ex-
pected if that late arrival had been the second echo of the
first extensional mode. It therefore appears that other
elastic constants, in addition to the Young’s modulus, are
affected by the electric field. Shear and torsional modes
travel much slower than extensional modes, and it is pos-
sible that C4y or Cgg are the elastic constants most affect-
ed by the electric field. The interpretation for slow modes
is further complicated by mode interference and mode
conversion effects. Even in 1-cm-long samples and for
pulse widths of less than 1 us some overlap of modes is
unavoidable and the amplitude of a pulse can be affected
by interference. The character of a mode can, further-
more, change as a ;)ulse propagates along the sample, due
to mode coupling,’ and it is possible that the measured
electric field dependence is influenced by these effects.
The results of Fig. 7(c) could be a consequence of mode
coupling effects where the mode near the launch end of
the sample has a stronger electric-field-dependent charac-
ter than near the receiver end. Such effects would mani-
fest themselves only through premature flattening of the
traces in Figs. 7(a) and 7(b) and our signal-to-noise ratio
was not sufficient to draw firm conclusions regarding this
effect. Under certain tuning conditions an inspection of
the train of acoustic pulses sometimes clearly showed one
or two slow modes that were increasing in amplitude
when the field was applied, which might suggest that, for
slow modes, mode coupling or interference can make a
contribution to the electric field effects. In order to avoid
complications from the above effects, the measurements
shown in Figs. 3 and Fig. 4(a) were performed on the ex-
treme front portion of the first extensional mode. As a
consequence, the smaller signal amplitude resulted in
poorer signal-to-noise ratio than obtained for the rest of
the results. In general, we believe that measurements on
the first arrival were not significantly affected by the
complications mentioned above.

The response of the acoustic signals to electric fields in-
creased after application of large voltages. In some sam-
ples voltages in excess of 12 V often induced an intermit-
tent instability so that the amplitude of the sample current
and the voltage across the sample showed erratic jumps.
The effect suggested the presence of noisy current con-
tacts. After prolonged application of a high voltage or
when the voltages were again reduced to below 12 V, both
current and voltage were once more stable but the electric
field effects were enhanced (by as much as a factor of 2,
in some cases). It is not clear whether this effect is related
to thg “conditioning” of the sample discussed by Brill
et al.

It is difficult to draw firm conclusions regarding the in-
terpretation of the electric field effects for the velocity
and damping of the ultrasonic modes. The small velocity
changes we observed at 10 MHz for the extensional mode
when compared to other work at kHz frequencies suggest
that the effect is frequency and/or sample dependent.

In our samples the electric-field-induced softening

passes through a peak between 150 and 190 K and drops
to a small value at low temperatures. This behavior is
similar to that reported by Mozurkewich et al.* for one of
their samples. Mozurkewich et al.® and Brill et al.? pro-
posed an intrinsic mechanism for the softening of the
Young’s modulus in the sliding CDW state. If the CDW
is pinned, then the CDW and the underlying lattice will
distort together as a sound wave is propagated and the
CDW provides an extra stiffness for lattice distortions. In
the sliding CDW state, however, if the lattice distorts in-
dependently of the CDW, a softer elastic constant would
be measured. Although the correct order of magnitude of
the softening at low frequencies was obtained in their
original model, the amount of softening predicted was in-
dependent of frequency. Mozurkewich et al.* later sug-
gested that the origin of the Young’s modulus softening
might be an electric-field-dependent pinning gap for phase
modes.

In the voltage range where sample heating is unimpor-
tant, the increase in mode damping with voltage was
strongly dependent on temperature, as shown in Fig. 5.
The attenuation changes shown are Aa(T)=[a
(5 V)—al(0)]. No clear saturation of the attenuation
change had occurred at 5 V (> 10¥V7). This should be
compared with the low-frequency results of Brill and
Roark,> where saturation of the internal friction was
clearly seen at higher temperatures. Perhaps a more signi-
ficant difference between the internal friction results of
Ref. 2 and our attenuation results in Fig. 5 is the trend
with temperature. The low-frequency internal friction
changes increase as the temperature is lowered, while the
electric-field-induced changes in the attenuation of 10-
MHz extensional modes decreases with temperature over
most of the temperature range. Such a behavior can be
obtained if a relaxation mechanism is responsible for the
damping. If the relaxation time 7 increases with decreas-
ing temperature and if it is of such a magnitude that, for
the low-frequency experiments wr << 1, while for high fre-
quency o7 >>1, then the high- and low-frequency experi-
ments are carried out on opposite sides of the relaxation
peak and the observed reciprocal behavior of the high-
and low-frequency damping will result. A relaxation
mechanism via CDW domains was originally suggested
by Brill et al.? for the electric-field-induced softening of
the Young’s modulus.

In the following we explore the consequences of a relax-
ation model for high- and low-frequency attenuation and
modulus changes. For a single relaxation time, 7, the
modulus and the internal friction at frequency @ can be
written as®

M=pm,— MM (1)
o 14?2
M,—M
Q__l= ll_ R (1)7'2 ) 2)
M 1407
Here M, is the very high frequency or unrelaxed

modulus, while My is the low frequency or relaxed
modulus and M =(M, Mg)'"%.

We now propose that application of an electric field
larger than E; produces an aggregate of defects in the
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sample which results in a softening of M. The amount
of softening induced may be temperature dependent. At
very high frequencies the defects will be unable to respond
to the acoustic strain field and M, is assumed to be vol-
tage independent. The experiments are therefore assumed
to measure

AM _ [MO,T)-M(V,T)] _ FV,T) _F(O,T)

M M T fv,T)  f(0,T) 3)
and
AQ'=[0" (") -Q~10)]
(V,T) (0,T)
=F(V,T)o =~ —F(0,T L ¢
VDo oy ~FODo 0 @

In these F(V,T)=[M,(T)—Mg(V,T)]/M is the relax-
ation strength at voltage V and temperature T, and

fV, T)=14+*AV,T),

where 7(V,T) is the single relaxation time which may be
voltage and temperature dependent. It is now reasonable
to assume that for V < V' any defects that may be present
are of a type that will not significantly contribute to the
relaxation damping or the modulus change, and we there-
fore set the relaxation strength F(0,7)=0. The applica-
tion of a voltage in excess of V7 is, on the other hand, as-
sumed to generate defects that can contribute to relaxa-
tion with a relaxation time that may be voltage and tem-
perature dependent. Equations (3) and (4) can now be
combined so that the relaxation time can be easily calcu-
lated from the data via the relation
AV.T)=L a0~ _ V. Aa(dB/em)

o (AM/M) 435 0X(AM /M)
For our sample 1 the relaxation time that was determined
from Eq. (5) at V=5 V is plotted in Fig. 5(a) as the
dashed line. The relaxation time is of order 10~% s and
increases with temperature. With 7 thus determined, the
relaxation strength was calculated from Eq. (3) and is
shown as the long-dashed—short-dashed line in Fig. 5(a).
The relaxation strength, therefore, also increases with
temperature in this sample. The temperature dependence
of both 7 and F is thus responsible for the observed tem-
perature dependence of the modulus softening and the
damping. In our model, the increase in F with voltage is
thought to arise from an increase in the number of ap-
propriate defects in the sample and it appears that most
defects are introduced by the time V reach 3 to 4 times
Vr. The small magnitude of the anomalies we observe
near threshold makes a determination of r and F at low
voltages difficult. The assumption of a single relaxation
time is no doubt an oversimplification, and Egs. (3) and
(4) should be modified to allow for a distribution in 7. A
discussion of the results then becomes very difficult and
we have, therefore, restricted ourselves here to the single
relaxation time approximation.

An analysis of the low-frequency data in Fig. 1 of Ref.
2, using Eq. (5), gives a relaxation time that varies from
9% 1077 s to 3 10~° s from 85 to 178 K, respectively.
The relaxation time for the sample they investigated thus
decreased with increasing temperature and was at least 3

orders of magnitude larger than the relaxation time we
obtained for our sample. The relaxation time calculated
from Ref. 2 is also voltage dependent. A peculiarity of
that data is the saturation of AQ~! at higher tempera-
tures, while there is no sign of saturation in the corre-
sponding modulus curves. In the relaxation model satura-
tion of AQ ~! means that F(V,T)r(V,T)/[1+&*(V,T)]
has become voltage independent so that the voltage depen-
dence of F compensates for the voltage dependence of .
We suggest that the compensation could be sample depen-
dent. It also does not appear to hold at all temperatures,
according to the results of Ref. 2. Saturation of AQ !,
furthermore, will not necessarily imply saturation of the
modulus change since the two quantities differ by the
temperature and field-dependent relaxation time. In the
voltage region where the damping saturates, the modulus
curves should provide a direct measure of the voltage
dependence of 7 and the relaxation time should thus de-
crease with increasing voltage. The relaxation strength
for the low-frequency results of Ref. 2 at (V—V7)=0.1 V
varies from 5 1072 at 85 K to about 12X 10~*at 178 K
and increases rapidly with voltage. This magnitude of the
relaxation strength in our sample 1 is not reached until
voltages near 5 V are applied to the sample.

There seems to be an interesting similarity between the
electric-field-induced changes in modulus and damping in
0-Ta$S; and the “AE” effect in magnetic materials.” The
latter effect, which is a consequence of the magnetic
domain structure in ferromagnetic materials, is strongly
dependent on sample quality and sample history. In the
AE effect an applied magnetic field removes domains un-
til in the magnetically saturated state the unrelaxed
modulus is obtained. In o0-TaS;, on the other hand, we
suggest that application of an electric field in excess of
Ep creates defects that soften the modulus and increase
the damping via a relaxation process. Impurities might
affect the response of such defects to elastic strain, and
the dependence of experimental results on sample quality
and history is therefore not surprising. The nature of the
electric-field-induced defects and hence the microscopic
origin of the relaxation is not clear at present. It is possi-
ble that domains, as discussed previously,”> or perhaps
metastable-phase pinned CDW states'~!? play a role in
determining the elastic response of TaS;, although such
states are generally only considered for voltages below or
only slightly above threshold. If a relaxation process for
the damping of elastic waves is created in the non-Ohmic
regime than a voltage and temperature dependent relaxa-
tion strength, as well as relaxation time, is obtained from
experimental data via Eqgs. (3) and (4) without making fur-
ther assumptions. The strong voltage dependence of the
relaxation strength can be understood simply as resulting
from an increase in the defect concentration with field.
The voltage dependence of the relaxation time, on the oth-
er hand, is more difficult to understand but perhaps sug-
gests that metastable CDW states with field-dependent ac-
tivation energies are involved.

B. Asymmetry test of the electric field effects

The electric field effects we observe for low voltages are
much smaller than those reported previously at low fre-
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quency. Nevertheless, the change in acoustic mode travel
time, even for fields that are only a few times the thresh-
old field, is much larger than the interaction effects dis-
cussed by Coppersmith and Varma.® Their calculation
suggests that the shift in the sound velocity, Av,, when the
CDW condensate drifts with velocity vcpw parallel to the
sound propagation direction is given by

Avs=|8|*Q%cpw , (6)

where |8 |2 is the amplitude of the CDW distortion and
Q is the CDW wave vector. In our experiment with alter-
nating positive and negative voltage pulses, the above ef-
fect should be doubled. For an estimate of the expected
shift, we let Qcpw=(27/C), |8|=0.05> v,=4x10°
m/s (for our first arrival), and vcpw=Jcpw/ne, where
we assumed 7 =6.5X 10?’ carriers/m>.

For sample 2 the asymmetry in the electric field effect
was investigated near T=125 K. In this temperature re-
gion current densities near 2.5X 10® A/m? could be ob-
tained so that the maximum CDW drift velocity was
about 24 cm/s. As is clear from Fig. 8, the observed
asymmetry is about a factor of 30 larger than the effect
predicted by Coppersmith and Varma.’ In the high-
voltage region, sample heating was noticeable, as men-
tioned in Sec. III. As discussed there, the observed asym-
metry is not, however, a result of asymmetric heating of
the sample by the field pulses. For sample 2, for example,
for identical currents, the voltages for both polarities were
also identical up to the maximum voltages used, so that
heating effects should have been sufficiently symmetrical.
For sample 1 the asymmetry test was carried out at a
much lower temperature in order to minimize the single
polarity electric field effect. The travel time increase for
the first arrival for a 1.47-mA sample current and for
V ~80Vr is only ~0.5 ns, so that the fractional change in
velocity at the lowest temperature is only about 0.03%.
In view of the much larger sample resistance at low tem-
peratures, the maximum current was limited to about 2.5
mA. An asymetry in the travel time for positive and neg-
ative field pulses was, nevertheless, detectable and, as ex-
plained in the preceding section, only a part of this might
result from asymmetric sample heating. The observed
asymmetry is too large to be identified as the
Coppersmith-Varma effect. It is more likely that the ob-
served difference signal is a result of a small asymmetry
in the single polarity electric field effect. Hysteresis ef-
fects in the electrical properties of TaS; and other quasi-
one-dimensional materials are well known and have been
studied extensively.’>~17 Hysteresis is observed in the
low-field normal-state resistivity as well as for fields
above threshold when the polarity of voltage pulses ap-
plied to the sample is reversed.!>1®!? The latter effect has
been attributed to the establishment of a nonuniform
CDW state in the sample where q, the CDW wave vector,
varies from one end of the sample to the other. When the
polarity of the electric field pulse is reversed, the gradient
of q also reverses and various relaxation effects of these
polarized states have been studied. In these models the
hysteresis of the normal resistance is attributed to meta-
stable CDW states. Ong et al.!” discuss the hysteresis ef-
fects in terms of two pristine CDW states. With the sam-

ple placed in one of these states through the application of
a given current, the alternate state can be obtained if the
current direction is reversed. Transformation from one
pristine state to the other takes place with a characteristic
time ty~exp(A4/VT), where A is a constant and V is the
applied voltage.

In our asymmetry test the difference in the acoustic
pulse travel time for alternate polarity current pulses was
measured. With the current pulses turned off and the
sample therefore in one of the pristine states (or in a mix-
ture of the two), the boxcar integrator outputs were
zeroed. With the current pulses applied, the difference in
the two integrator signals was recorded as described in
Sec. II. The difference signal should then be sensitive
only to differences in the sound velocities when the alter-
nate polarity pulses are applied. For voltages below
threshold, conversion times ?; between the two stable
CDW states can be long. For voltages of several volts (as
used in the asymmetry test), the results of Ref. 17 suggest
t9<0.5 us and conversion should be nearly complete
when the sound velocity is measured. The observed asym-
metry signal may then represent some residual asymmetry
in the two sliding CDW states, but it is difficult to specu-
late about the detailed nature of these states from the
data. An unambiguous direct demonstration of a drifting
CDW state will therefore require a resolution of a few
parts in 107 for relative velocity changes and, more impor-
tantly, will require a situation where the first-order elec-
tric field effect and the asymmetry in this effect is essen-
tially absent.

V. SUMMARY

We have examined the velocity and damping of 10-
MHz ultrasonic waveguide modes in 0-TaS; in the non-
Ohmic regime. Extensional modes have their modulus
softened and their attenuation increased when the voltage
exceeds the threshold value. The observed changes are,
however, orders of magnitude smaller than those reported
at lower frequencies. The effect of electric fields is more
pronounced on slower moving modes, and it is suggested
that at 10 MHz shear or torsional elastic constants might
be more strongly field dependent than the Young’s
modulus. Over most of the temperature range no clear sa-
turation of the electric field effects in either the velocity
or the damping was evident for fields in excess of 10E7.
The electric-field-induced softening of extensional modes
we observed is temperature dependent and passes through
a maximum between 160 and 190 K, while the corre-
sponding changes in the damping decrease strongly below
200 K. The magnitude of these effects also depends on
the electric history of the samples, and the effects general-
ly increased after application of a large voltage in excess
of 12 V. A small (at the part in 10° level) asymmetry in
the electric-field-induced softening was also observed
when a succession of electric field pulses of alternate po-
larity was applied. The observed asymmetry was, howev-
er, about an order of magnitude larger than that expected
from a drifting CDW and may be related to the hysteresis
effects reported for TaS;.
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We have proposed a relaxation mechanism for the
electric-field-induced changes in the elastic properties of
TaS;. Comparison of the available experimental data
with such a model suggests that the relaxation strength
and the relaxation time are both a function of temperature
and of electric field, and that both can vary substantially
from sample to sample. The exact origin of the relaxation
mechanism is not clear at present, but it is suggested that

metastable CDW states, or, alternatively, CDW domains
may be responsible for the relaxation.
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