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Analysis of photothei;ilial ionization spectra of shallow impurities in silicon
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A general model has been developed for calculating the photoconductive response in a multiply

doped semiconductor. %ith consideration of the effects of sample temperature and thickness, as
well as impurity parameters such as concentration and the frequency-dependent photoabsorption
cross section and thermal ionization probability as obtained from existing experimental data, rate
equations have been developed for the excess photogenerated carrier density bp(to) per unit angular

frequency u of incident light. The model is formulated to include illumination by both band-edge

bght and the modulated far-infrared light used in Fourier-transform spectrometry. Our calculations
so far assume no band-edge light. The model has been applied to doubly doped Si{In,Al) and

Si{oa,B), with the effects of compensation taken into account. The temperature and concentration
dependence of the discrete lines of the deeper acceptor, which are superimposed on the continuum

background of the shallower acceptor, agree well with experimental spectra, indicating that the
model holds promise for making photothermal ionization spectroscopy a more quantitative charac-
terization technique.

I. INTRODUCTION

We have developed a general model for calculating the
photoconductive response in a multiply doped semicon-
ductor. In particular, the model has been applied to dou-
bly doped Si(In, A1) and Si(Ga,B), under the conditions of
low temperature and excitation by modulated far-infrared
light, appropriate to Fourier-transform infrared (l l'IR)
spectroscopy. One motivation for formulating this model
was to incorporate the effect of the temperature depen-
dence of the acceptor photothermal ionization probability
for those acceptor lines which appear against a continuum
background. At temperatures low enough to suppress
thermal ionization from an excited level of the deeper ac-
ceptor, the net photoresponse is simply a reduction,
through photoabsorption, of the number of photons con-
tributing to the continuum background photoresponse of
shallower species, resulting in a negative peak in the
photocurrent. As the temperature is increased, thermal
ionization from the excited levels of the deeper acceptor
produces enough excess carriers to result in a positive
peak. This effect has been seen by several workers' ' but
has never been incorporated into a general model.

II. THEORY

The formulation of the model may be broken down into
five steps: (1) determining the equilibrium neutral accep-
tor concentrations at a given temperature in the presence
of compensation, using standard semiconductor statistics;
(2) setting up the rate equations for ionized acceptor and
hole generation in the presence of ir radiation, assuming
hole capture to be the dominant relaxation process; (3) ob-
taining an expression for the Fourier component of the ex-
cess hole concentration and showing that it is in phase
with the modulated ir source; (4) representing the photo-
absorption cross sections for the discrete spectrum by

Lorentzian functions and the photothermal ionization
probabilities by Boltzmann factors, both based on experi-
mental data; (5) defining a photothermal ionization spec-
troscopy (PTIS) response function, taking into account the
attenuation of the incident light within the sample.

Step l. Our primary interest is the case of one or more
species of shallow acceptors in the presence of compensat-
ing shallow donors. We consider the system as being ini-
tially in thermal equilibrium at temperature T, in the ab-

sence of the exciting light. We assume that the Fermi lev-
el Et;( T) is several ktt T below all donor ground-state ener-

gies but several kttT above the top of the valence band.
Then standard semiconductor statisticse together with the
charge neutrality condition leads to the following equa-
tion:

XJ.

1+gjg exp(EJ Ikey T)

where

X~ ——total donor concentration;

N„=effective density of holes states in the valence band

=2(rnskttT/2m' )
i

Nj. =concentration of the jth acceptor species;

gj =the degeneracy factor (e.g. , 4 for acceptors in Si);

EJ =ground-state energy relative to the

top of the valence band;

g=exp( Et;lkttT) . —

Equation (1) results in a polynomial equation for g, which
can be solved numerically to determine ri and, from this,
the concentration X~

' of neutral acceptors for each
species at temperature T at time t =0.
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Step 2. We now turn on the ir source and consider the
photoresponse of the sample. The essential point is that
for a modulated source we will be looking at a nonequili-
brium situation. We consider the excess photoconductivi-
ty at time t:

ho(t) =o(t) o(—0)=e[Iis hp(t)+ p, hn(t)],

where hp and dn are, respectively, the excess hole and
electron concentrations. We shall assume hn is negligible
compared ta hp. (This would not necessarily be the case
if, for example, the sample %ere initially under illumina-
tion by band-edge light. } The net acceptor ionization rate
Is

dNJ '(t) dN~' '(t)

t dt

term in Eq. (4) proportional to R,tt controls only the
long-term approach to equilibrium and may be dropped.
Then

dp (t) dNJ' '(t) dN' '(t)

dt . dt dt

&«p 3. We neglect the»riation of Njo'(t) with t in the
rate equation, Eq. (2), i.e., assume N.' '(t) =N.' '(()) on the
right-hand side. Then for t & 0,

N(0)
=Ng '(0) K(a), t )o't j 'It'J"'de)

Q

C@g—~hp(t)[N, Ni '—(0)],

where we have used the fact that the system was at equili-
brium just before the light was turned an, i.e.,

IJJ NJ '(0) Csjg/—p(0)[Nq —NJ (0)]

—Csigjp(t)N, ' '(t)

where

Isj ——temperature-dependent thermal(Q)

ionization probability per unit time,

in the absence of exciting radiation;

Isti ' ——temperature- and frequency-dependent

probability that the acceptor will

thermally ionize after photoabsorption;

osj ——photoabsorption cross section;(rq)

Csi ——capture coefficient for holes;

(2)

dhp(t) " 1
I, co, t co — pt

dt

where

Gl, (co,t) =W(a), t) g o't j.'ll', J"'NJ '(0)
J

=hole photogeneration rate per unit of co,

(8)

and

rs, ——the average hole capture time,

defined by

~(Q)
=0 . (7)

T=O

Thus for t & 0 we can write for the excess hole production
rate,

A(co, t) =intensity spectrum of the radiation,

modulated by the interferometer

in the l" lER system according to

W(tIi, t }=Xp"'[1+cosQt ],
where Q=(2|/c)rIi is the modulation frequency and v is
the speed of the moving mirror.

The net production rate of holes is

dp (t) dN) '(t)

dt dt
R~n(t)p—(t),

where R,tt is the effective electron-hole recombination
coefficient, including recombination at the sainple sur-
face. We shall assume that Csj »R,tt, which is
equivalent to the condition that the hole capture time v,
be much less than the recombination time v~. This condi-
tion appears to be well satisfied for silicon, for which
ra &10 sec for recombination at the surface, while
r, =10 " sec for NJ =10' /cmi. This has the effect of
making s, the relevant time scale of the experiment; the

Equation (8) is a first-order differential equation with ini-
tial condition hp(0) =0.

What we really need is the cosine Fourier transform
(t t') of the excess hole concentration, referred to its
asymptotic limit taken as a base line, i.e., hp(t) —hp( oo ),
because what the Fourier transform spectrometer gives is
essentially the corresponding transform of the excess
photocurrent, hi(t) hi(oc). Transien—t effects on hp(t)
[and hi(t)] due to switching on the ir source can be re-
moved by moving the time origin back to —00. We thus
take the time domain for Eq. (8) to be —oo & t & oo, with
initial condition hp( —oo ) =0. To obtain the l t' of hp(t)
consider the function hp(m, t) defined by

d hp(to, t ) 1
=Gi, (co,t) — hp(ap, t), —oo &t & oo,

df

(10)

with initial condition hp(co, —oo ) =0. We can write

hp(t) =f hp(a), t)dco .
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TABLE I. Lorentz profile parameters [Eq. (26)] for In p3qq lines in Si(In}. Values of o&o were con-
verted from values in meV given in Ref. 11. Values of A and I were obtained from unpublished data

by J. J. Rome.

Line

1

2
3
4

4( A, B)
6
8

Oo (In)
ao (Al)

a)0 (cm ')

1145.41
1175.82
1208.00
1216.31
1218.57 (4A)
1236.56
1241.96
1254.79
556.78

A = o.(~)dc@(10 ' cm)

0.643
5.20
0.2165
1.44
2.06
0.245
0.174

r (cm-')

1.5
1.1
1.05
0.7
1.0
0.95
0.75

cro —— (10 ' cm )
~I

0.1365
1.505
0.0656
0.656
0.656
0.0822
0.0738

The solution to Eq. (10), in the limit

01g~ g( 1

1s

b p(pi, t )=Gho'rh, [1+cos(Qt)], (13)

where

hp(t) =f Ghp'~h, [1+cos(Qt)]dtp,

Gho &h dip(cu)

0

Ap(t) —bp( oo ) =f Gho'rh, cos(Qt)dtp

f Gho'cos(Qt)dQ .
2v 0

(15)

Denoting the cosine F I' of bp(t) dp( oo ) by —bp(Q), we
have

(14)
J

For Si, Qr, & 10, so the condition (12) is well satisfied.
As pointed out by Darken, ' the significance of the re-
sulting Eq. (13) is that the FT of the excess photocurrent
bi(t) bi(oo) —will be in phase with the modulated ir
hght. Thus where trhjn is the integrated cross section for the nth line

of species j, proportional to the oscillator strength of the
line. Then the Fourier-transformed photoresponse should
consist of discrete peaks, each with area proportional to
Wo(toj„)ahj„Ihj(roj„)Nj(0). This result has been used to
obtain relative acceptor concentrations in Ge (Ref. 5), as-

suming they are in the same ratio as the areas under the
corresponding peaks (in) and (jn) This is e. quivalent to
assuming

(Ol „) (co.„)J 0(toin )rrhinIhi ~o(tojn )rrhjnIhj (20)

'XTC 'Tpgg

hp(Q) = Ghp
4~

Step 4. Up to this point, no assumptions have been
made regarding the form of Ghp'. The simplest assump-
tions to make are (1) the ir source has appreciable intensi-

ty only over the discrete portion of the impurity spectrum
for each impurity species which may be present, and (2)
the photoabsorption cross section o'"' to the nth excited
level of species j is so sharply peaked that it can be
represented by a 5 function centered at the absorption fre-
quency cpj„(Ejn Ep ——)I—R

The consequence of these assumptions is that

GhO'= J O 'g &hjnIhj"'Nj '(0)fi(to tojn)—

TABLE II. Lorentz profile parameters [Eq. (26)] for Ga p3/i lines in Si(Ga). Values of ohio were con-
verted from values in meV given in Ref. 11. Values of A and I @vere obtained from unpublished data

by J. J. Rome.

Line

1

3

4( A, B)
6
8
10

ao (Ga)
ao (8)

~0 (cm ')

469.75
541.45
548.23
551.42
568.71
573.72
581.30
586.62
358.04

o(co)des(10 ' em)

0.460
0.0944
0.567
0.590
0.131
0.139
0.0472

I (cm ')

0.65
0.65
0.325
0.777
0.45
0.35
0.425

go —— (10 ' cm )
A

~r
0.225
0.046 24
0.555
0.242
0.0930
0.126
0.0354
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Equation (20) has some validity in Ge because of the
closeness of the ground-state energies of different acceptor
species. We would not expect it to be valid in Si, essen-
tially because the temperature dependence of the photo-
thermal ionization probabihty Is&(o)~„) (Refs. 7-9) intro-
duces large differences between I@(ro;„) and Isj(re„) at
the low temperatures of measurement. We have therefore
gone beyond the above two assumptions by using experi-
rnental data to represent the cross sections by a superposi-
tion of Lorentzian peaks with a continuum contribution
above the absorption edge, and the photothermal ioniza-
tion probabilities by Boltzmann factors.

Step 5. One consequence of treating the cross sections
and ionization probabilities more realistically is that the
discrete portion of one impurity spectrum may overlap
with the continuum of a shallower impurity, with the
form of the discrete spectrum depending strongly on tem-
perature and on the attenuation of the incident light
within the sample. In order to examine this situation
more closely we shall first define a PTIS response func-
tion.

For a spectral intensity W(co, t) incident on a slab of
thickness d, the intensity at depth z is'

(1—R )(e +Re ~e )

I —R e
(21)

where R is the refiectivity and a is the linear absorption
coefficient. The spectral component of the excess photo-
conductivity at depth z is proportional to bp, (Q) and
therefore W, (ro, t), so the spectrum of the excess photo-
current is

(22)

The absorption coefficient may be written

a(co)=g crsINJ' '(0)+ac(co),

where ac(ro) is the contribution from all other sources, in-
cluding Breit-Wigner-Fano {BWF) excitations, localized
vibrational excitations of electrically inactive impurities
such as C and 0 and of impurity or impurity-vacancy
complexes, and optical phonon excitation of the host lat-
tice.

Assume hi(Q) is referenced to a standard detector

4{A,B)
I (-4

t ) I t

PTIS RESPONSE
ln: 3.60 x 10' THICKNESS =1.4rnm

Al: 1.80 x 10'4 DONOR: 0.0

8 6

40.0K

20.0K

TEMPERATURE ~ 8.0K

I I I i

1260 1245 1230 1215 1200 1185 1170 1155 1140 1125 1110

WAVE NUMBER (cm ')

FIG. 1. Model calculation of the PTIS response function [Eq. (24}] for Si(In,A1) in the region of overlap of the In p3q2 spectrum
with the Al continuum. In concentration 3.6X 10' /cm, Al concentration 1.8 X 10' /cm3, donor concentration zero and sample thick-
ness 1.4 mm. Other sources of absorption are ignored.
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whose response hie(Q) is fiat in the frequency range of
interest, and that R is independent of frequency in this
range. Then the relative PTIS response of the sample,
hi(Q)/hie(Q), is proportional to the response function

f(ai, T), defined by

g
(flP)

) ~(~)gf(,T)= (24)
(x((u) 1 ge —Ix(lo)d

Si(In+I) and Si(Ga,B). Experimental values of photoab-
sorption line positions, line strengths (i.e., integrated peak
areas) and linewidths, taken from measurements on singly
doped float-zone sam) les Si(In) and Si(Ga) of known
dopant concentration, ' were used to obtain the parame-
ters o(i (peak height), cue (peak position), and 2I" (full
width at half-maximum) in the expression

00
o{co)= (26)

(~) ~ o(~)I(ru)~(Q)(0)
gh ~ Opj $j j

=number of holes generatei by a photon

of frequency co, per unit length of sample,

via photothermal ionization .

IB. CAI.CUI.ATIONS

We have apphed the theory described in the preceding
section to the calculation of model PTIS spectra for

for several P3/z lines of the deeper acceptor. The parame-
ter values are given in Tables I and II. The ionization
limits are designated by ((c. The corresponding limits for
Al and 8 are included for comparison.

The continuum contribution for each species j was ap-
proximated by the expression, due to Lucovsky, 'z

Eerr 16%8 cop (cia —
cdirt )

' 2 2 )/2 3'
&() =—,, (27)

E() 3nt c co3

where n is the index of refraction of the medium and
E,qr/Ec is the ratio of the effective electric field at the

I I t I

PTAS RESPONSE
Ga: 3.60 x 10'I THICKNESS= 0.6Gmm

8: 1.80 x 10'I DONORS: 0.0

10
I

4{A,B)
I4

40.0K

20.0K

TEMPERATURE = 8.0K

l

570 566 640
l . l

465 450

WAVE NUMBER (cm ')

FIG. 2. Model calculation of the PTIS response function [Eq. (24)) for Si(Ga,B) in the region of overlap of the Ga p3/2 spectrum
~ith the 8 continuum. Ga concentration 3.6~ 10' /cm, 8 concentration I.8 & 10' jcm, donor concentration zero, and sample thick-
ness 0.50 mm. Other sources of absorption are ignored.
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Si(ln, AI)

I I

1260 1246 1230
I I I I I I I

1216 1200 1185 1170 1166 1140 1125
I

1110

WAVE NUMBER {cm '}

PTIS RESPONSE
ln:?.75 x 10'6
Al 350 x 10"

THICKNESS= 0.3rl}rn

DONORS: 3.50 x 10"
20,0K

& 5.0K

1 O.OK

8
4(A,B)

TEMPERATURE =7.7K

t

l l

1260 1245 1230
l l l l l I l l

1215 1200 1185 1170 1155 t 140 1125 1110

WAVE NUMBER {cm '}

FIG. 3. (a) Portion of an experimental PTIS spectrum of a float-grovvn Si(In,Al) sample of thickness 0.3 mm, having In concentra-
tion 7.75' 10' /cm', Al concentration 3.5X10"/cm', and donor concentration 3.5X iO"/cm . (b) Model response function for the
sample in (a), calculated from Eq. (24).
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Cf)

z
0-
K
K
CQ
CC

UJ
EQ

I

600 585 570

()
} I I

555 540 525 510
WAVE NUMBER (cm-')

I I

495 480
1

465 450

I I I

PTIS RESPONSE
Ga: 3.60 x 10" THICKNESS=0. 82mm

DONORS: 2.70 x 10"

600
I

585
I

570
I I I I I

555 540 525 510 495

WAVE NUMBER {cm ')

I

480 465
I

450

ectrum of a float-grown Si(Ga,B) sample of thickness 0.82 mm, having Ga concen-
f io f h4 3)(10' /cm and donor concentration 2.7)& cm .tration 3.6& 10' /cm, 8 concentration . )( cm,

sample in (a), calculated from Eq. (24).
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impurity to the average field in the medium. Following
Ref. 12, we take this ratio to be 2.5 for all acceptors.
Equation (27), though approximate, will be sufficient for
our purposes.

For the photothermal ionization probability we have
used the expression derived by Abakumov and
Yassievich,

where U&„——%co&t —ficoj„ is the binding energy of a hole in

level n of species j, and co&t is the ionization limit of
species j. An improved expression for this probability has
been obtained by Jongbloets et al. , but numerical com-
parison of the two expressions indicates that they do not
differ very much over the temperature range of interest.

Figures 1 and 2 show calculations of the f(to, T) for
model samples of Si(In,A1} and Si(Ga,B) at various tem-
peratures. These figures clearly show the effect of the in-

crease in photothermal ionization probability with tem-

perature, especially in transforming negative In and Ga
peaks into positive ones. By comparison, the actual
reduction in the concentration of neutrals Ni„and No,
through photoionization, though taken into account
in the calculations, was quite small in this temperature
range. It should be noted that existence of a background
is necessary for negative peaks to occur; in the absence of
background, Eq. (24} gives positive peaks only.

Figures 3 and 4 compare actual PTIS spectra with
model calculations. The samples used here were fioat-
zone, ' but similar effects have been seen in Czochralski-
grown Si(In,A1) (Ref. 14). The model calculations com-
pare well with the observed spectra with respect to the rel-
ative intensities of the various lines in a given spectrum,
as a function of temperature, especially the temperature at
which the signature of a given line changes from negative
to positive. The experimental linewidths are broader than
those occurring in the model since the latter were fit to
data on singly doped samples, which generally show nar-
rower lines. As indicated in Fig. 4(a), the gallium line 2 is

suppressed by the presence of the I (0) optical phonon,
and therefore was omitted in Fig. 4(b). Phonon and other
possible contributions to the absorption were omitted in
these calculations, i.e., ao(co) was taken to be zero in Eq.
(23). The donor concentration in these samples was small,
of order 1% of the shallower acceptor, and had negligible
effect on the calculated spectra. More generally, in the
absence of band-edge light Eq. (1) shows that even in a
heavily compensated sample the only effect of the donors
is essentially to reduce the concentration of neutrals of the
shallower acceptor by an amount equal to the donor con-
centration. In the PTIS spectrum this will tend to make
the positive peaks of the deeper acceptor appear at lower
temperatures (in addition to reducing the intensity of the
shallow-acceptor lines).

IV. SUMMARY

In this paper we have derived a response function for
photothermal ionization in multiply doped p-type silicon,
which incorporates experimental line strengths, positions,
and widths obtained from photoabsorption measurements
on singly doped samples. The model has been applied to
doubly doped Si(In,A1) and Si(Ga,B) and comparison with
actual spectra shows good agreement for the relative
strengths of the In lines and of the Ga lines, and validates
the physical mechanism underlying the effect of tempera-
ture on the signatures of these lines. The model provides
a general framework which can be extended to include
other effects, such as donor contribution to the PTIS
response in the presence of band-edge light.
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