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Magnetic behavior of the semimagnetic semiconductor (Cdt „Mn„)3As2
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The magnetization, susceptibility, and specific heat of the semimagnetic semiconductor

(Cd~ „Mn„)3As2 have been measured in the temperature range 0.5 K & T & 300 K and in magnetic
fields up to 25 T for x & 18%. A transition to a spin-glass state is observed at low temperatures.
The results indicate that a relatively strong antiferromagnetic (AF) nearest-neighbor interaction Jo
is present together with an AF long-range interaction of the type J&/R' or J&/R . The magnetic
moment on the Mn sites turns out to be about 4.4 Bohr magnetons and no deviation from a random
distribution of the magnetic ions is observed. Based on these observations we calculated the thermo-

dynamic properties with the extended nearest-neighbor pair correlation approximation. It appears
that this approxixnation gives a good description of C, M, and P simultaneously with Jo/kz ———30
K and J&/k& ———20/R K (R in units of the nearest-neighbor distance). Possible application of the
model to other semimagnetic semiconductors and the possible origin of the exchange mechanism in

{Cd~ „Mn„)3As2 are discussed.

I. INTRODUCTION

(Cdi „Mn )sAs2, or CMA, can be considered as a solid
solution of the zero-gap semiconductors CdiAsz and

MniAs2. In an earlier publication' it has been shown by
the present authors that, for low Mn concentrations
(x &0.2), the behavior of this system resembles that of a
novel class of materials which have been termed semimag-
netic semiconductors (SMSC), which includes compounds
like CdMnTe, CdMnSe, HgMnSe, HgMnTe, PbMnTe,
etc. The properties of these materials have been extensive-

ly reviewed recently by Brandt and Moshchalkov. 2

An essential feature of the SMSC's is the interaction be-

tween the localized magnetic moments and the mobile
band electrons, which gives rise to rather anomalous ef-
fects in the free-carrier behavior as well as in the magnetic
properties. In this paper we will restrict ourselves to the
last item. For additional information on the band struc-
ture, optical and transport properties we refer to the pub-
hcations of Blom et al. '

In the study of the magnetic properties of SMSC's, two
types of distinct, although related, problems can be dis-
tinguished. The first problem concerns the physical in-
teractions inducing the commonly observed spin-glass
behavior at low temperatures, and the second problem
deals with the description of the thermodynamic proper-
ties in terms of interactions between the magnetic ions
and the statistical distribution of them. In the majority of
SMSC studied so far, a spin-glass transition is observed at
low temperatures. Since it appeared in the first experi-
mental reports * that such a spin-glass transition was re-
stricted to magnetic-ion concentrations above the percola-
tion limit of the host lattice, it was concluded that this
transition was induced by short-range interactions be-
tween nearest-neighbor magnetic ions causing frustration
effects. In our first report on CMA, however, we noted
that in this system the freezing transition also exists for

vanishingly small impurity contents. Quite recently, simi-
lar observations were reported for several other SMSC's
HgMnTe, PbMnTe, CdMnTe, and CdMnSe. This fact
indicates that a rather long-range interaction between the
magnetic ions must be responsible for the freezing transi-
tion. However, unlike the more canonical type of metallic
spin-glasses such as Cu (Mn), the Ruderman-Kittel-
Kasuya-Yosida (RKKY) oscillatory type of exchange can
be ruled out in this case because of the relatively low con-
centration of carriers (N, =10's cm ). Although several
other exchange mechanisms have been proposed, the
physical background of the interaction is still rather ob-
scure.

On the other hand, the description of the behavior of
SMSC's in the paramagnetic state is hampered by the fact
that, so far, no consistent set of parameters has been ob-
tained which explain all the relevant data. For two
representative examples, CdMn Te and HgMn Te, ex-
change parameters ranging over more than one order of
magnitude have been reported, together with rather con-
tradictory statements about the statistical distribution of
the magnetic impurities. According to recent publica-
tions of Shapira et al. ' at least part of this confusion
might be traced back to the use of oversimplified models
which have been applied to a limited set of data. Howev-
er, an effort to effectively reconcile these contradictory
viewpoints has, to our knowledge, not been undertaken
yet.

In view of the present state of the art on SMSC's, we
thought it worthwhile to study the properties of CMA in
some detail. As quoted above, earlier observations showed
that the properties of CMA resexnble those of a SMSC in
many ways. In this paper we will report the susceptibi1i-
ty, magnetization and specific heat results in a wide tem-
perature and field range and we will try to interpret all
these data simultaneously on the basis of one model incor-
porating a nearest-neighbor as well as a long-range in-
teraction in a random array.
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II. STRUCTURE AND SAMPLE PREPARATION

The CMA samples were grown by a modified Bridg-
man method at a temperature of 780—800'C, in carbon-
coated quartz ampoules containing stoichiometric
amounts of the pure elements. The composition and
homogeneity of all the samples were characterized by
electron-micropobe measurements, x-ray diffraction, and
chemical analysis. Single-phase samples were always ob-
tained for x &0.1. At larger concentrations, sometimes
small amounts of ferromagnetic MnAs could be detected.
The measured concentration x varied slightly over the in-
got and thus over the samples, which had typical dimen-
sions of 1 X 1 X 1 cm'. The relative accuracy of x is there-
fore estimated as + 10%. Zdanowicz er aL" have
described the preparation and structure of CMA in more
detaxl.

The crystal structure of CdiAs2 has been reported by
Steigman and Goodyear. '2 The Cd atoms, which are par-
tially substituted by Mn in CMA, are situated on the
corners of a simple cubic cell with systematic vacancies
on one diagonal.

III. EXPERIMENTAL RESULTS
A. Low-temperature ac susceptibility

The ac susceptibility was measured with a conventional
mutual inductance bridge operating in the region 90 Hz
&v&900 Hz. The results for CMA for various x are
shown in Fig. 1. The results below 1 K were obtained in a
dilution refrigerator for which no adequate absolute cali-
bration of X was available, which may result in some sys-
tematic deviations of the data at low temperatures.
Nevertheless pronounced cusps in X(T) are observed,
which, as we will see later on, are absent in the specific
heat. The susceptibility is rather insensitive to the fre-
quency in the range v&900 Hz. Moreover, small fields
up to 0.01 T only slightly smooth the cusps. No appreci-
able hysteresis was observed. Interpreting the cusp as a
transition to a spin-glass state, the resulting phase boun-
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FIG. 1. Low-temperature ac susceptibility of CMA.
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FIG. 2. Freezing temperature as function of x for CMA.
Dashed-dotted curve and solid curve represent the prediction for
Tf based on scaling ~ith J=8 ' and J=8, respectively.

dary Tf(x) x is —shown in Fig. 2 in the range
2% &x &18'%%uo. It appears that Tf~0 when x~0.
varies approximately with x, although a simple linear
dependence is not quite excluded. From this experimental
observation one may conjecture that the interactions in-
ducing this spin-glass transition are long ranged, since
otherwise no freezing should have been observed for
x &x„ the percolation limit which amounts to 33%
in this case. Moreover, scaling arguments'i'" relate
the specific concentration dependence of Tf Tf x or
Tf x, to a long-range exchange of the type J& /8 or
J, /R, respectively, where R is the distance between the
magnetic ions. Similar observations have been reported
recently for HgMnTe, ' CdMnTe, and CdMnSes.

B. Specific heat

Specific-heat data were obtained with a conventional
adiabatic heat pulse calorimeter in the range 0.3
K& T &20 K. The magnetic contribution C to the
specific heat was obtained by subtraction of the (scaled)
lattice contribution of pure CdiAs2 and the nuclear hyper-
fine contribution of the Mn ions.

The results for zero external field are shown in Fig.
3(a). As quoted above, no anomaly was observed at the
temperature Tf, indicated by arrows in the figure. The
overall contribution shows a broad maximum, typically
for an ensemble of interacting spins, where the tempera-
ture of the maximum is a measure for the magnitude of
the average interaction energy. Note that the maximum
shifts systematically to higher temperature (from O.S K to
S K) as the concentration increases from 1% to 10%.
This behavior indicates that the average interaction in-
creases more or less proportional with concentration,
which is consistent with the notion of a long-range in-
teraction. Further indications f'or the long-range charac-
ter of the interactions can be obtained from scaling invari-
ance. It has been shown by Souletie and by Tholence and
Tournier' that when the interaction is a function of the
distance, a simple correspondence between C, x, and T
can be established in a diluted alloy. For an interaction of
the type Ji/8, this would result in a universal function
when C /x is plotted against T/x. The experimental re-
sults are shown in Fig. 3(b). Indeed a fair degree of data



33 MAGNETIC BEHAVIOR OF THE SEMIMAGNETIC. . .

0.8
('shs)„

(5.&)

Tf

0.6-

O
& 0.a-

E
—~QO QQ ~ QQQg

~eo
~ eo~

Oy ~

(a)

( Cd1 „Nnx) 3 A 2

x(/o)~~o (I,
kk ~

k

kkkk kkkkkk 9.5
k kkk

kkk
"kk

kkkk k kkk k k

5.7

4- T(K) ~ ~+-~I I

K

-:2
C:
to6

O
CO

K

I I—0.38 o/o

~ ~

+O ~e skits 0
0 Q

I (

200
I 1

400
I

600

fbi'' ~.'ii~
0 2 4

T(K)

( 1 l

(Cd1-x ~fix) 3 As2

800

x( /o}
~ 0.22

0.5
0.92

o
o 57
k 95

11.5
k 17.5

1000

10 20 30
B(T)

FIG. 4. High-field magnetization M of CMA for selected
concentrations. The solid lines represent fits with the
phenomenological Brillouin function.

obvious increase of the average interaction. Saturation in
the present field range is achieved for the concentrations
lower than 3%%uo.

Gaj et al. '6 have introduced a phenomenlogical Bril-
louin function in order to describe the magnetization of
SMSC's. In this approach the magnetization per Mn ion
can be written as

T/x (K)

FIG. 3. (a) Magnetic specific heat of CMA. The arrows indi-

cate the freezing temperature Ty for the corresponding concen-
trations. (b) Scaled magnetic specific heat Cm/x as function of
the scaled temperature T/x. This scaling is based on J=R

reduction can be observed. In the next paragraph we will
present evidence that strong antiferromagnetic interaction
will lead to pairing of statistically nearest neighbor Mn
ions. At the present low-temperature range these pairs
will not contribute to C . Modification of x to x,ff,
which excludes the nearest-neighbor paired Mn ions,
indeed considerably improves the data reduction. On the
other hand, the data reduction is worse when a long-range
interaction of the type Ji /R is assumed. In neither case,
however, it is perfect and in our opinion it yields no per-
tinent evidence about the specific dependence of the in-
teraction on distance.

5/2gy, k8~ =Wa~o&s/2
B eff

The saturation magnetization per Mn ion gp, &So and the
effective temperature T,rr= T+ To are considered as ad-
justable parameters. For the sake of comparison we also
fitted our magnetization results of CMA with this Bril-
lauin function as shown in Fig. 4. The obtained gSo and
To are given in Table I.

The saturation moments per ion are plotted in Fig. 5
against x, supplemented with extrapolated results based
on fits of the data to a phenomenological Brillioun func-
tion for higher concentrations. Two features of this fig-
ure are noteworthy. First, these results shaw that, in the
limit of vanishingly small concentrations of magnetic
ions, the saturation moment per ion gpkSo approaches
the value of 4.2+0.2 Bohr magnetons instead of the value
of 5 Bohr magnetons anticipated from the conjecture that

C. Magnetization

Magnetization measurements were performed in the
field range up to 25 I and the temperature range 2
K& T &4.2 K. In the low-field range (B &6 T) a Foner
magnetometer was employed. The high-field measure-
ments were performed with a pulsed field fiux method.
Some representative results are shown in Fig. 4.

From a comparison of the overall behavior as compared
with that of an ideal paramagnetic gas it can be concluded
that the average interaction must be antiferromagnetic.
Furthermore, an increase of the concentration yields an

0.23
0.38
0.55
0.72
2.6
5.8
8.8

4.2
4.0
4.3
4.0
3.8
3.3
2.5

0.9

10.8
22
31

TABLE I. Results of fitting with the phenomenological Bril-
louin function [Eq. (1)].

To (K)
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FIG. 5. Saturation magnetization per Mn ion, gpqSO, as
function of the concentration x for CMA. Curve a represents
the contribution of the statistical fraction of the singles to the
saturation. Curve b includes also the contribution of 3 of the

statistical fraction of open triples.

the ground state of the localized Mn + moments would be
an g state. Although such a reduction of the fro:-ion mo-
ment cannot be excluded a priori in a semimetallic sur-
round ng, it has not bmn obse~& in other SMSC's In
metallic spin glasses, however, it is a usual phenomenon.
Susceptibility results which will be discussed below sup-
port this conclusion. Second, another feature worth men-
tioning is the apparent reduction of the measured satura-
tion value when the concentration increases. Besides the
data points we also plotted in Fig. 5 the theoretical mo-
ment under the assumption that nearest-neighbor pairs do
not contribute in this field range, for instance because
they are strongly coupled antiferromagnetically and the
ground state is a singlet state. The fractions of singles
and triples have been obtained from random statistics.
Comparison of the actual data with this prediction shows
a remarkably good agreement, although one has to recall
that the data at high x are based on extrapolated results.
Recently, Aggmwai et al. and Shapira et al. ia also ob-
served such pairing in ZnMnSe and CdMnSe. In that case
the interpretation was somewhat more direct, since they
observed also a decoupling of the pairs in still higher
fields. Since we do not observe any decoupling in fields
up to 28 T, the antiferromagnetic nearest-neighbor cou-
pling in CMA amounts to at least 40 K, or alternatively,

i Jo/kh i )20 K.

D. High-temperature susceptibility
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FIG. 6. High-temperature susceptibility of CMA. The inset
shows the inverse susceptibility, in which the solid lines
represent the limiting high-temperature Curie-Weiss behavior
according to Eq. (2). In both figures the same symbols are used
for corresponding x.

3xNg @AS(S + 1 }

3kgM

where M is the molecular weight and N is Avogadro's
number. The resulting values for g[$(S+1)]' and gS
(assuming g =2) are given in Table II. Again, as was al-
ready anticipated from the high-field magnetization data,
the moment per Mn ion (4.7+0.2@ii) appears to be smaller
than the free-ion value (5pe). For all concentrations x,
the Curie-Weiss temperature 8 is negative [antiferromag-
netic (AF)j and is roughly proportional to x as plotted in
Fig. 7.

We would like to stress at this point that 8 obtained
from this high-temperature data contains all the interac-
tions (nearest-neighbor as well as long-range), in contrast
to the other data reported above (at low-temperature and
relatively small-field) where as we saw before, strong anti-
ferromagnetic nearest interactions may eliminate the con-
tribution of even numbered statistical clusters. If we
adopt, for the moment, a model in which the localized

Susceptibility measurements were performed up to 300
K in a field of a few thousand oersted with a Faraday bal-
ance. The ac susceptibility results measured up to 80 K
agree reasonably with these results. The data, corrected
for a diamagnetic contribution of Cd3As2, which was
determined separately as —3.10 emu/g, are shown in
Fig. 6. At sufficiently high temperature all the data ap-
pear to follow a Curie-Weiss behavior given by

X—Xo——C/(T —0}.

The slope of the 1/(X Xo) Tplot is determ—ined -by the
factor

D.38
D.72
2.6
5.8
8.8

g[S(S+1}]'i2

5.4
5.8
5.8
5.7
5.4

gS (g =2}
4.5
4.9
4.9
4.8
4.5

TABLE II. Results obtained from the slope of the inverse
susceptibility versus T, at high temperature (see also inset of
Fig. 6).
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Comparing this expression with the experimentally ob-
served 8= —1080x in Fig. 7 yields a relation between the
strength of the two interaction parameters Jo and Ji as
plotted in Fig. 8.

We would like to note also that the linearity of 8 versus
x is not a result of the specific R dependence of the
long-range interactions. Only the prefactors in Eq. (4)
will alter when another radial dependence is used. How-
ever for Ji/R", n & 3 the sum in Eq. (3) is not convergent
and the prefactor of Ji can not be found unless damping
effects or oscillations of the long-range interaction are
taken into account. The linearity basically rests on the as-
sumption that the magnetic ions are randomly distributed
in the lattice. The observed proportionality between 8
and x therefore appears to support this conjecture.

IU. INTERPRETATION

L M ~ ~ ~ I .I
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FIG. 7. Curie-gneiss temperature as function of x. The solid
line represents 8= —1080x.

(3)

magnetic moments are subjected to a nearest-neighbor ex-

change Jo and a long-range interaction of the type
J=Ji /R, high-temperature series expansion (HTSE)
gives

A first inspection of the experimental zero-field specific
heat, magnetization, and susceptibility data has shown so
far that these results can be, at least qualitatively, under-
stood on the basis of the following assumptions:

(i) A relatively strong AF nearest-neighbor interaction
Jp.

(ii) An AF long-range interaction of the type Ji/R"
where n is 3 or 4.

(iii) A random array.
(iv) gS=4.4, the average between magnetization and

susceptibility results (or since we would like to work with
"real" spin values, g =2.2 and S=2).

which for CMA results in (assuming S =2)

(16Jo+31.1Ji ),

where N~ is the number of neighbors at distance RJ (RJ
expressed in units of the nearest-neighbor Mn distance).

I0-, (t.d1 x Nnx) 3 4S2

~~ 20

4.0

I J I/k8(K)

FIG. 8. Representation of the relation (16
~
Jo

~

+31.1
~
J~

~
)/ks ——1080, obtained from Eq. (4) and the slope of

8—x. The dashed lines represent the relation for the two ex-
treme slopes of 0—x, which can be obtained from Fig. 7. The
cross marks Jo and J&, used in extended nearest-neighbor pair
correlation approximation (ENNPA).

In the following, we will now try to calculate the relevant
thermodynamic properties of such a magnetic array and
compare the results with the actual data in order to verify
whether it is possible to obtain a consistent description of
the various data based on the above mentioned assump-
tions.

The inclusion of a long-ranged interaction yields a rath-
er complex Hamiltonian. In the earlier approximations
used for SMSC's, use has been made of a model in which
the array has been build up from singles, pairs, triples,
etc., with only a nearest-neighbor interaction. However,
this model is not applicable in this case since the long-
range interaction implies that all moments are coupled.
This is particularly important for the zero-field specific
hest where, in contrast to the earlier approaches, the sin-
gles (in the sense that they have no magnetic nearest
neighbors but interact with neighbors further apart) prob-
ably form the major contribution to the total magnetic
specific heat at low concentrations. Discarding this con-
tribution almost inevitably leads to uprating of the num-
bers of clusters above their statistical weight correspond-
ing to a random distribution in order to fit the experimen-
tal data.

Following Ref. 17 we have calculated the thermo-
dynamic properties by means of the so-called pair-
correlation model. The basic assumption on which this
method rests can be stated as the partition function of a
macroscopic system with a fixed random distribution of
spins may be factorized into contributions of pairs of



DENISSEN, NiSHIHARA, van GOOL, AND de JONGE 33

spins. Thus each spin is considered to belong to one pair
formed with its nearest magnetic neighbor which may be
located anywhere. %e have extended this model by taking
into account one kind of triple correlation: we corrected
for the spins which have two magnetic neighbors at the
same distance. This model can be considered as a version
of the model employed by Morgownik and Mydosh, '

who obtained excellent results with this approach in the
description of some metallic spin-glasses.

The sites of the crystalline host structure are arranged
in shells at distances (R„, v=1,2, 3, J around the
reference site; the vth shell contains N„sites. Using

n„= QN„ for v&0 and no=0,
1

the probability of finding the nearest spin in the vth shell,
for the random case is

20

(Cd1 „Wn„)3 As2

x 269o

10=
rg

JD

CL

~ ~ I

10 15
S (she((}

20

FIG. 9. Probability of finding a neighbor in shell v [pair, Eq.
(8)] represented by the blank histogram and probability of find-
ing two neighbors in shell v [triple, Eq. (7)] represented by the
shaded histogram.

—a'Va(~'+~:, i+~:,z»' (10)

where J„=JO for v= 1 and J„=Ji/R"„for v&1. R„ is in
units of the nearest-neighbor distance.

The total free energy and other thermodynamic func-
tions like the specific heat, magnetization, and susceptibil-
ity can be calculated from the pair and triple contribution:

P„(x)=(1—x) " ' —(1—x) ".
The probability for finding two neighbors in the same
shell (spin in a triple} is

N„(N„1)—
P, (x)= x (1—x)"

2

The probability for a spin in a pair is taken as

P„(x)=P„(x)—P„(x) .

The Hamiltonians for a pair and a triple are given by

H„= 2J„S; S—„—gpss(S;+S'„)B',

H„= —2J„S; S„i—2J,S; S„p

for Ji/R we chose to present the latter. We would like
to emphasize at this point that the theoretical curves
shown in Figs. 10, 11, and 12 do not represent the best
possible fit of each thermodynamical property separately.
Jo and J~ were chosen such that the best overall agree-
ment for all three experimental quantities is obtained.
The most important feature is probably that these results
show that it is in principle possible to explain the behavior
of the specific heat, susceptibility and magnetization
simultaneously, on the basis of the chosen set of assump-
tions.

Additionally we would like to make the following com-
ments. As stated above, the magnitudes of the values of
Jo and Ji have been obtained from the best overall agree-
ment of all the accessible data. This may not be com-
pletely correct. The extended nearest-neighbor pair corre-
lation approximation (ENNPA) used in the calculation, is
probably a worse approximation for higher concentra-
tions, because the role of large clusters is not taken into
account. In that light the agreement of the data with this

F = g P„(x)F„/2+P„(x)F„/3,
v= 1 0.8 ) I )

((-d1 x ~x~3As2 X(0/ )

C = g P„(x)C „/2+P„(x}C „/3, . (12)
v= 1

The calculations were performed numerically. Therefore
we were forced to use "real" spin values and we chose
g =2.2 and S =2, resulting in gS=4.4 as indicated by
magnetization and susceptibility experiments. The sum-
mation over the shells (v) in Eqs. {11)and {12) is carried
out up to shell v= v for which g"„ iP„(x)+P„(x)& 99.5.
Figure 9 shows an actual distribution for x =2.6%%uo, to-
gether with the occupation of triplcs in each shell which
have been taken into account. The value of v was taken as
17 in this case. For higher concentrations of x, a smaller
v was sufficient, for lower concentrations v was increased.

In the calculations, Jo and J~ were treated as adjustable
parameters. The results of such a calculation are shown
in Figs. 10, 11, and 12. Since on the whole the overall
agreement for J&/8 is somewhat worse than J&/8 and
the phase diagram Tf —x also gives a stronger indication

0.6

Gl

Cl
E 0.~

E

0.2

0 2 6 8

T(K)

FIG. 10. Magnetic specific heat of CMA. The solid lines
represent calculations with the approximation (ENNPA)
as described in the text using Jo/kz ———30 K and JI/k~
= —20/R K.
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V. CONCLUDING REMARKS AND DISCUSSION
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FIG. 11. High-field magnetization M of CMA. The solid
lines represent calculations with the approximation (ENNPA),
using Jo/k~ ———30 K and J~/kq ———20/8 K.

model at the highest percentages may be considered as
fortuitous. If one only aims for a good agreement at low
concentrations, the parameter value for

~
Ji

~

tends to de-

crease somewhat. Second, it should be noted that the pa-
rameter values of Jo and J, do not influence the results in
a comparable way. In fact, the behavior of C is com-
pletely determined by Ji in the present temperature range,
since the direct contribution of nearest-neighbor pairs is
negligible in the temperature range studied. The same is
more or less valid for the magnetization, although of
course the pairing of statistically nearest neighbors de-

creases the apparent saturation in the measured field
range as we have shown before. Therefore Jo is in fact
only determined by the high-temperature susceptibility
where Ji as well as JD contribute [see Eqs. (3) and (4)].

For the Curie-gneiss temperature we obtained an exact
result by HTSE [Eq. (4)]. Although the extended pair
correlation model is an approximation, we checked wheth-

er Eq. (4) with Jo and Ji from the ENNPA agrees with
the experimental 8(x). The agreement is quite good, as is
shown in Fig. 8.

I l l

e

-400E

0
B(Tj

In the preceding paragraph we have given a model
which describes the data on the specific heat, susceptibili-
ty, and rmgnetization simultaneous1y. The model con-
tains nearest-neighbor and long-range antiferromagnetic
exchange and assumes a random distribution of magnetic
ions. Of course a number of questions remain to be
answered. These questions relate to the origin of the
reduction of the Mn spin S, the applicability of the pair
correlation model for high concentrations and the conse-
quences for the present interpretation. However, answer-
ing these questions requires further investigation which is
currently underway. In the remainder of this paper we
will focus on three issues; the applicability of our model
to other SMSC's, the possible origin of the long-range in-
teraction and the existence of the spin-glass phase.

As we quoted in the Introduction, one of our aims in
the present investigation was to provide a model which
simultaneously would explain the behavior of various
thermodynamic quantities. One may therefore ask wheth-
er this model can also successfully be applied to compar-
able SMSC's. In order to investigate this point, we per-
formed preliminary calculations of C and M for
HgMnTe and compared these results with data reported
by Nagata et al. and by Dobrowolski et al. '9 So far, these
data have been interpreted separately with cluster models
and strongly modified statistical distributions. Since
HgMnTe also displays a T~(x) for low x, which can be
described with TI=x, indicating a long-range contri-
bution J&/8, the present model may be applicable. As
an illustration, Figs. 13 and 14 show preliminary results

10— ~ 80-
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E
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LJ

Hg1-x Mnx ~

x = 2.7'/o

I

100 200 300
TIKI

FIG. 12. Inverse high-temperature susceptibility of CMA.
The solid lines represent calculations with the approximation
(ENNPA), using J /k = —30K and J, /k = —20/8 K.

T(K)

FIG. 13. Magnetic specific heat of Hg& „Mn„Te
for x =2.7%. The solid lines represent calculations with the
ENNPA, using Jo /k= —4 K, Jl/k& ———2.5/R, S=2.5, and

g =2. The inset shows Ty as a function of x. The dashed line

yields T~-x, indicating J&/k&-8
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FIG. 15. Tf/x as a function of the electron concentration n

for CMA.

T{K)

FIG. 14. Magnetic specific heat of Hg~ „Mn„Te for x =6%.
The solid lines represent calculations with the ENNPA, using

Jo/k~ ———4 K, Ji/k~ ———2.5/R K, S=2.5, and g=2. In
the inset, 8 as function of x is given. The dashed-dotted line

yields the prediction of Eq. (3) using Jo/k& and J&/ks as ob-
tained from the ENNPA.

for C based on some low-concentration data which were
available to us. The calculations for the magnetization
(not shown here) are in good agreement with the data.
Moreover, the exchange parameters Jo and J& used in this
fit yield a Curie-&eisa temperature 8 [according to Eq.
(3)j which agrees with the experimental high-temperature
susceptibility (see inset Fig. 14). Judging from these re-

sults we are tempted to conclude that, at least for low con-
centrations, x, in this case a theoretical description of the
data is also possible, assuming a nearest-neighbor ex-

change and long-range exchange of the type J, /R . No
deviation of random statistics is necessary. A inore de-

tailed comparison also comprising other SMSC's such as
CdMnTe, is currently undertaken and will be published
elsewhere.

In canonical metallic spin-glasses, the long-range in-
teraction is commonly assumed to originate from the po-
larization of the fry carriers. It can be expressed by the
RKKY interaction which for a parabolical band can be
written as

specific n dependence, we prepared a series of CMA crys-
tals with nearly constant Mn concentration but with
somewhat varying electron concentration n The e.lectron
concentration was varied by doping with traces of Cu or
annealing in a Cd-rich environment. Figure 15 shows
that no significant change in rf could be detected in the
range 3)&10' gn &11&(10' cm in contrast with the
RKKY prediction for J.

As an alternative, the interaction may be due to the po-
larization of the valence electrons (virtual interband in-
teractions), as shown by Lewiner and Bastard, ' which
may be very effective in zero-gap semiconductors since
the exponential damping factor of the Bloembergen-
Rowland mechanism becomes zero. If a positive gap eo
exists between the conduction and valence bands, the in-
teraction is antiferromagnetic and can be written as '

J(R)=f(R)exp( —koR) . (14)

J(R)=R " with 4&n &5. (15)

ko =Pi '(2m'eo)'/, where m' is the sum of the electron
and hole masses.

For vanishing small gap en the exponential decay van-
ishes and the radial dependence is crucially determined by
the specific dispersion of the valence and conduction
bands. Lewiner et al. ' calculated the interaction accord-
ing this mechanism for two specific electronic band struc-
tures. For linear bands (which occur for instance at
the zero-gap~semiconductor transition) a power-law
behavior is obtained:

JRxKy(R) =(A/R )[kpR cos(kpR) —sin(kpR)], (13) For parabolic bands they found '

where kF is the Fermi wave vector and R is the distance
between the ions. In CMA (and other SMSC's for that
matter), the electron density is rather smail resulting in
kF ——7. 10 m with a nearest-neighbor distance
ao ——3.17X 10 ' m. Therefore the RKKY interaction
cannot be approximated by a R dependence since kF
is rather small. Instead Eq. (13) should read
JRKKy A 'n /R, where n is the electron concentration.
Moreover, for R & 10ao, the interaction according to Eq.
(13) is ferromagnetic. It is clear that these predictions are
not in agreement with our observations. To illustrate the

J(R)=R

It has been suggested that this mechanism is responsible
for the long-range interactions in HgMnTe, CdMnTe, and
CdMnSe, ' ' ' ' although another mechanism has also
been proposed. The suggestion is based, among others,
on the decrease of T~ with increasing band gap (as ob-
served in quaternary alloys such as HgCdMnTe with a
given Mn concentration). ' Also the smaller Ty for the
wide-gap compound CdMnTe as compared with the T~ of
the narrow-gap compound HgMnTe can be qualitatively
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understood with this mechanism.
Whether this mechanism is also responsible for the in-

teraction in CMA however, remains, to be seen. Similar
to HgMnTe, (Cdi, Mn, )&As2 is also a zero-gap semicon-

ductor for low x. Extrapolation of Shubnikov —de Haas
results for x =0.01 and x =0.02, indicated a zero-

gap~semiconductor transition at x =(6+1)%. The same

effect occurs in Hgi „Mn„Te at x=7.5%. In the Tf x-
diagram of CMA no significant change in behavior is ob-

served in this concentration range, while in HgMnTe an

anomaly has been suggested.
Moreover we have prepared quaternary alloys

(Cdi &,Zn~Mn, )iAsz. The substitution of Zn in

Cd3As~ has been shown to increase the gap. Comparing

Tf in alloys with the same Mn concentration (x =10%)
but with different Zn concentration we found that Tf in
creases with Zn concentration. This is in marked

disagreement with the expectation based on the
Bloembergen-Rowland mechanism.

There is experimental evidence that rather-long-range
superexchange interactions may be present in some com-
pounds. For the spinel Fej&2Cu&~2Rh2S4, the spin struc-
ture can only be explained by taking into account distant-
neighbor interactions involving exchange paths Fe-S-Rh-
S-Fe and Fe-S-Rh-S-Rh-S-Fe. In Ref. 27 it is theoretical-
ly shown that superexchange due to the hybridization of
the d states with the valence-band states can be long-
range. For a parabolic band state this interaction is anti-
ferromagnetic and given by

J(R)=(A/R )exp( —koR)+(B/R)exp( koR), —

where ko is the electron wave vector which governs the
energy of the hybridized state. For small ko the above in-
teraction is long-range. It has been suggested that su-
perexchange contributes to the exchange in a semimagnet-
ic semiconductor as Pbi „Mn„Te, although other mech-
anisms have been proposed. Very recently it was shown

by theoretical calculations that superexchange is dominant
in CdMnTe. Also various spectroscopic measurements
yielded evidence on the presence of strong hybridization
effects of the 3d states in CdMnTe. Whether these ef-
fects, which can induce long-range superexchange, are
present in CMA remains to be investigated. The reduc-
tion of the local moments compared to their purely ionic
state, as observed in CMA, might be considered as an in-

dication to that effect.
Finally we would like to comment on the existence of a

spin-glass transition in semimagnetic semiconductors. To
start with, we would like to emphasize that all evidence
gathered so far indicates dominant antiferromagnetic in-
teractions between the magnetic moments in all of the
semimagnetic semiconductors which have been studied.
According to the present understanding of spin-glasses,
randomness combined with either competition or frustra-
tion seem to be essential ingredients for the existence of a
spin-glass. It has been shown theoretically that a diluted
magnetic array on a fcc host lattice coupled by nearest
neighbor anitferromagnetic interactions results in a spin-
glass when the concentration of magnetic ions x exceeds
the percolation limit x, . The appearance of a spin-glass
phase in Cd& Mn, Te and related SMSC's therefore
could be related to these topological frustration effects in
view of the fcc symmetry of the host lattice.

Recently, however, it has been shown that the spin-
glass transition also exists for concentrations below x, for
SMSC's such as Cd~ „Mn„Te, Hg& „Mn„Te, etc. and ex-
tends in fact down to x =0, as a consequence of the long-
range character of the interactions. ' It seems to us
that these observations of spin-glass behavior for x &x,
cannot be understood on the basis of the above-
mentioned theoretical predictions. The situation for
(Cdi Mn )sAs2 is even more pronounced since in this
case, for x ~x„ the nearest-neighbor frustration mecha-
nism is also excluded due to the simple cubic symmetry of
the host lattice.

In conclusion, we feel that the spin-glass behavior of
(Cd& „Mn, )&As2 (but also of the well-known SMSC's
such as Cd&, Mn, Te, Hg& „Mn„Te, etc. for x &x,) can-
not be understood on the basis of the present ideas about
the essential characteristics of the spin-glass formation.
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