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High-precision specific-heat measurements were made on pure liquid He in both the normal and

superfluid phases for temperatures between 0.6 and 5 mK and for pressures between 0 and 34 bars.
The data were obtained using a magnetic susceptibility thermometer which was calibrated against
the National Bureau of Standards scale near 15 mK and at lower temperatures principally by the
condition that the zero-pressure normal-phase specific heat be linear in temperature. The 'He phase
diagram based on this scale is presented. In particular we find that T& ——2.49 mK which differs
quite substantially from the currently accepted value of about 2.7 mK. Multiplying the Pt NMR
temperatures determined by Haavasoja and co-workers by a factor of 0.89 or subtracting 0.13 mK
from the magnetic temperatures of Paulson et al. brings both of these scales into excellent agree-
ment with the new scale. The He quasiparticle effective mass, m3 (P), extracted from the normal-

phase data agrees well with our previously reported results based on higher-temperature specific-
heat data. The values of m3 (P) from Haavasoja and co-workers are -20%%uo smaller. However, if
their specific-heat data are reanalyzed using the new temperature scale, the two sets of m3 (P}
values are brought into good agreement. %e thus claim that the large discrepancies between previ-

ous specific-heat measurements are due almost entirely to differences in temperature scales. The
new normal-phase specific-heat data at low pressures show no evidence of the anomalous behavior
observed by Haavasoja and co-workers. Consequently, the size of the specific-heat jump at T, could
be determined with little ambiguity over the entire pressure range. hC/C& is only a few percent
larger than the weak-coupling value at P=O and increases linearly with sample density. At high

density the temperature dependence of the specific heat below T, shiows small deviations from
theory.

I. INTRODUCTION

Two recent low-temperature experiments, ' designed
primarily to study the specific heat of superfluid He,
yielded remarkably similar results. However, the data for
the normal-phase specific heat were much smaller than
and clearly inconsistent with earlier measurements
made generally at somewhat higher temperatures. The
large discrepancy could not be explained beyond conjec-
ture, and consequently it was not known which of the two
groups of experiments was giving the correct He specific
heat and therefore the correct He quasiparticle effective
mass rn3.

More recently, additional specific-heat measurements
were made on the normal phase of the liquid. These pre-
cise data covered large ranges of both temperature and
pressure, and fell between the extremes of the previous re-
sults, but much closer to the older higher-temperature
data. It was demonstrated that only this newest set of
measurements satisfied several important thermodynamic
checks. Support for these data was also provided by two
subsequent normal-phase specific-heat experiments '
performed, however, only over limited ranges of tempera-
ture and pressure. Moreover, it has been demonstrated"
that the newest determination of m 3 is the most compati-
ble with our current theoretical understanding of liquid
He.

Obviously, if the newest values of n3 are accepted as
correct, then the recent very-low-temperature specific-heat
data' on He, including the results for the superfluid

phases, must be seriously in error. One must thus ques-
tion, for example, the reliability of the deviations from
BCS theory extracted from these measurements. Further-
more, since the source of error is unknown one cannot be
certain that the problem is confined solely to the specific
heat of He.

In this paper we present new high-precision specific-
heat results for liquid He which cover the temperature
range 0.6—5 mK and the pressure range 0—34 bars. The
data were obtained using a magnetic-susceptibility ther-
mometer which was calibrated against the National
Bureau of Standards (NBS) temperature scale' (CTS-
1983) near 15 mK and at lower temperatures principally
by the condition that the zero-pressure normal-phase
specific heat be linear in temperature. C/T was found to
be in good agreement with values from Ref. 8. It was also
found that the new temperature scale is accurately propor-
tional to the platinum NMR scale of Ref. 1 with a scaling
factor of 0.89. On the new scale the superfluid transition
temperature at melting pressure is 2.49 mK. If the
specific-heat data of Refs. 1 and 2 are reanalyzed using
the new temperature scale, their normal-phase values are
brought into very good agreeinent with the specific-heat
data presented in this paper and with the results of Ref. 8.
We therefore find the source of the He specific-heat con-
troversy to be entirely associated with differences in ther-
mometry.

The new low-pressure specific-heat data near the super-
fluid transition (at T, ) do not show any evidence of the
anomalies seen by Ref. 1 in the normal phase and by Ref.
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2 in the superfiuid phase. Consequently the size of the
specific-heat jump at T, could be determined with little
ambiguity over the entire pressure range. hC/C& is only
a few percent larger than the weak-coupling value at
P =0 and increases linearly with sample density. At high
density the temperature dependence of the specific heat
below T, shows small devratj. ons from theory. '

II. EXPERIMENTAL DETAILS

A. Calorimeter
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FIG. 1. Calorimeter.

Figure 1 shows a cross-sectional drawing of the
calorimeter and also the attachment of the sample cell to
the PrNi5 refrigerator. Some technical details of the
calorimeter are listed in Table I. Specifics of the nuclear
demagnetization refrigerator are discussed in Ref. 14.
The cell had a nominal volume of 17 cm and was con-
structed mainly from high-purity silver because of this
material's small nuclear specific heat.

Located inside the cell and soldered' to its base were
six 3-mm-diam silver rods. These extended to near the
top of the cell. Silver powder' was sintered' around
each of these rods using a graphite mold to form posts 0.9
cm in diameter and 0.9 cm high. The Brunauer-Emmett-
Teller (BET) surface area measured before sealing' the
cover onto the cell base was 9.3 m2. This corresponds to
0.83 m per gram of silver powder, which agrees well with
previous' measurements made on small-diameter plugs
sintered under similar conditions. The calorimeter heater
was noninductively wound around one of the silver posts
just above the sintered material. It consisted of a 7.6-cm
length of 0.0025-cm-diam Pt-W wire with a resistance of
116 Q. The heater leads were 0.0076-cm-diam Cu-
Ni —clad Nb-Ti wires. The lanthanum-diluted cerium
magnesium nitrate thermometer (see Sec. II B) was located
inside a high-purity niobium shield which threaded into

TABLE I. Calorimeter details.

Sample volume
Volume of silver sinter
Surface area of sinter
Heater resistance

16.55 cm'
2.7 cm
9.3 m
116.3 0

Principal
Silver
Silver pounder

Niobium

Copper
pt-w

construction materials
238.5 g
11.2 g
S.45 g
0.7 g
0.002 g

B. Thermometry

The cell temperature was measured using a LCMN
thermometer located inside the cell (Fig. 1) and in direct
contact with the He sample. The low-temperature part
of the thermometer consisted of a pair of superconducting
coils2 which formed two legs of a self-inductance suscep-
tibility bridge operated at a frequency of I kHz. The
coils were made as identical as possible, except that one
coil was firmly packed with finely powdered LCMN (5
at. % CMN) forming a plug 4.8 mm in diameter and 4.8

the cell base. Six 1-mm-diam holes were drilled through
the shield very near the closed bottom of the cylinder to
admit the He sample when the calorimeter was only par-
tially full. The electrical leads to the heater and to the
thermometer passed out of the He chamber through
short lengths of copper capillary tubing epoxied' into
holes drilled through the cell base. The seals between the
wires and the tubing were also made with epoxy. '

The cell was positioned above a flanged silver post
which was, in turn, mechanically clamped to the nuclear
refrigerator. Rigid support was provided by three pairs of
thermally insulating Vespel screws and spacers. Contact
was also made via two pairs of 3-mm-diam silver rods
which were welded to the cell base and fiange, respective-

ly, and joined at their opposite ends with a tin heat switch.
This switch was activated using a superconducting coil at-
tached to the union platform of the refrigeration, see Fig.
1. To confine the magnetic field, the coil was located in-
side a Nb shield. A O. I-Q shunt across the leads of the
coil was thermally attached to the still of the dilution re-
frigerator.

In addition to the heat-switch coil, a melting-curve

(MC) thermometer, a 20-pF reference capacitor, ' and a
pressure gauge were mounted on the union platform. The
pressure gauge was identical in construction to the MC
thermometer and was joined to the cell with a 6-cm length

of 0.0076-cm-i. d. Cu-Ni capillary. The fill capillary was

similar but had a length of —1 m between the cell and the
valve mounted on the mixing chamber of the dilution re-

frigerator. To prevent the coiled capillary from vibrating

it was wound in the threads of a nylon screw which was

attached to one of the support rods of the nuclear re-

frigerator.
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mm in height. The plug was covered at both ends by
discs of coarse filter paper. The two coils were epoxied
into holes drilled into a sheet of plastic. In turn, the strip
of plastic was inserted into a niobium tube mhich was rig-
idly attached to the cell body. To reduce the trapped
magnetic field in the niobium cylinder, a p-metal shield
was placed around the outside of the Dewar during the in-
itial cooldown of the cryostat.

The resolution of the thermometer was given approxi-
mately by

=1.6&&10 '—.
T

—
V

T is the temperature measured in mK, and V is the rms
bridge excitation voltage in mV. The self-heating in the
thermometer was described by

The heat-capacity measurements were made with the
bridge driven at 1 mV for T ~1.5 mK and at 2 mV for
higher temperatures. Therefore the self-heating at 0.7,
1.5, 1.5+, and 5 mK was 4)&10, 2&10, 8)&10
and 2)&10, while the corresponding resolution was
1&10,2)&10, 1&10,and 4&10 . Consequently,
in order that the heat-capacity data have a precision of
better than 1%, it was necessary to generate temperature
steps which were greater than 2%, 4%, 2%, and 8% of
the temperature, respectively.

The preliminary calibration of the LCMN thermometer
was performed by closing the cell heat switch and com-
paring the LCM¹hermometer readings with those of
the MC thermometer mounted on the union platform
(Fig. 1). This was done for various temperatures in the
range 1—16 mK. A check on the accuracy of this map-
ping was made by comparing the superfluid transition line
[i.e., T, (P)] determined using the LCMN thermometer
with that previously reported and based on the same
melting-curve scale. ' In particular, and in agreement
with the previous work, it was found that T, (P =0) and
Tz, the magnetic-ordering transition temperature, were
numerically equal to within better than —,'%. The con-
clusion is that there were no serious temperature gradients
between the LCMN and MC thermometers even though
the thermal path included the tin heat switch and two
rather-low-surface-area He—to—silver-powder interfaces.
The same conclusion was also reached based on a mea-
surement of the small heat leak ( -0.1 nW) into the cell.

The calibration data were well fitted by the expression

are too high in the millikelvin region. Note that the MC
scale of Ref. 14 is based on the thermodynamic measure-
ments of Halperin et al. below —15 mK. %e have
therefore elected to adjust the temperature scale to give
the expected temperature independence of C/T for nor-
mal He at vapor pressure. That is, we use the normal-
phase specific heat as an input in determining the working
temperature scale which we then use primarily to analyze
the measurements in the superfluid phases. The details of
the temperature-scale adjustment are deferred to Sec. III
because of their intimate connection with the final
specific-heat results.

C. Specific-heat measurements

The heat-capacity measurements were made using the
standard heat-pulse technique with both the heater and
thermometer located inside the He chamber. In contrast
to other recent very-low-temperature specific-heat experi-
ments' in which nominally 1-0 pure copper or silver
wire heaters were used, we employed a Pt-W heater ele-
ment with a resistance of 116 Q, the advantage of the al-
loy being that the resistance is nearly independent of wire
temperature. The resistance was measured using a four-
wire technique.

Figure 2 shows a typical specific-heat measurement.
This point was taken in the superfluid phase with the cell
filled at vapor pressure and at a temperature of 0.8 mK.
The drift rate corresponds to a parasitic heat leak of -0.1

nW. Normally, data points were taken at intervals of
roughly 10 min, which corresponds to more than 10
thermal time constants. Each He sample was confined to
constant volume using the valve mounted on the mixing
chamber of the dilution refrigerator. The valve also elim-
inated time-dependent heat leaks into the calorimeter as-
sociated with He flowing in or out of the cell due to tem-
perature changes in the warmer parts of the cryostat.

Several sets of heat-capacity measurements were made
at vapor pressure corresponding to different partial fil-

= 0 bar
= 0.44 males

av
= 0 81mK

Q =0 72' J

1 R
T —6 1 —R

with 6, A, and 8 as adjustable parameters. R is the
bridge ratio and 8 /(1 —8) is proportional to the suscepti-
bility. However, as mill be discussed in detail in Sec. III,
C/T for normal He based on this calibration decreases
with decreasing temperature, which is contrary to theoret-
ical expectations and also to previous He specific-heat ex-
periments. %'e interpret this finding as an indication that
the MC temperature scale' is giving temperatures which

I
I
I

I

I

I

~—heating interval

time

FIG. 2. Typical heat-capacity measurement.
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lings of the cell. Each filling, however, was sufficient to
completely cover the sintered-silver heat exchanger, see

Fig. 1. The number of moles of He admitted to the
calorimeter was accurately measured using a calibrated
0.5-1 volume located at room temperature.

Figure 3 shows the heat capacity measured at 5 mK
plotted as a function of the number of moles of iHe. The
straight line dragon through the data points has a nonzero
x-axis intercept. This means that a total of 0.0085 moles
of He (0.31 cm ) are lost to the cold valve, to the pressure

gauge on the union platform, and to the joining length of
capillary tubing. This number is reasonable and con-
sistent with the known volumes of the appendages. In
this analysis the tacit assumption is that above a few mil-
likelvin all background contributions to the heat capacity,
including any possible surface contributions, are com-
pletely negligible.

For pressures greater than zero, the number of moles of
sample was determined using a measurement of the cell
volume and the zero-temperature molar-volume—
versus —pressure data compiled by Wheatley. These
data are fitted by the expression

5

V= g a;P',
i=0

with

(2)

IX

O0

0.1 0.2 0.5 0.4 0.5
n,o,o, (males)

FIG. 3. Heat capacity measured at 5 mK versus the number
of moles of 'He admitted to the calorimeter. At this tempera-
ture the addendum contribution to the heat capacity is negligi-

ble. The nonzero x-axis intercept indicates that some of the He
is located outside of the calorimeter.

ao ——36.837 231, a ~
———0.118034 74)& 10',

a2 ——0.83421417' 10 ', a3 ———0.388 595 62' 10

a4 ——0.947 597 80& 10, a5 ———0.912 535 77)& 10

V and P are in cm /mole and bars, respectively.
The low-temperature cell volume was determined by

very slowly metering in He and by detecting the point at
which the cell was filled by the sharp increase in the cell

pressure measured using the in situ gauge. The correction
was then applied for the lost volume. It is estimated that
the uncertainty in the cell-volume determination is —,'%.

III. RESULTS AND DISCUSSION

All of the He (&5 ppm He) heat-capacity data
presented in this paper were obtained in the vicinity of the
pressure-dependent superfluid transition and have a pre-
cision of better than 1%. The temperature range of the
measurements was 0.6—5 mK; the pressure range was 0
(i.e., vapor pressure) to 34 bars. Each of the samples was
confined to constant density, which at these low tempera-
tures also implies nearly constant pressure, using a valve
mounted at low temperature. The cell pressure was con-
tinuously monitored using an in situ gauge. A list of per-
tinent parameters for each of the samples studied is given
in Table II. Most of the specific-heat data, with various
corrections applied, are plotted in Fig. 4. Figure 4(a)
shows the results obtained at vapor pressure with the cell
95%%uo full. Other data, not shown in the figure, were also
obtained at vapor pressure but with less He in the cell.
These four sets of P =0 data will be discussed first.

A. Determination of the temperature scale

Precise, very-low-temperature heat-capacity measure-
ments can be used to provide important input towards
determining the thermodynamic temperature scale if the
correct temperature dependence of the heat capacity is
known a priori For the. case of liquid He, the Landau
theory yields the general result that the specific heat of
the normal phase is proportional to the temperature, for
temperatures small compared to the Fermi temperature
TF -1 K. In this subsection we discuss our temperature
scale which was determined partly by the constraint of
this physical relation for the specific heat. The new scale
is significantly different from the various scales currently
being used. In particular, we find that along the melting
curve the superfluid transition temperature (i.e., T„) is
2.49 mK. This violates the previous consensus that Tz
should be near the middle of the range 2.6—2.8 mK.
However, if we accept the new determination of Tz, then
the very serious discrepancies between previous measure-
ments of the He specific heat can be explained. There
will naturally also be serious consequences for many other
low-temperature measurements.

The heat-capacity measurements were made using an
LCMN thermometer as discussed in Sec. II B. Equation
(1) gives the relation between temperature and bridge ra-
tio. Again, A, 8, and 6 are calibration constants. The
parameters were determined using bridge readings ob-
tained at only three points: T, (0), Tz, and Tw. T, (0) is
the He superfluid transition temperature at zero pressure,
and Tw is the superconducting transition temperature of
tungsten. T, (0) was accurately located by the sharp kink
in the warming curve of the partially filled ce11. Tz was
located using the melting-curve thermometer joined to the
cell via the superconducting heat switch. The warming
curve, as monitored by the MC thermometer, exhibited a
kink at Tz. Steady-state comparisons between the
I.CMN and MC thermometers were made with the tem-
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TABLE II. Some parameters of the 'He samples studied.

Sample
P

(bars)
V

(cm')
Number
of moles

T.
(mK)

TA -8
(mK. )

(C —~, )/C
B

1

3

5
6
7
8

9
10
11
12

0
0
0
0
2.180
5.209

10.253
14.950
20.295
25.307
29.079
33.953

36.837
36.837
36.837
36.837
34.622
32.469
30.260
28.904
27.693
26.806
26.284
25.585

0.153
0.230
0.322
0.435
0.478
0.510
0.547
0.573
0.598
0.618
0.630
0.647

0.929
0.929
0.929
0.929
1.203
1.495
1.842
2.067
2.247
2.364
2.427
2.486

2.183
2.081
1.940

2.78
2.94
3.11
3.38
3.63
3.89
4.12
4.32
4.54

1.46
1.54
1.61
1.70
1.76
1.83
1.89
1.91
1.97

1.94
1.99
2.12

perature being held fixed slightly below Tz and then
slightly above Tz. The LCMN reading at Tz was deter-
mined by interpolation using these two thermometer com-
parisons along with the MC-thermometer reading at the
transition. This LCM¹hermometer bridge reading
agreed extremely well with the reading obtained later in

the experimental run by filling the cell to near melting
pressure and locating Tz with the LCMN thermometer
directly. The calibration at T~ was made Using the
melting-curve thermometer as a transfer standard. '

If it were possible now to simply assign accurately
known temperatures to each of the three transitions, the

25.31 bars
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FIG. 4. He specific heat, in units of the gas constant, plotted versus the temperature.
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calibration of the LCMN thermometer, and therefore also
the heat-capacity results, would be unambiguously deter-
mined. Unfortunately, we know only Tw sufficiently
well; the National Bureau of Standards value' is
15.57+0.05 mK. %'e are forced then into allowing the
adjustment of both Tz and T,(0), but under several im-
portant constraints: (i) the implied normal-phase specific
heat measured using the LCMN thermometer must be
linear in T, (ii) C/T must be equal to the value deter-
mined from higher-temperature Cv measurements, and
(iii) the addendum heat capacity, measured with the cell
partially filled, must be independent of the amount of He
in the cell.

In Figs. 5(a)—5(c) we show normal-phase specific-heat
results obtained at P =0. Each of the fifteen curves cor-
responds to the same set of raw data but analyzed using
different thermometer calibrations. Since the scatter in
each string of data is small we show only the smooth
curves drawn through the points. The curves grouped in
Fig. 5(a) are based on calibrations with F:T„/T,—(0)
=2.50. In Figs. 5(b) and 5(c), F is equal to 2.60 and 2.70,
respectively. This range for F brackets the various values
extracted for this ratio from previous experiments, '3 2

see Table III. In Table III, Ts is the magnetic transition
temperature for solid He at melting pressure. Tz/T, (0)
and T„/Ts are listed separately in the table, but since'4

T, (0) is quite accurately equal to Ts, the two ratios
should also be numerically the same. In the following dis-
cussion no distinction is made between the two ratios.
The dashed straight horizontal lines in Figs. 5(a)—5(c) at
y=c/nRT =2.78 K ' indicate the expected behavior for
the P =0 specific heat. The y value is from Ref. 8 with
the correction applied in Ref. 14.

Obviously none of the curves in Fig. 5 is a straight line
with zero slope; moreover, each has a low-temperature tail
switching from negative going to positive going at
F=2.55. Similar sets of curves plotted using data ob-
tained with progressively less He in the cell show that the
crossover occurs for smaller and smaller values of F. The
conclusion is that there is a measurable addendum contri-
bution to the heat capacity which increases with decreas-

5.2

5.0—

~8 $2V

2.6-

/Tc (01=2.70

= 2.40 rnK

2.50
2.60

2.4—

/Tc (0)=2.60

TA =2.40 fAK

2.50

K
2.6—

O

o 24—

2.60

2.2 t

5.2

Tg =2.40mK

p8 ~ 250

2.2—
0

50

2 3 4 5
T (mK)

FIG. 5. Total, P =0, normal-phase heat capacity ( n =0.435
moles) plotted for 15 different thermometer calibrations. De-
tails are given in the text.

TABLE III. Measured temperatures for special points on the 'He phase diagram.

Halperin et al. '
Kurnmer et al. "
Paulson et al. '
Avenel et al. "
Haavasoja et al. '
Osheroff and Yu
Qsheroffg
This work

~A

(rnK)

2.75+0.11
2.68+0.21
2.62
2.75+0.05
2.79+0.14

2.49+0.02

T, /T, (0)

2.69+0.01
2.68+0.03

2.50+0.05
2.60

2.55

Thermometry

Latent heat of melting
Latent heat of melting
LCMN
Pt NMR
Pt NMR
Pt NMR
Pt NMR
LCMN

'Reference
Reference

'Reference
dReference
'Reference
Reference

gReference

3.
28.

~LcMN:—0.
32.
1.
29.
30. The value tabulated is extrapolated from measurements at 0 and 29 bars pressure.
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ing temperature. Therefore F must be greater than 2.55.
If we temporarily ignore the data which are obviously af-
fected by the addendum contribution, i.e., the data below
-2 mK, then it is evident from the figure that, for any
value of F, clnRT is independent of temperature only if
T„=2.5 mK. If we insist that y be approximately equal
to 2.78, then we find that F must be in the range 2.6—2.7,
which is consistent with our first estimate.

More quantitative statements about both F and Tz can
be made if the addendum heat capacity at P =0 is con-
sidered in more detail. We note first that since the adden-
dum may be due to a surface contribution, only partial fil-
lings of the cell were considered which were sufficient to
completely submerge the sintered-silver heat exchanger
and the LCMN thermometer. With this provision then,
the addendum heat capacity should be independent of
sample size. We therefore searched for values of F and
Tz which would yield this result.

The addendum heat capacity computed for each tem-
perature calibration and for each partial filling of the cell
was determined using

c,d(F, T„,n, T) =c«„~(F,T„,n, T) nRyT .— (3)

I'" =2.68+0.03, Tg ——2.49+0.02 mK . (4)

0.2 —&
E

LO

0)

0
O

I

-Q)
IA

C3
II

-0.2
O

CJ

T=0.95 mK

1

2.60
)

2.65
)

2.70 2,75
TA /Tc (0)

FIG. 6. Difference in the apparent addendum heat capacities
for two partial fillings of the calorimeter plotted for several
thermometer calibrations. The addendum is independent of the
amount of He in the cell if T&/T, (0)=2.68.

In the computations y was taken to be 2.78 K ', which
means that I and Tz were not independent quantities. It
was therefore necessary to determine first, for a given
value of F, the value of T„which yielded c„„ilnRT=y
for T)2.5 mK. This was done by constructing plots
similar to Fig. 5. It was then straightforward to compute
the addendum heat capacity for each partial filling corre-
sponding to this particular set of F and Tz. Plotted in
Fig. 6, as a function of F and at a temperature of 0.95
mK, is the difference between the addendum heat capaci-
ties determined for the smallest and largest partial fillings
of the cell. The error bars indicate only the precision of
the difference determinations. The zero crossing occurs at
F=2.675+0.015. Allowing for a 1% uncertainty in y
and for a 0.05-mK error in Tw, we obtain our final re-
sults,

Comparison with determinations from several other
groups is made in Table III.

The new determination of I' agrees extremely well with
the more recent Pt NMR results. ' ' However, the new
value of T&, which pins our scale to absolute tempera-
tures, is considerably smaller than any of the listed values.
This difference has serious consequences. The particular
implications in regard to the He specific heat will be dis-
cussed in Sec. III C.

Figure 7 shows the addendum heat capacity determined
for all four partial fillings of the cell based on F and Tz
given by Eq. (4). There is no systematic dependence on
the number of moles of He in the cell.

Figure 8 shows the same four sets of data plotted in a
different manner. We now have c«„i/nRT versus T,
which shows that the precision of the data is better than
1% and also that the addendum is less than 4% of the to-
tal heat capacity for n =0.435 moles. The coincidence of
the curves near 4 mK indicates that the number of moles
of sample is known to better than —,

' %.
Detailed comparisons are made with two particular

temperature scales: the scale of Haavasoja and co-workers
(Ref. 1) and the scale of Paulson et al. (Ref. 31). A com-
mon connection between these two scales and our own is
that LCMN thermometers were employed. The b, [see
Eq. (1)] for our LCMN thermometer, based on F=2.68
and T& ——2.49 mK, was —0.121 mK. Haavasoja and co-
workers found that the b, for their thermometer (3 at. %
CMN) was on various cooldowns between —0.11 and
—0.13 mK. Their values were obtained from calibrations
against a Pt NMR thermometer for temperatures in the
range 0.7—10 mK. The NMR thermometer gave
F=2.68. Absolute temperatures were derived from mea-
surements of the spin-lattice relaxation time using the
Korringa relation 7~T=Ep, with Ep, ——29.9 msecK.
They found T„=2.79 mK. If we assume that Tz ——2.49
mK is the correct temperature and adjust their T scale by
the factor 2.49/2. 79=0.892, then the corrected 6's lie in
the range —0.10 to —0.12 mK. These values remain in
excellent agreement with our b, . We note further that,
aside from a scaling factor, the T' scale (i.e., b =0) of
Ref. 1 agrees" well with the magnetic temperature scale
(5 at. % CMN) of Ref. 31. This means that our T' scale
should also be proportional to this latter scale. Our values

0.3—

E 0.2—
O

0.1—

FIG. 7. Addendum heat capacity plotted for four partial fil-
lings of the calorimeter.
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FIG. 8. Total heat capacity (i.e., sample plus addendum) di-

vided by nRT plotted for four partial fillings of the cell.
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I
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0.08—

0.04-

of F" and T'q are 2.49 and 2.61 rnK, respectively; the
values of Ref. 31, from Table III, are 2.49 and 2.62 mK.
%'e have then more than just proportionality; these two
T" scales are essentially identical. We thus find that the

CMN thermometers used by Haavasoj d - k'a an co-wor ers,
y au son et al. , and by us all behave in a very similar
ashion; the discrepancies in the absolute-T sealu e- sca es are due

y o e differences in thermometer calibration. An
important corollary is that the simple expression, Eq. (1),
can be used to accurately relate temperature and LCMN
susceptibility even for temperatures extending below 1

mK. This follows from the careful and detailed compar-
isons made against the Pt NMR thermometer of Ref. 1.

The present T,-versus-I' data are described well by the
empirical relation

5

'r, =g a;P',

o v
i I i I

0 10 20 3O

p (bar)

FIG. 9. Deviations from the transition line between normal
and superfluid 'He described by Eq. {5).

mometry, which we expect, barring experimental difficul-
ies, to give relatiue temperatures correctly. The fact that

the difference between the scale of Ref. 31 and our scale is
due only to a constant temperature shift is reassuring too
since in their work it is 1* which should be determined

TABLABLE IV. Pressure-temperature coordinates for the transi-
tion between normal and superfluid 'H The. e smoothed values
were computed using Eq. (5).

with

ao =0 929 383 75 a
&
=0 138671 88

a2 ———0.693 021 85)& 10, a3 ——0.256 851 69)& 10 7

a4 ———0.57248644' 10, a5 ——0.530109 18' 10

'r, is in mK; P is in bars. The deviations from this best
fit are plotted as solid circles in Fig. 9. The rms deviation
is 0.06%. A listing of smoothed P T 1c va ues 1s given 1n

Table IV. The long-dashed curve in Fig. 9 shows the
T, (P) results determined by Ref. 31. Changing their b,

rom + 0.100 to —0.130 mK results in the data points
plotted as open circles. The short-dashed cu h
resu ts o Re . 1. Scaling their temperatures b the fy e actor

the entir
u s in the points plotted as open squares. 0

tire pressure range both sets of corrected T, 's agree
with the present results to within better than —%.

The ae act that our temperature scale differs from the
scale of Ref. 1 sim 1e. sim. py by an overall scaling factor is
reassuring since that scale is based on Pt NMR ther-

P
(bars)

0
1

2
3
4
5
6

8
9

10
11
12
13
14
15
16
17

Tc
(mK)

0.929
1.061
1.181
1.290
1.388
1.478
1.560
1.636
1.705
1.769
1 ~ 828
1.883
1.934
1.981
2.026
2.067
2.106
2.143

p
(bars)

18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
34.338

Tc
{mK)

2.177
2.209
2.239
2.267
2.293
2.317
2.339
2.360
2.378
2.395
2.411
2.425
2.438
2.451
2.463
2.474
2.486
2.491
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with little ambiguity. We therefore do not contradict the
real basis of either of these thermometry techniques.
Nevertheless, our absolute scale is significantly different
from both.

It is interesting to note that the 1974 scale of Ahonen
et al. gives temperatures which are systematically lower
than the new scale of Haavasoja and co-workers' by
—10% and therefore is in quite good agreement with the
temperature scale we are proposing in this paper. The
1974 scale was also based on Pt NMR and was cahbrated
using a Korringa constant of 29.8 msec K. Above 5 mK
the platinum thermometer was compared against a nu-
clear orientation thermometer. It was stated later, ~i how-
ever, that there was a 10%%uo calibration error in the time
base of the pulsed NMR spectrometer. Presumably this
must have been accompanied by an error of comparable
magnitude in the nuclear orientation thermometry.

The dashed-dotted curve in Fig. 9 corresponds to the
melting-curve temperature scale of Halperin et al. (also
see the Appendix). The mapping of this scale onto the su-
perfiuid transition line was performed using Eq. (5) of
Ref. 14. This best-fit equation relates sample pressure to
melting-curve pressure measured at the temperature of the
superfluid transition. In principle, the temperature scale
of Halperin et a!., which is based on latent-heat measure-
ments, should be at least proportional to the thermo-
dynamic temperature. Consequently, the dashed-dotted
curve plotted in Fig. 9 should parallel the curve of
Haavasoja et al. Obviously, there is a serious inconsisten-
cy. We speculate, prejudiced primarily by the fact that
our new scale is proportional to this scale and also by the
fine agreement between the most recent NMR experi-
ments, that the problem lies with the results of Halperin
et al.

It is interesting, although any significance is not im-
mediately obvious, that the expression

Tnew =0.9S4THa]perin 0. 130 mK

quite accurately relates our scale and the scale of Halperin
et al.

Further discussion of the temperature scale is deferred
until after the specific-heat results have been presented.

b, C(T):C„(T) C,—(T)—
and n =n, +n„, Eq. (8) can be rewritten as

c„„i(T,n) =nC, (T)+n„(T)bC(T)+c,d(T) .

(9)

(10)

Thus if for a given temperature c„„iis plotted versus n,
the data will fall on a straight line with slope equal to
C, (T) and intercept given by the last two terms of Eq.
(10). These intercepts, which have an uncertainty of
about 0.1 mJ/K, are plotted as a function of temperature
in Fig. 10. Note that above T, [see Eq. (8)], n, =—0 and
the intercept gives c,d directly. The values for Tp T,
determined using this procedure agree well with those
from the first method (Sec. IIIA); the curve which has

0.5
TC

P=O bar

with a =1.0 mJ/K and b =1.0 mK, describes the data
reasonably well. The curves drawn in both Figs. 7 and 8
were computed using this relation. We note that our ad-
dendum heat capacity is roughly a factor of 4 smaller
than that found by Haavasoja and co-workers' from very
similar measurements. Both their calorimeter and our
own had estimated surface areas of 10 m . However, their
surface area was determined using an electron microscope
while ours was determined from BET measurements. It is
therefore conceivable, because of the very different tech-
niques, that the two surface areas are really quite dif-
ferent. So it remains possible that the addendums in both
experiments result from surface contributions.

The extraction of the addendum heat capacity from the
experimental data obtained below T, (0) is more involved.
The complication is due to the suppression of the super-
fiuid phases near surfaces. Following Haavasoja and co-
workers, ' we write, for T ~ T„

Ctota1 discs +~nn +Cad ~

where C, and C„are the molar specific heats of the su-

perfiuid and normal phases, respectively. We assume that
n„ is proportional to g, the coherence length, and is there-
fore temperature dependent. With the definition

8. Addendum hest cgpsrity

This subsection continues the discussion of the adden-
dum heat capacity which played a role in determining our
temperature scale (Sec. IIIA). The addendum extracted
from the I' =0 measurements and for T ~ T, is shown in
Fig. 7. This excess heat capacity may be due to a contri-
bution from the portion of the He sample very near the
surface of the silver sinter, but a simple background con-
tribution from the calorimeter itself cannot be ruled out.
Because of the small size of the addendum relative to the
total heat capacity, the scatter in the points plotted in Fig.
7 is rather large and this prevents an unambiguous deter-
mination of the temperature dependence of this term. We
do find though, that the equation

—Tib
Cad =08'

E 0

I

06
l

08 1,0

FIG. 10. Apparent addendum heat capacity. The step at T,
shows that a portion of the He sample remains normal below

T, . Details are given in the text.
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been drawn solid above T, and dashed belo~ T, corre-
sponds to Eq. (7). Obviously, if none of the liquid
remained normal below T„ there would be no discon-
tinuity at T, . The solid curve which quite accurately de-
scribes the T& T, values was computed assuming that
Eq. (7) describes c,d even for T & T, and using

n„(P, T) =

~0.014 1—

V(0) y(0) T.(o)

V(P) y(P) T, (P)
4 —]. /2

T
C

(14)

' 4 —1/2

n„(T)=n„(0) 1— T
C

with n„(0)=0.014 mole. The long-dashed curve results if
it is assumed that n„ is temperature independent and
equal to 0.014 mole. The second factor in Eq. (11) is the
Gorter-Casimir approximation for the temperature depen-
dence of the penetration depth of a superconductor. It is
assumed and consistent with the experimental results
shown in Fig. 10 that g( T) for superfiuid He behaves in a
similar manner.

Our zero-temperature value for n„corresponds to a
layer of normal liquid covering the silver sinter which is
about 500 A thick. The zero-temperature coherence
length, given by

go fivF——/irk' T, ,
0

is equal to 1400 A at P=0. Thus our finding is that
l„(T) = —,

'
g, which seems reasonable At .T =0.95T„

l„=1200A. This thickness can be compared with the es-
timated' average pore diameter in the sinter of 5000 A.

In their work, Haavasoja and co-workers assumed that
l„was temperature independent and from measurements
near T, determined that 1„=500A. This is more than a
factor of 2 different from our result. If the surface area
of their calorimeter was actually larger than ours, as con-
jectured earlier in this subsection, the discrepancy would
be increased.

The following is a discussion of our procedure for treat-
ing the heat-capacity data obtained at P~0. Since it is
possible that the addendum is due, at least in part, to a
surface contribution, there may be a pressure dependence
to this term. The evidence, though, is that any pressure
dependence must be quite mild: At high pressure and at
the lowest temperature the total heat capacity measured
becomes very small (see Fig. 4); in fact, it becomes com-
parable to c,d given by Eq. (7). Using Eq. (7) in our
analysis of the P&0 data leads to a superfiuid specific
heat which behaved qualitatively as expected down to our
lowest temperature. %e thus conclude that c,d increases
by no more than 20% between 0 and 34 bars. This uncer-
tainty in the pressure dependence of c,d has an insignifi-
cant effect on most of the specific-heat data.

Below T,(P) it was assumed, as in the experiment of
Haavasoja and co-workers, that the thickness of the nor-
mal layer has the same pressure dependence as $0. There-
fore n„ is proportional to g/V~ 1/yT, V . Vis the mo-
lar volume [see Eq. (2)]. The complete expression for C,

C. A-8 Transition

Tw-a=Tpcp+ g ai(P —Ppep) (15)

with Ppcp =21.22 bars, Tpcp=2. 273 mK, and

g
&

———0.103 22623 X 10 ', a2 ———0.536 331 81)& 10

Q3 —0.834 370 32)( 10, a4 ———0.617097 83 &( 10

a5 ——0. 17038992 X 10

Ppcp is the pressure of the polycritical point determined
by Paulson et al. and Tpcp is T at Ppcp determined
using Eq. (5). The He phase diagram based on Eqs. (5)

P = 33.95 bors
TAB= 3 94 ITIK

~tota I
0.78 llew

0)

O

u. TAB
E
(P

Before presenting the specific-heat results, we discuss
our determination of Tz.~(P) and also our measurement
of the latent heat at this first-order transition. The latent
heat provides a means of comparing energy measurements
in different specific-heat experiments that is completely
independent of temperature scale.

The measurements were performed by dissipating a
small amount of power in the cell heater and by carefully
monitoring the temperature of the cell as it slowly drifted
through the region of the A Bt-ransition. Figure 11
shows a tracing obtained at P =33.95 bars.

The time interval over which the temperature does not
change corresponds to the coexistence of the A and B
phases in the calorimeter. As the pressure is lowered the
latent heat becomes progressively smaller. The lowest
pressure at which we could clearly detect the A-8 transi-
tion was 23 bars. At each pressure some superheating of
the transition was evident, but it was always small ( &1
pK) and did not seriously affect the precision of the T„~
measurement.

The transition temperatures are described well by the
equation

with

C, (P, T)= [c„„,(P, T)—c,d( T) n„(P,T)y(P)R T]—
x [n —n„(P,T)]

time

FIG. 11. Temperature recorded by the I CMN thermometer
as the calorimeter was slowly warmed through the A-B transi-
tion.
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and (15) is given in Fig. 12. Deviations of the T„z values
from Eq. (15) are plotted in Fig. 13. Also plotted are the
data of Haavasoja and co-workers scaled by 0.89 and the
data of Paulson et al. ' assuming b,LCMN

———0. 13 (see
Sec. II B). Equation (15) describes all three sets of data to
within 0.2%. A listing of smoothed values is given in
Table V.

The latent heat at Tz z is given by

Lw-a =Q ~i~"

where Q is the total rate of heat input to the cell and ht is
the time necessary to warm through the two-phase region.
Note that the teinperature scale does not enter into this
expression. It would appear that the latent heat could be
measured in a very straightforward manner. However,

L„~ is quite small, which means that Q must also be
small. Consequently, the residual heat leak into the cell
has to be accurately accounted for. This was accom-

plished by determining Q via the relation Q=cT. Each
latent-heat datum point thus results from measurements

of c, T, and b t. L„z is plotted as a function of pressure
in Fig. 14. The error bars correspond to a 1% uncertainty
in c and T and an uncertainty in b, t of 30 sec. These new
results for L„z(P) agree extremely well with the latent
heat measured by Halperin et al. i at melting pressure.
We also find agreement with the results of Haavasoja and
co-workers, to within the combined experimental uncer-
tainty, except for their point at 32.5 bars. Because their
values are systematically smaller than ours, however, we
conclude that there must be at least a small difference in
our energy determinations. Therefore even if the tempera-
ture scale of Haavasoja and co-workers is brought into
agreement with our scale we still expect their specific-beat
values to be a few percent smaller.

D. Normal-phase specific heat

The results for the specific heat of normal He are plot-
ted as C/RT =y versus T in Fig. 15. At each pressure, y
is temperature independent to within the precision of the
data. This condition was imposed on the P =0 data as a
constraint in the deterinination of the temperature scale

Cl

+0.005—
~g

CO

0 Ii

Peep

o Paulson et al. (~~-0.~3)
p Haavasoja et al (T 0.89T)
~ This work

0-t-p-0 p
G ~

I

24
-0.005

20 3228
P (bar)

FIG. 13. Deviations from the A-8 transition line described
by Eq. (15).

36

TABLE V. Pressure-temperature coordinates for the A-8
transition in superAuid He. The smoothed values were com-
puted using Eq. (15).

(Sec. II A), but based on the results of Haavasoja and co-
workers there was no guarantee that this would remain
true at higher pressures. Haavasoja and co-workers' re-
ported an anomalous contribution to the normal specific
heat for sample pressures less than 10 bars. The
anomalous contribution increased with decreasing tem-
perature and at P =0 accounted for approximately 10%
of the total specific heat near 1 mK. They concluded that
this excess term was a property of bulk liquid He. If this
were indeed true, then our temperature-scale determina-
tion would be invalid, since our basic premise is that the
P =0 specific heat is linear in T. Had we imposed this
condition artificially, our data at P &0 would have shown
anomalous behavior, which is not the case. Our measure-
ments thus contradict their finding. Since our relative
temperature scales are identical, we can also conclude that
the anomaly is not due to temperature-scale problems.
Further support for the absence of an anomalous contri-
bution at very low temperatures comes from the specific-
heat measurements by Zeise et a/. The temperature scale
used in Ref. 2 for this experiment was identical to the
scale of Haavasoja and co-workers.

Figure 16 shows the averaged y values plotted as a
function of the sample pressure. The solid circles are the
new results; the open circles are our previous values in-

40

O 20—
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0 0.5

solid

1.5
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P
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31
32
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34
34.358

TA -8
(mK)

2.273
2.262
2.242
2.217
2.191
2.164
2.137
2.111
2.083
2.056
2.027
1.998
1.969
1.941
1.932FIG. 12. He phase diagram determined by Eqs. (5) and (15).
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FIG. 14. Pressure dependence of the latent heat at the A-8
transition.

FIG. 16. Comparison of y values derived from normal-phase
specific-heat measurements. The points attributed to Haavasoja
and co-workers (Ref. 1) and Zeise et al. {Ref. 2) are corrected
values; see text.

creased by' 1 —,'% to account for the recent revisions in

the NBS temperature scale. Again the agreement at P =0
was a constraint used in the determination of our tem-

perature scale. We find that excellent agreement persists
over the entire pressure range. The solid curve which fits
the data corresponds to the expression

4,6—

super f luid
t rar) si t ion

O 0 29, 08

0
25, 33

3 4—

2%

I

n~ 0 n 0 0

t

k= Q
I
I

I

20, 30

0
10.25

3.0—

0 bar

FIG. 15. Normal-phase specific heat of He plotted as C/T
versus T. The numbers give the sample pressures in bars.

y(I')= g a;I",
i=0

with

ao=0.27840464X 10', a
~

——0.695 75243 ' 10

a2 ———0. 147 38303g 10, a3 ——0.461 53498& ],0-',
a4, = —0.537 853 85 &( 10

Some smooth values are listed in Table VI.
In Ref. 8 a detailed comparison was made between the

earlier specific-heat results, the differences between the
various previous measurements being as large as 40%. It
was demonstrated, however, that only the results present-
ed in Ref. 8 satisfied several important thermodynamic
consistency checks. The y values determined in Ref. 1

and in Ref. 2 fell systematically more than 20% below
those results at all pressures. More recent measurements
have been made by Mayberry, Fogle, and Phillips at va-

por pressure for 15 & T &150 mK and by Sen and Ar-
chie' at 0.13 and 28.5 bars for 20 (T(350 mK. Both of
these sets of data agree well with our higher-temperature
results presented in Ref. 8. Indirect support also comes
from the theoretical work of Levin and Valls. "

The y values attributed to Haavasoja and co-workers'
and also to Zeise et al. in Fig. 16 are their actual data
multiplied by the factor (I/0. 89) . This correction corre-
sponds to their temperature scale being adjusted by the
factor 0.89 (see Sec. III A) which brings their temperature
scale into coincidence with ours. The corrected y values
are in quite good agreement with the present results. The
values of Haavasoja and co-workers remain systematically
below ours by a few percent, but this can be attributed to
the differences in our energy measurements discussed in
Sec. II C. It should be noted that the y values of
Haavasoja and co-workers for P &10 bars were deter-
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TABLE VE. Parameters derived from the smoothed normal-

phase specific-heat resolts.

P
(bars)

0
1

2
3

5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
34.39

V
(cm }

36.84
35.74
34.78
33.95
33.23
32.59
32.03
31.54
31.10
30.71
30.35
30.02
29.71
29.42
29.15
28.89
28.64
28.41
28.18
27.96
27.75
27.55
27.36
27.18
27.01
26.85
26.70
26.56
26.42
26.29
26.17
26.04
25.90
25.75
25.58
25.50

2.78
2.85
2.92
2.98
3.04
3.10
3.16
3.21
3.27
3.32
3.37
3.42
3.48
3.53
3.58
3.62
3.67
3.72
3.77
3.82
3.87
3.92
3.97
4.02
4.06
4.11
4.16
4.21
4.26
4.31
4.36
4.40
4.45
4.50
4.54
4.56

m3 /m3

2.80
2.93
3.05
3.16
3.27
3.38
3.48
3.58
3.68
3.77
3.86
3.95
4.03
4.12
4.20
4.28
4.37
4.45
4.53
4.61
4.70
4.78
4.86
4.94
5.02
5.10
5.18
5.26
5.34
5.42
5.50
5.58
5.66
5.74
5.82
5.85

5.39
5.78
6.14
6.49
6.82
7.14
7.45
7.75
8.03
8.31
8.57
8.84
9.09
9.35
9.60
9.85

10.10
10.35
10.60
10.84
11.09
11.34
11.58
11.83
12.07
12.31
12.55
12.79
13.03
13.26
13.50
13.73
13.97
14.21
14.46
14.56

and a calibration of the melting curve based an the new
scale (see the Appendix). The adjusted y is 4.91, which is
about 7% larger than our melting-curve value. This
difference is somewhat larger than we might have expect-
ed; however, the measurements by Halperin et al. 3 are
rather more involved than the standard specific-heat ex-

mined using data at sufficiently high temperatures where
no excess specific heat was observed.

At melting pressure, Halperin et al. found y to be 4.33
K '. This value is based on a temperature scale which
also differs considerably from ours, see Table III. The
conversion of this value onto aur new temperature scale
was accomplished using the relation

C C 1 dP 1 dI'

T T TdT TAT

periment and are complicated by the coexistence of liquid
and solid He in the cell. Furthermore, Halperin et al.
made no correction for the background contribution of
their Be-Cu cell.

The point that we wish to stress is that there are now
three independent specific-heat experiments spanning the
complete pressure range, which give essentially the same
He specific heat, provided the analysis is performed us-

ing the same temperature scale. This is very convincing
evidence that there are no trivial errors in any of the three
experiments; the differences in the reported values of y
must be due only to the difference in the temperature
scales used. Furthermore, if the y values from the
higher-temperature experiments are correct, the very-1ow-
temperature scale of Ref. 1, and indeed all other currently
used very-low-temperature scales, must be seriously in er-
ror. The problem then switches over to finding possible
sources for error in the older scales. A crucial input to
the Pt NMR scale of Ref. 1 and also to the scale of Ref.
32 is the Korringa constant which fixes the absolute tem-
peratures. This constant has been measured several times
and these values agree to within a few percent, but this
may be fortuitous since the Korringa constant is extreme-

ly sensitive to the level of magnetic impurities in the plati-
num. Richardson has noted that some samples do not
obey the Korringa law at all. Moreover, Paulson et al. '

have noted that subsequent work by Varoquaux and co-
workers on high-purity samples has shown that Ept T~T
is not constant but is field and temperature dependent.
These effects could be responsible for considerable uncer-
tainty in the scales of Refs. 1 and 32.

An experiment which was reported to verify the
correctness of the temperature scale of Ref. 1 was per-
formed by Lhota et al. In this work the scale of Ref. 1

was compared with the NBS noise-and-nuclear-
orientation scale using the superconducting transition
temperatures of tungsten and beryllium samples as
transfer standards. The Pt NMR thermometer was cali-
brated to give the Ref. 1 temperature for T, (0), namely
1.04 mK. With this normalization the NMR thermome-
ter yielded a transition temperature (=24 mK) for the
beryllium sample which agreed with the NBS value to
within 0.2%,' however, the transition temperature (=15
mK) of the tungsten sample located inside the experimen-
tal cell was 4.5% too high. No explanation was offered
for the large discrepancy, but it was concluded that the
two scales were in excellent agreement. We speculate that
the discrepancy signals some serious problem. If the
problem is not with the fixed-point readings, then their
NMR thermometer does not obey a Curie relation in the
vicinity of 20 mK. Our opinion is that a convincing state-
ment about the scale of Ref. 1 at much lower temperature
cannot be made based on this experiment. More general-
ly, the existing body of thermometry data does not appear
to rigorously exclude the temperature scale that we are
proposmg.

E. Superfluid specific heat

The superfluid specific-heat data obtained at a pressure
of 20 bars are plotted logarithmically against the inverse
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FIG. 17. 8-phase specific heat of 3He at 20.3 bars pressure.
The measured specific heat has a temperature dependence which
is similar to weak-coupling BCS theory and also to a simple T'
behavior.

temperature in Fig. 17. This type of plot has been com-
monly used to present specific-heat data for superconduc-
tors. The fact that the data can be quite well described by
a straight line with negative slope is indicative of a finite
energy gap between the ground state and the lowest excit-
ed states of the system. The stronger temperature depen-
dence near T, results because the energy gap is tempera-
ture dependent and falls to zero at T, . The specific heat
calculated using the BCS theory is also shown in the fig-
ure. Over the entire temperature range the theoretical
curve shows qualitatively the same features as the experi-
mental data. There are, however, quantitative differences
which increase with increasing sample pressure. The
departures from BCS theory are attributed to strong-
coupling effects. The dashed curve plotted in Fig. 17,
which nearly parallels the data near T„corresponds to a
specific heat which is proportional to T Scaling the.
measured superfluid specific heat by the factor 1/T thus
suppresses most of its temperature dependence.

Figure I 8 shows the dimensionless quantity
(C, IC& )/(T/T, ) plotted versus T/T, for all nine sam-
ple pressures. C& is the specific heat just above the tran-
sition, i.e., C„(T,). The solid circles are 8-phase data, the
open circles A-phase data. The solid and long-dashed
curves show theoretical results which will be discussed
later. The extrapolation of the 8-phase data up to T,
yields the values of the specific-heat jump AC/C &
=(C& —C& )/C& given in each panel of the figure. At
P =0, b,CIC& ——1.46, which is very close to the weak-
coupling value 1.43. Therefore the data shown in Fig.
17(a) should closely follow the theoretical curve, which
differs only slightly from the BCS specific heat. We attri-
bute the deviations which set in for T/T, &0.8 ( T &0.7
mK) to experimental problems. It should be noted first

that scaling the data by T exaggerates possible errors in
the temperature scale. Also, at very low temperatures the
sample heat capacity becomes very small and, therefore,
because of the faster drift rates, more difficult to measure.
Moreover, the correction for the addendum (Sec.IIIB)
which could not be directly measured below T, becomes
larger. Fortunately, as the pressure increases, T, also in-
creases, which means that the onset for the more rapid
growth in the experimental uncertainty shifts to lower and
lower relative temperatures. Consequently, the data, as a
function of reduced temperature, are most reliable for the
higher-pressure samples where the strong-coupling effects
are large and where a critical test of the existing 8-phase
theories is possible. A complication arises for P&Ppcp
and for T near T, because here the strong-coupling ef-
fects stabilize the A phase and prevent the 8-phase data
from extending to T, . However, a reasonable extrapola-
tion of the data can be made which is thermodynamically
consistent. Note first that T, is not expected to be altered
by the existence of the A phase. It then follows quite
directly that

~A-B Tc CB —CA
=~~(T~ a) ~a(T~ a)=- Ch, (19)

TA-B A-B T

which is the constraint under which the extrapolations
were made. It was assumed that the reduced 8-phase
specific heat, as plotted in Fig. 18, was linear between

Tz z and T, . The resulting values of b CIC
~ ii are

given in Figs. 18(g)—18(i).
Figure 19 shows b,C/C& for both the A and 8 phases

plotted against the inverse of the molar volume. To
within the precision of the data, the specific-heat jump is
proportional to the density. Again, the jump closely ap-
proaches the weak-coupling value as the sample pressure
is reduced to zero. For pressure greater than Ppcp ther-
modynamics requires the A-phase jump to be larger than
the 8-phase values. However, in the weak-coupling limit,
the A-phase jump is smaller by a factor of —,'. The ex-

perimental b,C/C& results are insensitive to errors in the
temperature scale or in the energy measurements. They
do depend, though, on the discontinuous correction ap-
plied to account for the amount of sample which remains
normal below T, (Sec. III 8). This correction increases
the size of b, CIC&. At P=0 the correction is largest
and is -4%.

Comparison with previous determinations of the 8-
phase specific-heat jump is made in Fig. 20, where the in-
dependent variable is now pressure. The agreement is
within the combined experimental uncertainties although
the earlier results do fall systematically below the new
values by several percent. A portion of the discrepancy
between the values of Haavasoja and co-workers and our
own can be attributed to the smaller correction applied by
Haavasoja and co-workers for the normal liquid layer on
the sintered-silver heat exchanger (Sec. III B). For P & 10
bars the comparison is further complicated by the
anomalous contribution to the normal-phase specific heat
which the data of Haavasoja and co-workers exhibited.
The squares with no asterisk plotted in Fig. 20 are the
values of Haavasoja and co-workers for hC/C& comput-
ed with C& ——yRT, +C,„, , The squares with the aster-
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FIG. 18. Reduced plots of the superfluid specific hest measured at nine different sample pressures. The solid curves are the %'CP
theory of Serene snd Rainer (Ref. 13); the long-dashed curves are the phenomenological theory of Padamsee et al. (Ref. 41). Both
sets of theory curves have been normalized to give the experimental specific-heat jump at T, .

isks are the specific-heat jumps computed using

C& yRT, . Since neither ——our specific-heat data nor the
data of Zeise et al. show evidence of this excess contribu-
tion, it cannot be associated with the bulk liquid. Thus
the second analysis should give the more correct results.
The fact that the values with asterisks pass through an
unexpected minimum near 2 bars led Haavasoja and co-
workers to favor the first set of values.

The results of Zeise et al. are shown as open triangles
in Fig. 20 and are seen to nearly coincide with the results
of Ref. 1. We note that in the experiment of Ref. 2, per-
formed using a torsional oscillator, no silver sinter was
needed in their calorimeter, and therefore no corrections
had to be made for surface effects. However, they did ob-
serve a background contribution which they associated
with magnetic impurities in their copper heater wire. At
low pressure their data exhibit an anomaly in the super-
f1uid phase; C/T (refer to Fig. 18) shows an upward cur-

vature near T, and reaches T, with a positive slope. The
analysis of Ref. 2 favored their lowest-teinperature data.
The triangles with the asterisk correspond to a simple ex-
trapolation of the data to T, . We also note that at 29 bars
their data are not sufficiently precise to show the discon-
tinuity at Tz ~. From this we conclude that the error
bars on their higher-pressure data are also large enough to
include our values.

The open circle shows the result of Halperin et al. ob-
tained at melting pressure. Other earlier results ' are of
lesser precision and are not shown in the figure. These
values also fall below our values.

The dashed curves shown in Fig. 18 correspond to the
phenomenological theory of Padamsee et al. ' In this
theory, which applies only for the 8 phase, the energy gap
is related to the weak-coupling gap by a constant scaling
factor. Applying this factor f leaves the entropy at T,
unchanged but increases the specific-heat jurnp by a factor
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of f2. With both 5 and C at T, fixed at the experimental
values, the temperature dependence of the specific heat
below T, is guaranteed to be at least qualitatively correct.

The solid curves in Fig. 18 were computed using the
weak-coupling-plus (WCP) theory of Serene and Rainer
as modified by Sauls and Serene In th. is quasiclassical
theory the strong-coupling corrections to the free energy
of superfiuid He are expressed in terms of the normal-

FIG. 21. Comparison of the energy gaps from the WCP (Ref.
13) model and from the scaled BCS theory (Ref. 41).

state scattering amplitudes for quasiparticles interacting
on the Fermi surface. Because the scattering amplitudes
are not known sufficiently accurately the specific-heat
jump at T, becomes the single adjustable parameter. Fig-
ure 21 shows the temperature dependence of the gap com-
puted for b,C/C& ——2 plotted relative to the correspond-
ing BCS values. Comparison is made with the scaled BCS
theory. 4'

Clearly, the WCP theory provides the better overall
description of the experimental data, Fig. 18. There are,
however, deviations which may be significant. At the
three highest pressures and for temperatures near T, the
WCP curves fall systematically below the experimental
data. The discrepancy is small and may be due to experi-
mental difficulties, but we note that the higher-pressure
data of Haavasoja and co-workers' show a similar tenden-

cy. The disagreement cannot be removed by using a
larger value of b,C/C& since the WCP curves for various
values of bC/C& pass through a common point near
T/T, =0.8. The departures from the theory may there-
fore be an indication that other strong-coupling effects are
significant.

IV. SUMMARY

The specific heat of pure liquid He was precisely mea-
sured at several sample pressures and at temperatures ex-
tending to below 1 mK using the standard heat-pulse
technique. The calorimeter was constructed mainly of
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silver and had a 10-m sintered-silver heat exchanger in

the lower portion of the 17-cm sample chamber. Also lo-

cated inside the cell were a 116-0 heater and a LCMN
thermometer. Thermal connection between the ca1orime-
ter and the nuclear demagnetization refrigeration was via
a superconducting heat switch. The parasitic heat leak
into the calorimeter was approximately 0.1 n%.

The LCMN thermometer was calibrated using suscepti-
bility bridge readings at Tz, T, (0), and Tw. Because of
the uncertainties in Tz and T, (0), several different cali-
brations were performed based on various choices for
these transition temperatures. Tw was fixed at the NBS
value, 1S.57 mK. Using currently accepted values for Tz
and T, (0) led to a low-temperature normal-phase specific
heat which was not linear in T and which therefore con-
tradicted previous specific-heat results and also the Lan-
dau theory. There were no indications that the discrepan-
cy was due to experimental difficulties. Therefore the
departures from linearity were treated as evidence that the
commonly used very-low-temperature scales are seriously
in error.

A new temperature scale was determined by adjusting
T„and T, (0) to yield a linear, P=0, normal-phase
specific heat with a slope in agreement with that extracted
from higher-temperature specific-heat measurements. In-

put to the new scale was also derived from an analysis of
the addendum contribution to the total heat capacity. On
the new scale T„/T, (0)=2.68, in excellent agreement
with recent Pt NMR results; however, T& ——2.49 mK,
which is substantially smaller then might have been ex-

pected. Using the He phase diagram as a comparison

standard, it was shown that the scale of Ref .1 differs
from the new scale by a factor of 0.89. The difference be-
tween the magnetic temperature scale of Ref. 31 and the
proposed thermodynamic scale is uniformly 0.13 mK.

A reanalysis of the measurements of Ref. 1 based on
the new temperature scale increased their specific heat by
-20% and brought them into good agreement with the
present results. The very large discrepancies between the
various sets of normal-phase specific-heat data can thus
be explained as being due almost entirely to thermometry
errors. The problem then shifts to reconciling the new
temperature scale with the older scales. Evidence was
presented which showed that the uncertainties in the older
scales are much larger than reported and thus that
Tz ——2.49 mK cannot be rigorously excluded by previous
work.

The new low-temperature normal-phase specific-heat
results are at all pressures proportional to T and show no
evidence of the excess contribution observed in Ref. 1 and
attributed to an intrinsic property of bulk liquid He.
Consequently, the size of the specific-heat jumps at T,
could be determined with greater certainty. At P =0,
b,C/C& ——1.46, which is very close to the BCS value,
1.43. b,C/C& was found to be proportional to sample
density and reaches a value of about 2.0 at the melting
curve. Although the new results for b C/C& versus P are
systematically larger than the earlier determinations,
agreement is within the combined experimental uncertain-
ties.

The temperature dependence of the specific heat in the
8 phase is in reasonably good agreement with the WCP

TABLE VII. 'He-melting-curve coordinates determined using Eq. (A1).

T
(IK)

0.931 {T, )

1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
1.932 {T~ g)
2.0
2.1

2.2
2.3
2.4
2.491 ( T~)
2.5
2.6
2.7
2.8
2.9
3.0

P —Pg
(bars)

0.052 52
0.050 55
0.047 54
0.04441
0.041 21
0.037 97
0.034 68
0.031 35
0.027 98
0.024 56
0.021 11
0.02000
0.01763
0.014 10
0.01055
0.00696
0.003 33
0.00000

—0.000 32
—0.003 99
—0.007 69
—0.01142
—0.015 17
—0.01894

dP jdT
{ arsK-I)

—27.2
—29.2
—30.8
—31.7
—32.2
—32.7
—33.1

—33.5
—33.9
—34.3
—34.7
—34.8
—35.1

—35.4
—35.7
—36.1

—36.4
—36.6
—36.6
—36.9
—37.1

—37.4
—37.6
—37.8

T
(mK)

40
5.0
6.0
7.0
8.0
9.0

10.0
11.0
12.0
14.0
16.0
18.0
20.0
25.0
30.0
35.0
40.0
45.0
50.0
55.0
60.0
65.0
70.0
75.0

p —pg
(bars)

—0.057 52
—0.097 12
—0.13720
—0.177 50
—0.217 86
—0.258 18
—0.298 39
—0.338 47
—0.378 37
—0.457 61
—0.53600
—0.613 50
—0.69007
—0.877 34
—1.058 66
—1.23406
—1.403 63
—1.567 50
—1.725 79
—1.878 63
—2.026 16
—2.168 53
—2.305 88
—2.438 34

dP/d T
(bars K ')

—39.2
—39.9
—40.2
—40.3
—40.3
—40.3
—40.2
—40.0
—39.8
—39.4
—39.0
—38.5
—38.0
—36.9
—35.7
—34.5
—33.3
—32.2
—31.1
—30.0
—29.0
—28.0
—27.0
—26.0

T
(IK}
80.0
85.0
90.0
95.0

100.0
110.0
120.0
130.0
140.0
150.0
160.0
170.0
180.0
190.0
200.0
210.0
220.0
230.0
240.0
250.0

—2.56606
—2.689 17
—2.807 83
—2.922 15
—3.032 29
—3.240 51
—3.433 50
—3.612 23
—3.777 57
—3.93035
—4.071 28
—4.200 97
—4.31995
—4.428 59
—4.527 14
—4.615 74
—4.694 32
—4.762 70
—4.820 50
—4.867 17

dp/d T
{barsK ')

—25, 1

—24.2
—23.3
—22.4
—21.6
—20.0
—18.6
—17.2
—15.9
—14.7
—13.5
—12.4
—11.4
—10.4
—9.4
—8.4
—7.4
—6.3
—5.2
—4. 1
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FIG. 22. Slope of the 3He melting curve described by Eq.
{A1).

theory of Serene and Rainer; however, discrepancies are
observed at high pressure and near T, .
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APPENDIX: 3He MELTING-CURVE CALIBRATION

The LCMN thermometer calibration used to obtain the
specific-heat data presented in this paper has also been
used to determine the P-T coordinates for He along the
melting curve for T &15 mK. These new data and also
previous higher-temperature data are described well by the
relation

5

P P„= g aT—", (A 1)

with

a 3
———0.196529 70X 10 ', a 2

——0.618 802 68 X 10

a
~
———0.78803055X 10 ', ao ——0.13050600,

a] ———0.435 19381X10 ', a2 ——0.13752791X10

a3 ———0.171 804 36X 10, a4 ———0.22093906X 10

ag ——0.854 50245 X 10

The pressure and temperature are measured in bars and
millikelvin, respectively.

A list of smoothed pressure-temperature values is given
in Table VII, and the slope of the melting curve is plotted
in Fig. 22. Deviations from the fit are shown in Fig. 23
for temperatures less than 250 mK. The solid circles are
the present work; the open circles are data from Greywall
and Busch corrected' to account for recent revisions in
the NBS temperature scale. ' The dashed curve sho~s the

results of Halperin et al. assuming Tz ——2.491 mK.
Over the last several years we have presented several

different MC calibrations; the differences are briefiy sum-
marized in the following:

Calibration A (1982) (Ref 24): T. emperaturea in this
work were measured using a LCMN (10 at. % CMN)
thermometer for 7& T &15 mK and a pure-CMN ther-
mometer for 15 & T & 330 mK. These thermometers were
calibrated using the NBS fixed points at 100, 160, and 200
mK and the condition that the implied P Tcoordina-tes of
the MC agree with the data of Halperin et al.
(T„=2.752) for 7& T &20 mK. The tacit assumption
was made that the b, 's for both thermometers were the
same, namely 0.7 mK. The two pressure scales were nor-
malized to agree at the minimum in the melting curve,
P;„.On this scale T ——15.93 mK.

Calibration B (1983) (Ref. 8): This calibration is based
on the same measurements used for calibration A, but
here 5 was determined by the condition that the specific
heat of normal He be linear in T for temperatures ex-
tending down to 7 mK. This method of calibration led to
a CMN 6 of 0.40 mK and to Tw ——15.74 mK. The splice
to the data of Halperin et al. was made by uniformly
shifting the pressure coordinates of their data by 10 mbar.
Pressures were again measured relative to P;„.

Calibration C (1985) (Ref. 14):This calibration is again
based on the same measurements as calibrations A and 8.
However, the CMN thermometer was now calibrated us-
ing the revised NBS (CTS-1983) temperatures for the
fixed points at 100, 160, 200 mK and also for the tungsten
sample at 15.57 mK. The CMN b, was now found to be
0.29 mK. T;„=0.316 K. The data of Halperin et al.
were forced to agree with the higher-temperature results
at 15 mK by assuming T& ——2.71 mK. Pressures were
now measured relative to P&.

Calibration D: This is the MC calibration presented in
this paper. It is based on the same high-temperature (i.e.,
T& 15 mK) P-T data as calibration C, but on new data
obtained with a LCMN thermometer at lower tempera-
tures. Details of the LCMN-thermometer calibration are
given in the body of this paper. Pressures are measured
relative to Pq.
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