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Theoretical and experimental study of the unoccupied electronic band structure
of Ru(001) by electron reflection
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Very-low-energy electron diffraction (VLEED) is used to study the unoccupied electronic states of
Ru(001). Experimental and theoretical data are presented for reflection of electrons with energies of
the specular beam between 7 and 32 eV and at different angles of incidence between 3' and 28' in
both the FK and I'M directions. Two sharp reflection minima at kinetic energies of 11.1 and 12.3
eV {relative to the vacuum level) corresponding to a final-state peak in Ru{001) angle-resolved

photoemission and secondary-electron emission are observed near normal incidence. Theoretical
VLEED intensity and band-structure calculations are carried out to confirm the origin of the experi-

mental spectral features. An energy-dependent optical potential is shown to be sufficient to explain
the observed narrow spectral structures. The observed minima can be reproduced excellently with

the imaginary part of the optical potential equal to —0.6 eV at 11 eV above the vacuum level. The
minimum at 12.3 eV can clearly be correlated with a high density of states in the Uolume band struc-
ture, whereas the other one is assigned to a Shockley-type surface state. The effects of several other
parameters on the theoretical spectra are discussed.

I. INTRODUCTION

The band structure of occupied electronic states can be
studied by methods like angle-resolved photoemission
spectroscopy (PES) or the de Haas —van Alphen effect.
These experimental results are well understood within the
frame of various theoretical approaches. ' For the unoccu-
pied states above the Fermi level, methods such as inverse

photoemission or x-ray-absorption near-edge structure
(XANES) have been established more recently. Informa-
tion about the band structure above the vacuum level,
however, cannot only be gained by these methods, but also
by secondary electron emission (SEE),r excited either by
primary electrons or photons, and by low-energy electron
diffraction (LEED) at very low energies (VLEED).' As in

VLEED, electronic states are, in principle, resanantly oc-
cupied in precisely defined directions, a signal-to-
background ratio much higher than with other methods
and a mare precise determination of the dispersion can be
expected. Minima in VLEED should occur where the
high bulk density of states couples well to free-electron-
like states so that the probability of being reflected back is
small because the electron can travel far into the crystal.
In a band gap, however, the electron cannot penetrate into
the crystal. The result is high reflectivity.

One of the motives for starting this work was the obser-
vation of a strong final-state peak in PES and SEE (Refs.
4 and 5) in Ru(001), at a kinetic energy of 16.5 eV relative
to E~, which has been explained by a high final-state den-

sity deriving mainly from the empty 4f bands. If this in-

terpretation is correct, then the VLEED IV spectra
should show a minimum at the same energy, as the final
state in photoemission is a time-reversed LEED state.
Thus, the essential origin of the final-state peak in photo-
emission is the same as that of VLEED structures, al-

though there are differences in detail. It will be shown

that such a structure is indeed observed. In the present
study we have measured specular VLEED IV curves of
Ru(001) in the energy range from 7 up to 32 eV. Energies
are defined with respect to the vacuum level. The angle
of incidence has been varied between 3' and 28' in both
I K and I M directions. Our main interest will focus on
two rather narrow minima at energies of 11.1 and 12.3 eV
and a small peak at 11.9 eV between these minima. Simi-
lar spectral features in speeular electron diffraction have
been reported earlier, e.g. , for Cu(111), Cu(001), Ni(111)„
CdS(0001),6 for Au(111), Ag(111), Pd(111), Cu(111),
Ni(111), Al(111), and for Ni(001). VLEED of Ru(001)
differs from the previous studies by spectra having very

sharp spectral structures.
Theoretical reproduction of the dip at the energy of

22.5 eV in Cu(111), similar to the minima in Ru(001), has
been further studied by Lindgren et al sand Le B.osse
et al. Lindgren et al. explain the origin of the dip by a
variation of the electron absorption inside and outside
muffin tins of the crystal potential. Le Bosse et al.
reproduce the dip by allowing an imaginary part of the
optical potential (denoted here as Vyt) to depend on two-
dimensional reciprocal-lattice vectors, g. In reality, the
optical potential depends on energy, space, and momen-
tum. The derivation of this exact dependence is a tremen-
dous task and so in most calculations this energy, space,
and momentum-dependent optical potential has been sim-

ply replaced by a constant. The results of LEED or PES
calculations with constant Vzl have yielded such good re-
sults that this crude approximation has been tolerated.
When in spectra, there are some, usually subtle, features
which cannot be explained with constant V&1, a more
complicated approximation has to be used. ' We let our
optical potential depend on electron energy as did
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Lindgren et al. Since this energy dependence is not ex-

actly known, we have used the jellium model as approxi-
mated by Hedin and Lundqvist' to obtain a functional
shape of the optical potential. In our case, it turns out
that it is not necessary to make Vzl space dependent in
the bulk, but by proper scaling of V&I below and above
the plasmon cutoff energy we can excellently reproduce
the experimental spectra.

We will also show how the spatial variations of the sur-
face barrier are included in the VLEED calculations and
we will discuss briefly the influence of the z dependence
of the surface barrier on IV curves.

First, we will briefly describe our experimental system
and show typical results. Then we will present a short
outline of the theory behind our calculations and discuss
properties of the optical potential. Finally, we will
present detailed experimental results and compare them
with theory.

II. EXPERIMENTAL AND TYPICAL RESULTS
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FIG. 1. {a) Experimental VLEED IV curve near normal in-
cidence (3' off normal). (b) For comparison secondary-electron
spectrum excited by photons of 38 eV at normal emission of
Ru(001) {Refs. 4{b) and 5), illustrating the correspondence be-
tween the SEE peak around 11 eV and the LEED minima at the
same kinetic energy. From the original photoemission spectrum
(dashed line) a smooth background was subtracted.

For these measurements, standard four-grid LEED op-
tics were used and the intensity of the (00) beam was
recorded with a highly sensitive spot photometer. The an-
gle of aperture of about 3' guarantees that the total (00)
beam intensity is collected even at the lowest possible en-

ergies (7 eV), where the primary beam is no longer well
focused. In order to make work at such small energies
possible, a double mu-Metal shield around the chamber
reduces the magnetic field between sample and the LEED
screen to less than 10 mG. The primary beam current for
all measurements was 5 nA, which was stabilized to
=+Z%%uo. By alternately switching the (dc) heating
current of the sample and the electron beam using an ad-
ditional voltage of —180 V at the Wehnelt cylinder, the
sample could be set to any desired temperature during
measurements. Measurements shown here, however, were
recorded at 90 K. The sample was cut by spark erosion,
oriented by Laue diffraction to better than 0.25', and pol-
ished with diamond pastes down to 0.25-pm grain size.
In situ cleaning was done by heating-cooling cycles in
1X10 Torr Oz, as described elsewhere. " The cleanli-
ness was cheeked by Auger-electron spectroscopy (AES)
and 44 measurement during adsorption and desorption
ofH"

Some typical results are shown in Fig. 1. A strong dou-
ble minimum in reflection is seen to occur at 11.1 and
12.3 eV above E„.We have included a typical curve of
photoelectron emission with photon energy of =38 eV for
which the final-state peak does not interfere with emission
from valence bands. It is obvious that the structures in
BLEED and SEE coincide, but that the former are much
sharper and better resolved. The small but clearly observ-
able differences will be discussed in a subsequent paper, '

in which we will attempt to simulate the secondary emis-
sion spectra in photoemission. Nevertheless, the correla-
tion is obvious. In the following, we will concentrate on
the explanation of the VLEED spectra and their connec-
tion to the unoccupied band structure and the reflection
pI ocess.

III. THEORY

I(kii,E)=

In this equation, Gi+ and Gz describe the propagation of
the hole and the electron state, respectively, in the crystal.
5 and 2 describe the creation and axmihilation of an
electron-hole pair in the crystal by the photon field.
Atomic units, Hartrees, and Bohr radii are used in all
equations, unless otherwise stated. k~~ is the parallel com-
ponent of the momentum of the incoming and outgoing
electron,

k(i ———Ek'~ sine,
a

(2)

a is the Bohr radius, Ek the electron energy (with respect
to the vacuum level), and 8 is the emission angle.

The final state of the electron in the photoemission pro-
cess is a time-reversed LEED state, 4z, as was originally
demonstrated by Adawi. ' 4z is defined by

4 ( ')'=(r'
f G2

f k()) . (3)

In the computer program for photoemission, ' @z is cal-
culated in a plane-wave representation, valid between the
(j —1)th and jth atomic layers, called 42 J in the follow-
ing. The crystal potential, which has the muffin-tin form,

In this section, we will first show the theoretical con-
nection between LEED and photoemission intensities.
Starting from a general equation for the photoemission
current, a time-reversed I.RED contribution is isolated.
This wi11 show that the same spectral variations, which
are present in I.BED spectra, are also present in photo-
emission spectra; but, of course, they might be strongly
modified or suppressed by other contributions to the
photoimnission process. According to Pendry, ' the photo-
current in the photoetnission process can be derived from
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ajs are wave amplitudes and ci is the origin of the jth
layer, and the Vzl-dependent wave vector, ks, is defined
by

ks =Ik((+g +[2(&k+V.—&Vis) —Ik((+gl'1'"]

where Viz is the imaginary part and V„the real part of
the optical potential. From Eq. (4) we notice that the in-
tensity of the diffracted specular beam in VLEED will be

Ioo= l&o,oo I
(6)

Theoretical calculation of the diffracted current, Ioo,
where 00 refers to the specular beam, is a normal problem
of LEED.'7's However, in the present case we have two
special conditions to take into account. First, our energy
values from 7 up to 32 eV are smaller than in an ordinary
LEED study. Secondly, it turns out that in order to pro-
duce the correct width of the spectral structures around
11 eV in our theoretical spectra, we have to use an imagi-
nary part of the optical potential six times smaller than in
ordinary LEED studies. Both conditions lead to consider-
ably increased convergence problems.

We have taken the final-state part of the angle-resolved
photoinnission program originally developed by Hopkin-
son et al. 's to calculate Ioo of Eq. (6). That computer
program was further expanded by Larsson'9 to include
two atoms and several layers in the unit cell. We need
this extended version for hexagonal Ru(001), which has
two atoms (atomic layers) per unit cell.

The advantage of the use of the photoemission-based
programs (which probably were originally derived from
LEED programs} is that the convergences of the calcula-
tions are more certain than in ordinary LEED programs
designed for higher energies with larger Vil. The better
convergence is mainly due to the calculation of the multi-
ple scattering within an atomic layer. In the photoemis-
sion program, this part is carried out using Kambe's
method, whereas in LEED programs, time-saving direct
summation methods are usually used the latter, howev-
er, do cause problems with convergence in the present
case. A further advantage is that it is possible to use these
saine programs to study the photoeinission of the above-
mentioned final-state peak. '

This study clearly demonstrates the necessity to use an
energy-dependent imaginary part of the optic@ potential
in VI,BED intensity calculations. To show how this
quantity is included in calculations we wiB derive some
central quantities of LEED intensity calculations. Ampli-
tudes of the diffracted electrons in Eq. (6), aos, are calcu-
lated through the following equation:

X~se ss' ~ss'u os' (7)

is constant outside the muffin-tin radius, and the electron
wave function can be expressed as

42 J(r)=g aj+s exp[ik s+ (~r —cj }]
g

+ai isexp[iks (r—cj,)] .

XP &b +~+T,++, (10)

where subscripts a and b refer to first and second layers
to be combined. These doublings are repeated until the
values of the elements in M + no longer change within
the accepted accuracy (i.e., M +=R, +). In practice,
this method converges very fast (3 or 4 doublings), but
convergence depends on the magnitude of Vi I (improving
with increasing

I Vil I
).

Reflection and transmission matrices of one atomic
layer, R and T, respectively, in Eq. (10) are calculated ac-
cording to

T++ I+g++
R —+ g —+ (12)

Q
+ isdefinedby

I m ]cQk~+
I, m

X [1 X(as }]I'

Xi '
Yl~ (k s )e ' sin(5I ), (13)

where a = (2E)'~ and 0 is the area of the unit cell. 5i are
i-wave phase shifts due to the crystal potential. I'i are
spherical harmonics. X is the kg-dependent matrix, tak-
ing care of multiple scattering within the atomic layer.

As an input crystal potential, the tabulated self-
consistent potential of Moruzzi et a/. ' was used. At
these small energies, 13 two-dimensional reciprocal-lattice
vectors and four phase shifts were sufficient.

where the amplitude of the incident electron, ao, is given
by

—l ~
~Og g 00 .k+

gg

P,+rN are propagators from the surface barrier to the first
atomic layer. In general, matrices

I' =e 5
(+it d)

(9)

represent the propagation factors, which account for
phase change and attenuation (ks is complex due to Vpl)
between atomic layers. d is the distance between two ad-
jacent atomic layers, cj —c& i. In Eq. (7), M~+ is the to-
tal reflection matrix (bulk and surface combined), describ-
ing the distribution of the amplitudes of the electrons dif-
fracted backwards.

We calculate the total reflection matrix using the stan-
dard layer doubling' method. The use of this time-
consuming method is once again necessary to secure con-
vergence of the calculations. One of the relevant equa-
tions of M+, M +, M, or M++ for the doubling is

M +=R.-++T.-(I I'--R;-+I"-R.' )-
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IV. SURFACE BARRIER AND OPTICAL POTENTIAL

In the original photoemission program, as well as in
LEED programs, the spatial shape of the surface barrier
is usually described by a step function. The height of the
potential is then taken equal to the real part of the optical
potential. The spatial position of the step is usuaHy taken
as one-half of the distance between atomic layers outside
the outermost atomic layer. ' ' Vi I defines the height of
the imaginary surface barrier. The detailed study of the
experimental and theoretical spectra will show that spatial
properties of the surface barrier have some minor influ-
ence in achieving good agreement between theory and ex-
periment. The main factor, however, is the energy depen-
dence of the height of the imaginary surface barrier, Vi I.

The surface described in the simplest case by a step-
function-like barrier potential is a source of surface states,
and could possibly be responsible for the observed
minimum around 11 eV. Once we have a surface barrier,
so-called Shockley-type surface states might be pre.ent. If
we described the z dependence (normal to the surface) by
using an image-type potential, we might have so-called
image-potential-induced surface states. After specifying a
certain z-dependent surface barrier potential, we will show
how to include it in our VLEED calculations. We will
also briefly describe the procedure used to obtain the
energy-dependent shape of our optical potential.

Besides the step-function-like surface barrier, we have
also tested another barrier shape, following the formalism
developed by Rundgrcn and Malmstrom, which has a
complicated z dependence. In it, the surface potential is
taken to be uniform in the (x,y) plane (parallel to the sur-
face) and to vary in the z direction, as

The spatial properties of the surface barrier described
by the energy-dependent rq and t~ were connected to
VLEED calculations by introducing new surface propaga-
tors I'~ „,„asproposed by Hall et al. In order to ac-
count for possible multiple scattering between surface bar-
rier and bulk, the new surface propagators are calculated
by

I +„,„=(1I +—r+ I;-M +)-'I,-+i++, (16)

(17)

2.91
Vo I ———1.09 eV,1+exp[ —0.183(E—Eo )]

(18)

where Eo is taken equal to 35 eV.
Duke et al. 6 have introduced the following relation for

By replacing the old surface propagators Ps in Eq. (7)
with these new ones, the effects of a more realistic surface
barrier are included in our VLEED calculations. The
widths of the spectral structures around 11 eV are so nar-
row (see Fig. 1) that V~I, which, in addition to the gaps of
the band structure, is responsible for the widths of peaks
in this energy range, has to be selected relatively small.
As the peaks in experimental spectra at higher energies
are much broader, we allowed our Vi1 to be energy depen-
dent as the simplest approximation. For the energy
dependence of Vpr, we present in the following, for com-
parison, two analytical models and one numerical model,
which are used in ordinary LEED calculations.

Andersson et al. 5 have derived a functional representa-
tion of Vpi by fitting the experimental widths of the
peaks in their IV curves. For nickel, e.g., they have found
the following function:

—13.6/2z eV, z & —1.6 A
0

ReV(z) = a third-order polynomial, —1.6 &z &0.0 A

V„o, 0.0 A~z (14)

V, i —— (E+V,„)2m

2m

' 1/2

(19)

where A,» is the d~mping length, which might also de~end
on energy. Some other analytical forms of Vpl exist, but
these two represent typical energy dependences of Vi I.

The energy dependence of the optical potential in the
Hedin-Lundqvist jellium theory can be written as' '

( Vpr )0/z, z & —2.5 A
0 0

ImV(z}= a third-order polynomial, 1.0 A&z &0.0 A

Vpl, 0.0 A(z (15}

where z is increasing towards the metal. Third-order
polynomials join the different pieces of the potential mak-
ing V(z) and its first derivative continuous. For V,o we
have used a value of —14 eV (Ref. 24), for Vil, —2.0 eV,
and for ( Vil )0, zero, in most cases. Using this potential
and the computer program of Ma&m. strom et aI. ,~3 we
have calculated rs and ts, the reflection and transmission
coefficients for the surface barrier. The values of the pa-
rameters in Eqs. (14) and (15) have not ban optimized;
they just present some reasonable values for the surface
barrier. For an exact determination of these parameters,
we would need high resolution VLEED data. For simpli-
city, V„oor Vii in Eqs. (14) and (15) usually are not made
energy dependent in our calculations.

5M(k, E(k))
S (21)

Such a complicated optical potential has been used by,
e.g., Neve et al. or I indgren et a/. The real part of the
optical potential was calculated using Eqs. (20) and (21).
For the imaginary part, they have used an experimentally
adjusted potential whose shape, however, is reminiscent of
the shape of the imaginary part of the Hedin-Lundqvist
potential.

The important quantity of the above model of V&1(E) is
the plasmon cutoff energy. From the shape of the optical
potential of Eq. (20), the absolute value of Vil is expected

V, = V, +i Vpl ——Z(k)M(k)+[1 —Z(k)]M(kF), (20)

where M(k, r, ) is the electron self-energy and the renor-
malization constant Z is



M. LINDROOS, H. PFNUR, AND D. MENZEL

to be small below this energy and to increase drastically

above it. The threshold excitation energy for the plasmon

of momentum k, is
26' co& (0)

a)p(k, ) =cop(0) ~ 1+ 1+
5[~ {0)]

15
l

20 30

(22)

For Ru,

co& ( k, ) = l. 18coz (0)= 11.9 eV,

where co~(0) is the plasmon energy with plasmon momen-

tum equal to zero. The theoretical plasmon energy of
11.9 eV has to be

corn~ared
with the experimental energy

loss value of 23.5 eV. ' This large discrepancy requires

rejection of the exact jellium theory, which is not surpris-

ing, as Ru cannot be considered to be a good jelhum met-

al. We have therefore derived the shape of our Vil using

graphs of M and Z, and proper energy scaling to get
co&-23.5 eV. The absolute value of (Vpr)„„where V„,
includes instrumental broadening, was determined from
comparison between theoretical and experimental spectra.
We define ( Vp, )...as

{~~I 40t= I(Vii)0+[«~1«)1'l'" {23)

where ( Vpl )0 is the contribution from instrumental
broadening. Its value and that of parameter c has to be
derived from experimental spectra.

The presence of crystal structure means that the wave
vector of the plasmon loss is not uniquely defined. In or-
der to take the distribution of the plasmon wave vectors
into account, we have used polynomials of third order for
Vil in the regions around the cutoff energy instead of a
sharp cutoff behavior as given by Eq. (20).

V. RESULTS AND DISCUSSION

A. Connection between IV curves and band structure

If the imaginary part of the optical potential, which

correctly reproduces experimental spectra, is sufficiently
small, it is possible to derive information about the final-

state band structure. In particular, it appears feasible to
accurately determine energies and k values (I or A) of
some critical points of the band structure. We first re-

strict ourselves to (near) normal reflection. In Fig. 2 we

demonstrate this direct connection between bulk band
structure and theoretical electronic reflectivity for normal
reflection. We present a theoretical IV curve of the (00)
beam at normal incidence, and the corresponding final-

state band structure calculated with a very small and con-
stant Vpi equal to —0.0003 eV. The calculation of band
structures in our formalism is described in a more detailed

way in Ref. S. Since we use a complex potential, our k
values are also complex. When Im(ki ) is allowed to be
nonzero, the maximum of one energy band is joined
across the band gap by a real energy line to the minimum
of a higher band. In Fig. 2 we show, for clarity, only
those parts of the joining lines which have Im(ki ) &0.6
I A instead of all 13 bands available from calculations.

A1.0-

o OS-
IX

I"0.0
0.5-

t

E

0.0 i I

10 20

E nergy (eV)

FIG. 2. Ioo(E) curve at normal incidence and final-state

band structure of Ru(OOI) calculated with V~q equal to —0.0003
eV. Dashed lines show the energy of the empty surface states.

Only those bands are shown which have Im(kj ) g 0.6 I A.

I l

25 30

In order to obtain converged results for the bulk reflec-
tion matrix we had to use 16-layer doublings, which corre-
sponds to penetration of electrons into 65536 atomic
layers. As can be seen in Fig. 2, INi still has no flat-
topped peaks, even in the band gaps, as one would expect
from a simpler model, or Vii ——0 calculations. There are
two phenomena determining the intensity of the IV
curves. Firstly, at electron energies within a band gap, no
propagation into the crystal can take place, producing
high reflectivity. Secondly, a high one-dimensional densi-

ty of states produces a small reflectivity. Together, these
two effects sometimes dictate the IV intensity in a rather
complicated way. This is demonstrated in Fig. 2. There
are three features worth mentioning. First, we obtain no
extremum behavior at the A point in the Brillouin zone,
since dE/dki is not usually zero at that k point. Second-

ly, there are some bands which do not show up at all in
IV curves for normal incidence. The G vector (three-
dimensional reciprocal-lattice vector) of the free-electron
bands corresponding to these bands is not normal to the
surface. Here, we seem to have the same kind of behavior
of intensity as in photoemission with Mahan's primary
and secondary cones. Furthermore, we point out that
the strength of the change in the IV curves when
dE/dki ——0 seems to depend on whether the correspond-
ing free-electron E(k) point is on or close to the free-
electron band with G normal to the surface or not.

Thirdly, we have not always a maximum in our reflec-
tivity when dE/dki is equal to zero. We might also have

a minimum, as can be seen at the energies 25.5 or 30.6 eV.
A close connection between band structure and reflectivi-

ty, or IOD(E), is obvious in this extreme theoretical case
and the origin of the spectral structures can be explained
directly from band structure.

B. Determination of the optimal Vpl.

Next, we have determined the value of Vpi, which
correctly reproduces the minima in the experimental spec-
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FIG. 3. Ioo(E) curves and corresponding final-state band

structure calculated mth various imaginary parts of the optical

potential, given in the figure headings. Dashed lines mark the

energy positions of the two sharp minima.

trum around 11 eV. In Fig. 3 we show a series of Ioo
spectra calculated with different constant values of Vzt.
The spatial shape of the surface barrier is taken as a step
function.

In the middle and lower frames, Re[kgb(E)] and

Im[ki(E)] are shown. For clarity, all displayed bands

and particularly joining lines have Im(ki) smaller than
0.6. IV curves in the topmost frame have a pronounced
minimum at 12.3 eV, the energy position of which stays
constant at all Vzr's. This minimum is due to the high
one-dimensional density of states at the upper edge of the
band gap between 10.8 and 12.2 eU. With a small in-

crease in Vtt, a second minimum at 11.1 eV in the band

gap starts to develop. When V&I ———0.2 eV, the second
minimum is deeper and bigger than the 12.3-eV

minimum. This still rather small Vtt does smooth other

spectral features slightly, but we can still identify the ori-

gin of most features. A further increase in Vtt only
smooths structures more strongly. With a typical LEED
value of Vt t, —2.7 eV, only a very broad structure around

the 12.3 eV minimum is left and the band structure is al-

ready rather free-electron-like.
Comparing the shape of the minima in the experimen-

tal and theoretical spectra of Fig. 3, we obtain the best

agreement with Vpl ———0.62SeV at 11.5 eU. This value
of Vtt is the first boundary condition of our semiempiri-
cal Vpt. Another condition for Eq. (23) comes from the
intensity ratios of the maxima at 18 and 28 eV. The opti-
cal potential in Eq. (23) fulfills the two boundary condi-
tions with c=0.5 and ( Vzt )o ———0.544 eV.

behavior is found for the state responsible for the 1.11-eV
minimum. So this state must be localized near the sur-

face.
The surface-state interpretation of the 11.1-eV structure

is further supported by the observation that the shape of
this minimum in IV curves (and also in secondary emis-

sion) is very sensitive to the presence of adsorbates.
The strong dependence of the 1l.l-eV minimum in the

IV spectra on the value of Vtt is a bit surprising. We
have written down theoretical quantities of the IV calcu-
lation to clarify this V~t-dependence in Eqs. (7)—(13).
Vt t is included in the theory via ki as defined in Eq. (5),
so every term that depends on ki can give rise to Vpt-

dependent spectral features. Such quantities are all propa-
gators as well as the Q matrices, as can been seen from
Eqs. (9) and (13). By inspecting individual values of the
quantities of Eq. (7) with different Vpt's, we have found
that the amplitude of the incident wave, ao+s, or the propa-
gators P;+ do not change significantly with Vt t. On the

other hand, the values of the elements of Mss+ seem to be
very sensitive to the value of Vt t. However, it turns out
that all 7X7 complex elements (seven g vectors as basic
vectors are enough to produce these theoretical spectra) of
that matrix have the same order of magnitude and thus,
e.g. , off-diagonal elements cannot be omitted or con-
sidered as perturbation in the analysis of the Vtt depen-
dence. Any such simplifications, which are usually ac-
ceptable in the analysis of the image-type surface-barrier-
induced surface states, are not possible here.

A possible explanation for the minimum in the band

gap between 10.9 and 12.2 eV is the presence of an unoc-
cupied Shockley-type surface state. As pointed out in our
previous photoemission study, the energy position of
such a surface state could depend on the spatial position
of the surface barrier (at least when a steplike surface bar-
rier is used). However, our test VLEED calculations do
not show any changes in the energy positions of the spec-
tral features as a function of the position of the surface
barrier, with respect to the first atomic layer. The only
noticeable effect is a small attenuation of the oscillations
of intensity in the IV curve due to the longer traveling
path of electrons in the absorbing potential.

One definition of a surface state is that the zero ampli-
tude of the incident wave results in a fmite amplitude of
refiected waves, 3 and if R is the matrix of reflection coef-
ficients, this means that

detR= go .

In principle, we have defined our 8 in Eq. (10) and due to
symmetry we have R +=8+ . Obviously, Eq. (24) can
be fulfilled if

C. The origin of the 11.1-eV minimum det(I P R;+P+Z.+-)—=0-. (25)

The value of Im(ki ) is a measure of the localization of
the band-gap state. From Fig. 3 we achieve for the

ll. l-eV minimum, Im(ki)=0. 13 in units of I A, which

leads to a decay distance of 5.2 a.u., corresponding to
three atomic layers. By an increase of V~I, scattering
contributions from the surface are enhanced relative to
the bulk because of the increased damping. This exact

In the case of a steplike suf'ace b~rier, we can further ap
proximate R, =R,~, ——0, but we still reproduce the
minimum around 11 eU. So the minimum is not due to
the shape of the surface barrier or the multiple scattering
between surface barrier and the first atomic layer. This
also explains why the minimum is independent of the po-
sition of the surface barrier with respect to the outermost
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atomic layer. The 11.1-eV state is not localized outside
the outermost atomic layer as are, e.g., the image-type
surface states.

The next place to look for the surface state would be
the region between the first and second atomic layers. We
have chosen Ri, + as the bulk reflectivity and 8,+ as the
reflectivity of the atomic layer as defined in Eq. (12). In
this calculation, V~1 was set constant and equal to —0.2
eV, corresponding to the extremal cases of the intensity of
the 11.1-eV minimum (see Fig. 3). In Fig. 4, the dashed
line and the solid line correspond to IV curve and to the
absolute value of the determinant in Eq. (25), respectively.
Figure 4 clearly demonstrates that the minimum is not ex-
actly due to resonances as defined by Eq. (25), although
the value of the determinant varies strongly in the
relevant surface-state energy range. We somn to have the
same behavior here as with the threshold effects in
LEED, namely the oscillations have an interference ori-
gin' and not a resonance origin as demanded by Eq. (25).
On the other hand, we might have some energy shift
mechanism of the spectral features due to the complex po-
tential. This effect has been discussed in normal LEED
theories, e.g., by Van Hove and Tong. ' As pointed out
before, we cannot represent the reflected intensities in any
simple approximative form to study the origin of the
11.1-eV minimum in more detail, because the terms in the
reflection matrices are all of the same order of magnitude.
So we interpret the origin of the 11.1-eV minimum to be
an empty surface-state, which extends some atomic layers
from the surface into the bulk. This surface state results
from interference of the multiply scattered electron waves
between atomic layers.
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structure. The polar angle of electrons is 3' for IV curves and
zero for the band structure. See Fig. 2.

D. The optimal IV curve, band structure,
and optical potential

In Fig. 5 we show experimental and theoretical spectra
at the smallest experimentally possible polar angle, 3', and
the corresponding final-state band structure. The theoret-
ical spectrum and the band structure have been calculated
using the optimized optical potential derived above. The
band structure is calculated for clarity and for the reader' s
convenience at normal emission, as obvious by the degen-
erate bands between 17 and 27 eV. Figure 5 displays such
good agreement between experimental and theoretical IV
curves that we are convinced that our theoretical model
with energy and z-dependent surface barrier potential is
basically correct. Further improvement in agreement
could be gained by optimizing various parameters respon-
sible for the shape of the surface barrier in Eqs. (14) and
(15). Figure 5 clearly indicates that a derivation of band-
structure information from VLEED data is not possible
without detailed theoretical support. The presence of the
surface-state-induced structures, already rather smoothed
spectra and the complex bands hinder direct determina-
tion of the E(k) points. Notice particularly that our ex-
perimentally observable extrema do not fall on the Bril-
louin zone boundary in I (or A) points, i.e., corresponding
arguments for the determination of the high symmetry
lines of structures should be taken with caution.

In Fig. 6 we show our "experimental" optical potential
as obtained by the procedure described above. In Figs.
6(a) and 6(b), the real and imaginary parts of the optical
potential are plotted, respectively. In Fig. 6(b), two addi-
tional potentials from Eqs. (16) and (17) are shown. For
convenience, these potentials have been normalized to the
same value as our experimental Vpi at an arbitrarily
selected energy of 81 eV. We notice that the potential of
Duke et al. overestimates Vzl at small energies before
the plasmon cutoff energy, and, on the other hand, —VI I
is too small just above the cutoff energy. By shifting the
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FIG. 6. The optical potential as a function of the electron en-
ergy: lower half, real part; upper part, imaginary part. The
solid line is the result of this work, the dashed line is a modified
result of Ref. 26 (see text), and the dashed-dotted line is the po-
tential from Ref. 25.

potential of Andersson et al. to correspond to rutheni-
um, i.e., by giving Eo in Eq. (18) a value of 23 eV, we ob-
tain the potential displayed in Fig. 6 as a dash-dotted line.
This potential nearly coincides with our potential in the
energy range studied here, giving a possible explanation of
the origin of the potential of Andersson ef al ;i.e., E. q.
(18) is some analytical approximation to the shape of the
Hedin-Lundqvist potential. V, in Eq. (20) is a relatively
smooth function of energy having an average value of —8
eV. Michalk et al. in their ordinary LEED study have
obtained —14 eV for V„.This difference of —6 eV could
tentatively be explained by surface dipole contributions.

E. Influence of the s-dependent surface barrier

To find out the effect of the z-dependent image-
potential-type surface barrier we have carried out a set of
calculations using the surface barrier as described in Eqs.
(13) and (14), using the theory proposed in Eqs. (10}and
(11). In Fig. 7 we compare spectra in which curves a and
c are obtained using a step function for the surface bar-
rier, whereas curves b and d are calculated using an
image-potential-type surface barrier. Gurves c and d were
obtained taking Vpl constant and equal to —0.625 eV,
and curves a and b were produced using the energy-
dependent Vzl. As can be seen, no large changes occur
for the minima around 11 eV. However, the spectra with
image barrier fit the experimental results at low energies
better, since the first minimum at 11.1 eV is now deeper
than the 12.3-eV minimum. In Figs. 7(b) and 7(d), which
are calculated with 8=3 towards I M, we get additional
peaks due to image states. The exact energy positions of
these image-potential-type surface-barrier-induced surface
states depend on the selection of the parameters in Eqs.
(14) and (15). The signal-to-noise ratio of our experimen-
tal equipment —though on a 2% level —does not allow the
detection of these structures; even their theoretical intensi-
ties seem to be very small, except for the structures
around 22 eV. The inclusion of the image-potential-type
surface barrier (curve d) seems to overestimate spectral
features by introducing strong spectral variations. The

10 15 20

Energy (eV)

25 30

FIG. 7. Theoretical I00(E) calculated with varying Vpl(E)
(curves a and b) and with steplike or image-potential-like sur-
face barrier (curves b and d). Dashed line displays the experi-
mental spectrum.
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15
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FIG. 8. Theoretical Ioo(E) calculated with image-potential-
type surface barrier and small constant Vpl, showing the surface
state at 11 eV with these small V~I's.

use of the energy-dependent Vi.l (curve b), however, iiii-
proves the agreement in the 22-eV region by attenuation
of the structures induced by the image potential.

It is worth mentioning that from our calculations with

~ Vzz
~

&0.054 eV, we would derive a second image state
to exisf, in our energy gap between 11 and 12 eV. This
state, however, disappears with higher Vpl as shown in
Fig. 8. With higher absolute values of Vi1, IV curves are
identical fo the IV curves in Fig. 3. We conclude that the
fheoretjcal condition for electrons to be in this state is a
very long lifetime ( Vi1 small}, but under the experimental
conditions the lifetime is much shorter. As these two con-
ditions are not fulfilled at the same time, we do not see



M. LINDROOS, H. PFNUR, AND D. MENZEL 33

this peak in the spectra corresponding to the experimental
situation. We can interpret this state as due to the
image-potential-type surface barrier, since the state is ab-

sent with a step-function-type surface barrier, as can be
seen in Fig. 3.

Ex per iment
15 2P 25

f" M

30 10
I

Theory
1,5 20 2,5 3,0

F. Influence of the ordinary LEED parameters

In ordinary LEED investigations, relaxations of the
surface atom layer are important. Michalk et al. have

found, in their LEED study of Ru(001), that for the clean
surface a contraction in the first-layer spacing, hd„of
2%+2% occurs. In Fig. 9 we show the effect of varia-
tions of d, on our spectra. As can be seen, there is a gen-
eral shift of the spectral features to higher energies at a
rate of 0.2 eV per 1% contraction. Furthermore, the rela-

tive intensities are strongly changed but the best agree-
ment, as judged by eye, is obtained with 0% or 2% con-
traction. The intensity variation of the 28-eV structure
complicates the determination of parameter c in Eq. (23)
and we have obtained our c equal to 0.5 with hd, =0%.
We should stress that this conclusion would not be
changed by a different choice of nonstructural parame-
ters.

A second typical LEED parameter which we varied,
was the average value of the real part of the optical poten-
tial with steplike surface barrier. It was found that the
shape and energy positions of the minima around 11 eV
are independent of this parameter. For an image-
potential-type surface barrier this parameter, V,0 in Eq.
(14}, is much more important, since it dictates the energy
positions of the wiggles due to image surface states (by
changing the emerging energies of nonspecular beams}.
Furthermore, the behavior of the spectral features as a
function of the polar angle of electrons depends on the
value of this parameter. Since our experimental spectra
do not show any detailed structures due to an image-
potential-type surface barrier, we have not studied the in-
fiuences of the other parameters in Eqs. (14) and (15) in
more detail.

15 20 25 30 10 15 20 25 30
E nergy (eV) Energy(e Y)

FIG. 10. Comparison of experimental and theoretical Ioo
curves for different polar angles towards I'R. Calculational pa-
rameters are the same as in Fig. 5.

G. Off-normal IV curves

One crucial test of our theoretical model with energy-
dependent Vpl is the angle dependence of the experimen-
tal and theoretical spectra. In Figs. 10 and 11 we show a
set of experimental and theoretical spectra along I'M and
I'g, respectively. In Fig. 10 we have taken into account
in our calculations both domains present in this k~~ direc-
tion. The general agreement between theory and experi-
ment is satisfactory. We have the same spectral structures
present in both theoretical and experimental spectra.
Also, the behavior of the intensity of the peaks in the
spectra as a function of incidence angle is similar. This
general agretnnent between theoretical and experimental
spectra rules out the possibility that our good agreement
near normal emission is accidental.

Experiment
10 1,5 2P 25

I K Theory
30 1,0 1,5 20 2,5 3P

+2%
0%

-2%
-4%

Experiment

10 15
I

25 30

Energy (eY)

FIG. 9. Comparison of experimental Ioo(e) curve arith
theoretical curves obtained with varying distance between the
first and the second atomic layers.

10 15 20 25 30 10 15 20 25 30
Energy (eV) Energy (eY)

FIG. 11. Comparison of experimental and theoretical I~
curves for different polar angles towards T'K. Calculational pa-
rameters are the same as in Fig. S.
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VI. CONCLUSIONS

Experimental results for the energy- and angle-

dependent reflection coefficient for very-low-energy elec-
trons in Ru(001) are presented, which show strong mini-

ma where peaks are observed in secondary-electron emis-

sion. A theoretical model is developed to trace these
structures back to the unoccupied band structure. Calcu-
lations based on this model can describe the VLEED spec-
tra very well.

(1) A necessary condition for successful calculations is
an energy-dependent imaginary part of the optical poten-
tial with small absolute values for very low energies and
increased value above the plasmon cutoff energy.

(2) The first strong reflection minimum (at 11.1 eV) is
attributed to an unoccupied surface state and the second
one (at 12.3 eV) to the high density of states in the bulk
band structure, which couple well to free-electron-like
states.

(3) There are some clear band-structure-induced spec-
tral features, maxima and minima .However, direct as-

signments of extrema in the VLEED IV curves to sym-

metry points in the band structure without detailed calcu-
lations can be grossly wrong, because VLEED intensities

are strongly influenced by other effects.
(4) The intensity of these spectral features depends on

the coupling to free-electron-like bands.
(5) Some surface-state-induced structures might further

obscure derivation of critical points.
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