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The response of a disordered interacting electron gas to a time and spatially varying magnetic
field is discussed. Local spin conservation leads to a generalized Ward identity, which together with
global spin conservation implies that the dynamic magnetic susceptibility X(q,{}) must obey a simple
diffusive form. The same identity, when combined with the general perturbative structure of
X(q,Q), also relates the renormalization of static susceptibility X' and the spin diffusion constant D
to the renormalization of the charge diffusion constant and the Fermi-liquid interaction amplitudes.
These relations are shown to be consistent with perturbations to first order in ¢ { =1/[(27)’N,D]}
but only after nontrivial cancellations. Thus the Ward identity allows both easy derivation of
X(q,Q) from the renormalized theory and a consistency check on the scaling equations. By using
the renormalization-group equations for these parameters, it is shown that there is strong enhance-
ment of X* and decrease in D, with lowering temperature. The significance of this with respect to

the metal-insulator transition is discussed.

I. INTRODUCTION

The investigation of the metal-insulator transition' in
disordered interacting electrons has made important pro-
gress after the work of Finkel’shtein? who showed how to
map the problem into an appropriate nonlinear o model.
Once this effective-field theoretical model is obtained one
can go through the canonical scheme of the renormaliza-
tion group and generate the equations which govern the
flow of the effective couplings and the scaling behavior of
the physical quantities.

While the analogous approach®~® for noninteracting
electrons succeeded in describing the scaling theories of
the localization problem, there are still relevant open
problems concerning localization in the presence of
electron-electron interaction. A well-behaved metal-
insulator transition in 2 + € dimensions is obtained only
when the effect of spin fluctuations is at least partially
suppressed as in the case of spin-flip impurity scatter-
ing,’~ 1! external magnetic field'®!! with spin Zeeman
splitting, and spin-orbit coupling.”!2

A rather unexpected situation is obtained in-
stead>1%131% when a weak magnetic field is turned on
(simply to avoid further complications due to maximally
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crossed diagrams) and the Zeeman splitting is not con-
sidered. This “particle-hole channel only” model has re-
cently been shown'* to share physical features with the
more general case of nonmagnetic impurities. In two di-
mensions and at one-loop expansion, it was found? that
while the resistance was scaling to zero, I" and I, the ef-
fective interaction amplitudes at small and large angles,
respectively, and the energy renormalization parameter z
were flowing to infinity as the rescaling parameter A of
the renormalization group (RG), was approaching zero.

The original group equations, however, had to be modi-
fied.!*!* The resulting physical picture appears more
promising although not yet completely settled. One-loop
perturbative calculations once again give a diverging T,
I';, and z but at a finite value A, of the rescaling parame-
ter A of the renormalization group. Due to the dominance
of T, in the conductivity equation, the corresponding B
function changes sign and forbids the metal-insulator
transition in 2 + € dimensions, the resistance remaining
finite at A,.

Although the group equations themselves lose their va-
lidity near A., the nature of this instability has been inter-
preted'? as a tendency to form clusters of aligned localized
spins, the size of spin clusters being connected to A.. This
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interpretation was based on the fact that the static spin
susceptibility X* diverges at A, while the spin diffusion
constant D, goes to zero. The strong divergence of X* is
connected to the divergences of the interaction scattering
amplitude via the relation X**=N,(z +T,). As we shall
see, this relation is a generalization of the standard Fermi
liquid result in terms of the scattering amplitudes; and it
stems from the spin conservation and the diagrammatic
structure of X, just as the relation z —2I'+I";=0 among
the renormalized scattering amplitudes themselves stems
from particle conservation.> %13

The total spin conservation implies a diffusive form for
X(q,Q) in terms of the true static spin susceptibility and
of the true spin diffusion constant D;. The local spin
conservation is implemented by a Ward identity. The re-
normalized form of X* in terms of the renormalized effec-
tive couplings is then generally identified. Such general
constraints of the theory have been verified by the one-
loop expansion.

An enhancement of spin fluctuations in disordered sys-
tems at low temperature has found some experimental evi-
dence.'® However, whether it is derived from the same
disorder-induced enhancement of the Stoner factor here
discussed is still an open question.

In the “particle-hole channel only” model the diver-
gence of X which follows from the group equations has
to be considered only as an indication of a tendency to
form local ordered structures. Higher-order terms in the
group equations or a self-consistent analysis could in fact
stabilize the system, either giving a new fixed point or
driving the system toward one of the universality classes
associated with the suppression of the effect of I'; (the
spin-flip, spin-orbit, or magnetic field cases).

The paper is organized as follows. We shall first dis-
cuss the RG equations for the simple case when the Coop-
er channel is suppressed. The general structure of the
spin magnetic susceptibility will be given, together with
some general relations (Ward identities) stemming from
spin-current conservation. In this way a general relation
between X*' and the “coupling constants” z and ', will be
derived, as a natural generalization of the Landau-Fermi
liquid theory for translation invariant systems.

The renormalization-group equations will then allow us
to obtain the behavior of the susceptibility. In the con-
clusion possible physical scenarios which could result for
the metal-insulator problem will be indicated.

II. MODEL

The system we shall consider is an interacting electron
gas in the presence of a random impurity potential u (r)
subject to the usual conditions:

1

=—8(r—1' 1
27’_N07_08(r r'), (2.1)

u(r)=0,u(r)u(r)

where N, is the (free) single-particle density of states and
7o is the scattering time in the Born approximation.!” The
diffusive effects introduced by disorder are described in
terms of two types of propagators: the “particle-hole
channel” diffusion propagator L%(q,Q) represented by
the scattering processes shown in Fig. 1:
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FIG. 1. “Particle-hole channel” diffusive propagator
L{®(q,Q). This is obtained by treating the impurity scattering
with the “ladder approximation.”

1 1
- 27TN07'0 —IQ+D0q

L{(q,0) 7 4=pi—p2, (22

and the ‘“particle-particle channel” propagator shown in
Fig. 2:

1 1
21TN07’0 —zQ—+~D0q

LéO)(q,Q)= 35 9=P1+Ps - (2.3)

Dy=v}r/d is the bare diffusion constant. In Figs. 1 and
2 continuous lines represent the fermion Green’s functions
with energy on opposite sides of the Fermi surface
[(e4+Q)e <0], which from now on will be indicated with
a “4” and a “—,” respectively. The dashed lines indi-
cate the random potential correlation given in Eq. (2.1).

In the following (“particle-hole channel only” model)
we assume that the time-reversal invariance is broken by
the presence of an external magnetic field. However, the
spin Zeeman splitting will not be considered. Under these
conditions a masslike term 75! ~eHD /c appears'® in the
denominator of Eq. (2.3) so that L%(q,Q) stays finite in
the limit ¢,Q—0. It is therefore negligible when com-
pared with L{”.

Interaction among the electrons is initially introduced
by means of a spin-independent two-body potential v(q).
From perturbation theory' we learn that the combined ef-
fects of disorder and interaction are relevant only when
the energy of the electrons is confined in a shell | €| <75"
around the Fermi surface. This is so because the leading
corrections (which are logarithmic in two dimensions) ori-
ginate from the presence of the diffusive propagators.

All the remaining many-body effects are included by
substituting the initial bare potential v(q) with the stan-
dard Landau-Fermi liquid amplitudes. Three energy-
momentum regions appear to be relevant for the electron-
electron interaction (Fig. 3) in the presence of disorder.

We shall call T'{? the interaction amplitude for values
of the energies and momenta such that €, ~€; and p;~ps;

P _€+Q>0 pIPsP,
7

< = o T e

P, €<0 Py
p_€020 pypre,

Py €<0 P,

FIG. 2. “Particle-particle channel” diffusive propagator
L{%(q,Q). This includes the set of “maximally crossed” graphs.
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FIG. 3. Interaction amplitudes; a,f are the spin indices.

'Y for ¢,~¢€, and p;~py; and T for €~ —€; and
pa~—p3 L ¥ corresponds to the small-angle interaction
scattering, I i is obtained by averaging over events where
the transferred momenta are <2py, and T is related to
Cooper fluctuations. Since in this paper we shall not deal
explicitly with the presence of L., [  will be neglected.
However, this approach should be generalizable to those
situations.

When long-range forces are present, we shall call T
the statically screened part of the Coulomb potential and
TO=T®+T (2, the total small-angle interaction ampli-
tude. Moreover, for reasons which will become apparent
later, it is convenient to introduce the familiar singlet and
triplet scattering amplitudes as defined in the Fermi
liquid theory:

T (0
_1"2

FO=TO_LFQO FO- (2.4)

III. DENSITY-DENSITY CORRELATION
FUNCTION AND THE GENERAL STRUCTURE
OF THE THEORY

In this section we review earlier work on the density-
density correlation function.!®!> This review prepares
one for the calculation of the spin-spin correlation func-
tion which is the main subject of this paper.

In the model we are considering, corrections' to the
normal Landau-Fermi liquid derive from integrals over
the momentum appearing in the diffusive pole of the
particle-hole propagators [Eq. (2.2)]. The expansion pa-
rameter is to=1/(27)*NyD,, which is a small quantity if
the disorder scattering is assumed to be weak.

Already at zeroth order in t;, dynamical corrections
due to the disorder are obtained for the interaction ampli-
tudes by noticing that if L}? is inserted between two T ¥’
as shown in Fig. 4, no additional integration is required
on the internal momenta which appear in the diffusion
propagators.

Denoting the dynamically corrected amplitude corre-
sponding to I'; by U,, we then have

€+Q,p+q €+Q,p'+q €740
o o [o'd (o4
< | I c
B B -
N €
Ji$ B

€.p €.p

FIG. 4. Dynamic resummation for the scattering amplitude.
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UP(q,)=T Y -T LK) (q,0)T " (q,Q)
T P(—iQ+Dyg? G
T i1 N,T )+ Dog? ’

where we have used Eq. (2.2) to obtain the zero-order
noninteracting  density-density  correlation  bubble
(Kt~ =—iQNy/(—iQ+Dog?) defined as the part of
K which is associated with [¢” (€ + Q) <0] by integrat-
ing out of the four Green’s functions which appear in the
repeated structure of the infinite resummation. Analo-
gous steps lead”'© to the dynamical amplitudes U {(q,Q)
and U ¥(q,Q).

When evaluating physical quantities at a given order in
ty, the infinite order in the I'’s is obtained just by using
the corresponding dynamical amplitudes instead of the
static ones. No weak-coupling assumption is therefore
made on the interaction.

Limiting ourselves to first order ¢y, and any order in the
s, it can be shown'® that a dressed diffusion propagator
L4(q,Q) appears as a consequence of the interaction

;2
Ld(q,ﬂ)= _ 2
—izQ+Dg

where we have dropped the factor (2mN7y)~! for con-
venience. ¢ plays the role of a wave-function renormaliza-
tion and z allows for an independent energy renormaliza-
tion. D is the dressed diffusion constant at the same or-
der. Cross correction terms lead also to dressed scattering
amplitudes I' and T',. By using Eq. (3.2) instead of Eq.
(2.2), the singlet and triplet dynamical amplitudes now
read

(3.2)

T, ,(—izQ+Dg?)
—iQ(z —2N &1, )+Dg? '

U, .(q,Q)= (3.3)

the various dynamical scattering amplitudes being re-
scaled differently in frequency. This and the following
equations similar to Eq. (3.3), which, strictly speaking, are
integral equations, will be considered in the spirit of the
scaling analysis as algebraic equations.

I, T, &, z, and D, which are logarithmically divergent
in two dimensions, are expressed in terms of () at zero
temperature, in terms of T itself at finite temperature, and
of the rescaling parameter A when the corresponding
group equations are considered. The identification of the
renormalization parameters in terms of physical quanti-
ties is performed by considering the density-density
response function K.

The general structure of Ky(q,{2) can be made explicit
by dividing it into the static and the dynamic part and re-
peating the infinite summation as for the interaction am-
plitudes,°

Kool @) =K+ 2oL "As (3.4)
00'9q; —4H.00 —iz]ﬂ+Dq2 ’ -
where z, is given by
27SR P SR_T T, = =
21=Z—2N0§ Fs , l"s ~_—F1—- —':FS—FO (3.5)
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Only the short-range part of the singlet amplitude appears
in Eq. (3.4) since K is irreducible for cutting a Coulomb
line. Ag is the vertex which when multiplied by the ad-
vanced and retarded part of the density-density response
function (Kg) 1™,

—iQNyCA,

(K )+_( ,Q)= ’
o 9 —iZIQ+Dq2

(3.6)
gives the total dynamic part of K by including the final
+ + and — — contributions. It should be noted that all
renormalization constants are absorbed in Ly, A, and the
I'’s, leaving all the single-particle Green’s functions un-
renormalized in Fig. 5. This implies that in evaluating
Fig. 5, the Green’s function integrals are over noninterac-
ting Green’s functions and are therefore trivial.

Ao appears also in the static screened Coulomb interac-
tion

- v.(g)A} —A}
Fo=lim st T apest
9—01-2v.(¢)Kpy 2Kjo

(3.7

K, being the static part of the density-density response
function coincides with —dn /8. 3dn/3du is the thermo-
dynamic density of states and remains finite.!”?%? The
resummation for K§; is completed by the insertion of the
bare T SR

an

K§=———=—No[1—2N(T )R] . (3.8)
o
The total particle conservation condition,
Ky(g=0,0)=0, (3.9)

when imposed on Eq. (3.4) determines £?A3 in terms of
K and z, as
Kt

242
Ag= — s
§°AG ZINo

(3.10)

K assumes then the standard diffusive form

_n_ D¢ . D

o —iQ+D'q?’ -
D’ is the diffusion constant related to the conductivity by
the Einstein relation o =(dn /du)D’.

z, is the rescaling parameter of the frequency mode as-
sociated to the density fluctuations. As it was also shown
in perturbation theory,”!? it remains finite just as dn /du
does and equal to its bare value given by equation

Ko(q,82 (3.11)

(3.12)

In addition to z and z,, there are the frequency rescaling
parameters which control the dynamical behavior of the
singlet (long-range) and triplet scattering amplitudes ac-
cording to Eq. (3.3):

Kooa,Q) = K55

+ + + +
Ag A
uiD=zuBEEi

FIG. 5. General structure of Ko. I \*’ denotes (T ()R,

Z,=2Z —2N0§2‘I:S =2 —2N0§2f0, Z,=2 +N0§2F2 .
(3.13)

As shown in the next section, z, is associated to the spin
fluctuation. Due to the expression (3.7) for [y and to Eq.
(3.10) for £Aq, 2, instead is identically zero leading to the
general relation

z=2Ny T, ,

which was first derived in Ref. 2.

As was carried out in Ref. 15, the identification of the
theory is completed by determining £ in terms of the true
single-particle density of states N ({2):

(3.14)

N@)=—— [ d%ImG(p,0), 050, (3.15)
where G(p,Q) is now the full interacting renormalized
Green’s function. The requirement of local gauge invari-
ance implies a Ward identity for the electromagnetic ver-
tices of the theory, which permits one to relate!® the
single-particle density of states N to (Koy)* ~:

N(Q)=(Kg)T (g =0,0), Q0. (3.16)
Expression (3.6), for (Koy)* ™, then implies
No&2A
N(n)=—°z-§—°, Q0. (3.17)
1

The condition (3.10) on A, following from the global par-
ticle conservation together with Eq. (3.17) determines § to
be

N

=2 3.18
N (3.18)

as it has been verified by perturbative analysis.!° Actually
it was shown that the renormalized interaction amplitude
I'’s (to be distinguished from I ’s), which appeared in Ref.
2, already included the “wave-function renormalization”
parameter £ from the beginning. For the rest of this pa-
per, renormalized amplitudes

r; =T, (3.19)
will be used where appropriate. When expressed in terms
of these renormalized couplings, the group equations do
nogocontain the single-particle density of states explicit-
ly.

IV. RENORMALIZED SPIN SUSCEPTIBILITY

We now proceed to identify the role of the parameter
z,. The Fourier transform X%(q,Q) of the response func-
tion to an external magnetic field along a given direction
i=1,...,d for >0, is related to the time-ordered func-
tion

Xii(q,Q)=F é'(r,[s"(r,:)s"(r',t')]) , @.1)

where the i component of the spin density is given in
terms of the Pauli matrices o' as

Sir,)=yl(r,0olggr,1) 4.2)
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with summations over repeated indices @, understood.
According to its perturbative structure (see the Appen-
dix), X(q,Q) can be divided into its static part X* and into
its dynamical one which has the general representation
shown in Fig. 6. X must be irreducible for cutting a T’
line since otherwise the spin indices at the end vertices are
independent and sum to zero. Therefore only I'; (and not
T, as for Ko) enters in its skeleton resummation. When
all the terms depicted in Fig. 6 are summarized up, taking

into account Eq. (3.2) for the dressed L , one obtains
iQNoE?A2
_IONob As . (4.3)
—iQz,+Dgq

The vertex A, plays the same role as the vertex A for the
polarization bubble Ky, and completes the + — part at

both ends to include the + + and — — contributions so
that
iQNEIA?
X(q,ﬂ)=X“+—_0§—s2— : (4.4)
—iz,Q+Dgq

We introduce the quantity

iQN LA,

; 2 4.5)
—iz,Q+Dg

Xt (q,Q)=

which is simply the part of the X(q,{)) starting with a +
line and a — line. Just as in the case of K, Egs. (4.4)
and (4.5) are simplified versions of true integral equations.

We now proceed as we did in Eq. (3.9) and take advan-
tage of the total spin conservation. We impose on Eq.
(4.4) that

X(g=0,Q)=0. (4.6)

Equation (4.6) determines £A, in terms of z, and X*',

FAI=—-x". 4.7

Ny

The full X(q,Q) can now be written in the very simple
form

2
x<q,m=x“——.—D’q——2, p=2, (4.8)
—iQ+Dq Z;

where Dq, in strict analogy with Eq. (3.11), plays the role
of the dressed spin-diffusion constant.

In order to complete the identification of our renormal-
ized theory, we have to relate X* to z, by means of a
Ward identity. In addition to the spin density S(r,t)
given by Eq. (4.2), we introduce a “spin-current” operator

+ +
Ag
TEC ]

FIG. 6. General perturbative structure of the dynamical part
of X(q,Q).

+ +
As

| I
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Y(r,0)= —i /2{d}(r,0)0L gV p(r,1)

—[VYLr,n0)ohpbsr,n)] .

In the case of nonmagnetic impurities with spin-
independent electron interaction, the spin is a conserved
quantity. In the present model we have suppressed the
Cooper channel contribution by hand. If this is due to a
small magnetic field, we assume that its presence does not
introduce other effects.

The equation of motion leads in this case to the con-
tinuity equation

as"

(4.9)

—a—‘+V I(r,))=0, i=1,2,...,d . (4.10)
Quite generally we define the vertex
AL a5 x") =TI (O Ue(x WHx™)) ., (411

where for simplicity we have used the notation
I‘ =(S",I') and x, =(t,1), with u=0,1, ,d.

The time-space divergence d/0x, of A# ap» DY virtue of
the continuity equation (4.10), acts on the right-hand side
of Eq. (4.11) only via the time derlvative of the time-
ordering operator. Therefore only I)=S’ enters in its
evaluation. We then have
'LAL'(,B(X ;x,x")

ax, =i8(x —x")G gy (x

", X)0yg
—i8(x —x')05yGyplx,x") . (4.12)

Upon impurity averaging, we have translational invari-
ance, and we can Fourier transform Eq. (4.12) to read

9u ;LaB(P +q’P)—Uay yB(P +q9)—G, (p)Uyﬂ ,
(4.12")
where
. . d .
Guhu=0hMo— 3 g;A; .

j=1

If we send the external momentum q to zero, we are
left with the Ward identity for the vertex Af
QAé),aﬁ( p;€+ Q,P, €) =U£IYGrﬁ(p’6+ Q)— Gay(p,e)ai,ﬁ .
(4.13)

The dynamic susceptibility is related to Al by

o=t [ 5 [k

crapAoﬁa(e+Q P+QqQ;Ep) -

(4.14)
When we consider only the part X+~ of X(q,{), we have

X+-(q,Q)= f IR i A O(—ele+Q)) .

(2 ¢
(4.15)
As (1—0, the integration over € only gives a factor (.

Considering the fact that G,5=G&,g and the Ward iden-
tity (4.13), we have



6174

i f dg
202m) Y (27)¢

lim limX*~(q,Q)=—

QolgAl
Q—-0g—0 ap0pa

9P G (p.0Y)—G(p,07)
27 d T P P07}

(4.16)

Since the term in the square bracket coincides with
2i ImG (p,0"), Eq. (4.16) together with the definition
(3.15) of the single-particle density of states N ({2) and the
expression (4.5) for Y+~ leads to
No&*A
N(Q)=—-X*"(g=0,0)= °f L, Q0.
2

By means of Egs. (4.17) and (3.18) for £, A; and § can be
eliminated from Eq. (4.7) to provide the required expres-
sion for X* in terms of z,:

_ No&’A?
-

4.17)

xs =Noz;=No(z +T,), (4.18)
which was independently derived in Refs. 13 and 14. As
mentioned before, I',=T",£2N,,.

It is important to stress that Eq. (4.18) has been derived
here on a quite general basis exploiting the skeleton struc-
ture of the theory and the symmetry contraints coming
both from local and global particle and spin conservation.
The simultaneous use of these conditions [Egs. (3.9) and
(3.16) for K, and Egs. (4.6) and (4.16) for X(q,Q)] per-
mits us to identify all the renormalization parameters of
the theory. Usually only the global conditions (3.9) and
(4.6) have been considered in the literature.

V. GROUP EQUATIONS

The group equations were derived at first order in ¢ by
means of the Wilson procedure. Fast degrees of freedom
are consequently integrated out up to a lower energy and
momentum cutoff, AA2=A(7,Dy)~! in the following re-
gion:?!

2
0< za)2 <A A< o1,

DA A?
) (5.1)
z0 9°
7»<DA2 <1, 0< 2 <1.

The parameter A—0 while iterating the transformation.

A set of RG equations was originally derived by
Finkel’shtein® using a field theoretical formulation. Since
then, it was “rederived” via a diagrammatic perturbation
theory approach.!® Recently it was, however, realized
that the contributions listed in Ref. 10 for diagrams 10(b),
10(c), 11(b), and 11(c) are overly small by a factor of 2.
The RG equations in Refs. 2 and 10 are thus incorrect.
Taking into account the correct contributions to those di-
agrams and defining the scaling variable £= —InA, one
obtains the following flow equations of ¢, I, and Ty:

r r
_d_t=2 4__32-%— 210 z+1,
d§ Fz z
S I 2F% L _ir r: (5.2
d§ = + Z » d§ =t 2+ z y . )
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for d=2. Since I'; and T, instead of f‘z and T are used,
the RG equations do not contain the density of states re-
normalization. The scaling equation for z is readily ob-
tained from Eq. (5.2) using Eq. (3.14).
Defining w=T,/T, y,=T,/z; from the above equa-

tions and Eq. (3.14), one gets

dw dYZ t 2

—=t, ——=— 1)°.

de de 2 (y2+1)
Both w and ¥, increase as & increases as long as ¢ is fi-
nite. On the other hand from Eq. (3.14) we have

w—2 1
2 1+7,

(5.3)

w has to be upperly limited by 2, where y, diverges, as the
condition z>0 has to be satisfied in order to ensure the
stability of the Fermi liquid. It is easy to see now that y,
diverges as a finite £, scaling toward strong coupling:

Y2~ \g—‘gc I - ’
while, at £, ¢ reaches a finite value ¢,. We then have
F»FZ"" |§—§c ' —4» z~ lg—gc ‘ =3

This instability is present also in 2 + € dimensions, except
for a region given approximately by

(5.4)

(0)
L
- o

€

£ 1
210 >

in the initial values of I'Y"), I'?, and t,. Moreover this

behavior comes out to be independent of the nature (long-
ranged or short-ranged) of the interactions and therefore
it is also expected to apply to Hubbard-type models. The
existence of a finite value A, of the scaling parameter de-
fines in a natural way a length scale of the theory by the
relation

g2=AA*=A(7sDy)"" .

In order to obtain properties of the physical system at
temperature T, one should integrate out all the fluctuating
modes which are not cut off by the temperature. Howev-
er, the different propagators in the theory have different
cutoffs given by zT, z,T, etc. Thus in principle we should
integrate the RG equations to a cutoff A equal to the
smallest of these cutoffs, and from (5.4) this means setting
75 'A=2zT"'3. However, this procedure cannot be carried
through consistently because we are already outside the
region of validity of the scaling equations when the larger
cutoffs are encountered (see further discussion below).
Nevertheless, carrying out this scaling, we find that (5.4)
now implies

|A—A, | ~T'?, (5.5)

and so T=0 when A=A,. Hence the instability at a finite
A. does not translate into a finite-temperature transition.
It is useful to spell out the difference between the previ-
ous solution and the one obtained using the old (incorrect)
RG equations. In both cases, as the cutoff A is reduced,
the resistance t decreases while z, I', and I', diverge.
With the previous equations,z’ 10, T, and I', diverge loga-
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rithmically as A—0. This leads to the conclusion that
t—0 as T—0, even in the presence of disorder. With the
new equations, z, I', and I, diverge at a finite A, with a
power law, and their divergences preempt the tendency of
t to decrease all the way to zero. The catastrophe of a dir-
ty perfect conductor is thus avoided. However, it is not
possible with either set of equations to obtain formally the
expected metal-insulator transition (but see below).

If we now consider the spin susceptibility, according to
Eq. (4.18), its group equation is completely determined by
the previous flow equations:

Xst
X° d dr _ uh,
G g T=2gp ="t 56

This checks with what can be calculated directly from
perturbation theory (see the Appendix) leading to a verifi-
cation of Eq. (4.18).

It is clear that X has the same divergence as I',

Xt~ |E—E | T*~T 74, (5.7)
and
D
= Tr ~T*3, (5.8)

since D remains finite.

As discussed in Ref. 13, Egs. (5.5)—(5.8) should be tak-
en only as indicative since the RG equations have been de-
rived under the assumption of weak coupling, a condition
no longer satisfied near A.. In addition, because z,
diverges with a faster power law than z, the equations
cease to be valid once A < A; =2z,(A;)T. Nevertheless they
do allow the following qualitative physical picture. The
enhancement of the spin susceptibility as A approaches a
finite value A, together with D going to zero can be tak-
en as an indication of the formation of localized spin clus-
ters.!>'* No symmetry breaking is present since we can-
not complete the renormalization-group iteration A—0.
It is natural to identify the length L, =g;! previously in-
troduced as the mean dimension of these clusters. The
behavior in T—* of X* even if approximate should sug-
gest that those clusters should at least initially behave as
localized magnetic moments with a residual interaction.

The system should then be stabilized by the inclusion of
these self-generated magnetic moments and possibly be
driven toward a metal-insulator transition via suppression
of the effects of the triplet interaction amplitude. Con-
sistent with the starting point, the same phenomenon
should suppress the contributions due to Cooper channel
if included.
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APPENDIX

In this appendix we calculate to first order in f, the
susceptibility X(q,Q). The purpose is to explicitly show
that Egs. (4.8) and (4.18) are indeed satisfied, at least per-
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T 2
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FIG. 7. Diagrams contributing to X'°'(q, (), the susceptibility
to zeroth order in ty. Insertions of T {”s are displayed explicit-
ly. Insertions of L{"s, where possible, are implicit and under-
stood.

turbatively. At the same time it will be seen that they are
the result of nontrivial cancellations, thus illustrating the
power of having these equations as constraints imposed by
conservation laws on the scaling theory. In fact, it is the
apparent violation of Eq. (4.8) that led us to the modifica-
tion of the RG equations of Ref. 2 into those of Refs. 13
and 14.

In perturbation theory it is more convenient to calculate
the transverse susceptibility, which involves a spin flip at
each vertex. We consider first the susceptibility to zeroth
order in to&, X'%(q,Q). In addition to the noninteracting
graph, there are contributions from inserting a ladder
summation of I',’s (see Fig. 7), resulting in

iQ1+NoT 2N,

X%q,Q)=No(1+N, T )+ — .
0 O QU1+ NoT )+ Dog?

(A1)

The reason why only I, appears is explained in Sec. IV.
(A1) is written in a form to explicitly display the separa-
tion of X'%(q,Q) into its static part (Y*')° (first two graphs
of Fig. 7) and its dynamical part. Note that X%q,{) sat-
isfies X%(0,Q)=0, as required by spin conservation. Also
note that (4.8) and (4.18) are satisfied with
DO=Dy/(1+N,T P).

To first order in #y€, the same separation is retained by
writing X(q,{1) as

iQNA2L?
—iQUz +No&Ty)+Dg?

X(q,Q)=X"+

b

FIG. 8. First order in ¢ contributions to X*'.
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FIG. 9. First order to ¢ contributions to the vertex A;. Note
that because of the spin’s structure, it is not possible to have
7 in place of # © in Fig. 9(d).

\Lii

The factor §2/[ —iQ(z +No*T,) + Dg?] is obtained from
1/[—iQ1+NT )+ Dyg?] by renormalizing the ladder
summation of I, to first order in ¢£ and needs no further
discussion. The t£ contribution to X* is given by the two
graphs in Fig. 8 and equals
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NOF (2 0)
14+NoT
Equation (A3) coincides with the perturbative expression
for 2I'=z +T',, provided we identify in the perturbative
analysis, z=2zo=1 and T',=NoI' . This confirms the
general condition given by Eq. (4.18).

Finally, the vertex correction A; as defined in Fig. 6 is

modified to order t£ by the graphs shown in Fig. 9 which
give

AL =214 NoT PINoT Pt~ (14N T g,

XV =2Ny(14+N,T ) 1. (A3)

(A4)

where £ is the t£ contribution to {. This quantity,
which contains t£%, comes from Fig. 9(d). (A4) implies to
first order, in ¢,

Al=(14+NT ) 4201+ N, T OOIN,TPeE . (AS)

(A5) is seen to be identical to X* except for the overall
factor of Ny, thus confirming the condition (4.7) also.
Thus at least to first order in #,, perturbation shows that
the general picture of Sec. IV are indeed valid. On the
other hand, this conclusion is arrived at after some non-
trivial cancellations, and this fully reveals the value of
proving those equations by global and local conservation
laws. This is especially important if one is to attempt a
scaling theory beyond first order in z.
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