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An analytic solution has been obtained to the one-dimensional Boltzmann transport equation in
the relaxation-time approximation that is exact to first order in an arbitrary position- and time-
dependent potential. This is the first practical method for studying time-dependent transport in in-
homogeneous systems. The solution is correct for general relaxation times and arbitrarily large
external electric fields, including the ballistic limit. This solution is used to study steady-state trans-
port in two submicron structures: a doping superlattice, where the doping density is a sinusoidal
function of position, and an N*N~-N* GaAs junction. The distribution function for the
N*+*N-N+ device exhibits a ballistic peak by a new mechanism, in a regime where the potential has
no local maximum to “skim” electrons. At zero temperature, the ballistic peak is a true singularity,
rather than just a qualitative feature. Evidence is presented that an inhomogeneous potential causes
a coherent excitation of plasmons. Analytic solutions have also been obtained, within these approxi-
mations, for initially nonequilibrium carrier distributions in the presence of potentials with arbitrary
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time and position dependence.

I. INTRODUCTION

There has been an increasing interest in understanding
electron transport in submicron structures, which has
been motivated in part by the development of new artifi-
cial materials such as epitaxially grown superlattices and
high-density integrated circuits.! Transport in these sys-
tems differs from that in larger structures primarily in
that carriers in submicron devices can have mean free
paths that are large compared to the spatial extent of the
device and can also be subject to large electric fields. Ap-
proximate solutions for the hot electron distribution de-
rived from the drift-diffusion equation’? or from an as-
sumption of the drifted Maxwellian distribution® have
been shown to be inaccurate in this regime. Reliable solu-
tions have been obtained thus far by Monte-Carlo simula-
tions* and by numerical solution of the Boltzmann equa-
tion.> These methods require large amounts of computer
time, and numerical methods require algorithms that
avoid the inherent instabilities present in seeking self-
consistent solutions to the Boltzmann equation.

We have obtained an exact analytic solution to the one-
dimensional Boltzmann transport equation in the relaxa-
tion time approximation.® The solution is valid to first
order in an arbitrary position-dependent potential (which
may be caused, for example, by inhomogeneous doping)
and is given in terms of special functions. It applies to
large external electric fields and general relaxation times,
including the ballistic limit of long relaxation times and
strong fields. It is fully self-consistent in that it takes into
account the modification of the potential due to electron
rearrangement. The steady-state solution is derived in
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Sec. II. In Sec. III, we have used the solutions to model
transport for a doping superlattice and foran NYTN~N*
GaAs junction. The particular N*TN N structure is
chosen so that a qualitative comparison can be made with
other theoretical®® and experimental’® studies. We ob-
serve a ballistic peak (and an “antipeak”) in this structure
in spite of the restriction of a weak doping potential (since
our solution is only valid to first order). This is the first
observation of a ballistic peak for a potential that does not
possess a local maximum. We also discuss evidence for
the coherent excitation of plasmons.

Using the same approximations described above, we
also discuss time-dependent solutions to the Boltzmann
transport equation. In Sec. IV we describe the linear
response to the Boltzmann equation for a general weak
potential varying in both time and space, where the initial
electron distribution is specified in the distant past. This
solution is important when considering the response of de-
vices to ac electric fields. In Sec. V we describe to first
order the relaxation of an arbitrary initial distribution,
that may be specified at any time, in the presence of inho-
mogeneous, time-varying potentials. This could be ap-
plied to describe the transient behavior of submicron de-
vices, as well as the behavior of such devices as fast pho-
todetectors, where free carriers are initially created
through the absorption process. These solutions provide
the first practical method for studying the time-dependent
response of inhomogeneous systems.

II. STEADY-STATE THEORY

The method used for this calculation is to first solve for
the exact electron distribution in a uniform electric field,
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and then to treat a general position-dependent potential as
a perturbation. The starting point is the Boltzmann equa-
tion for the electron distribution n(x,p) in a one-
dimensional static potential Vy(x):

an_on e dnp

_ Toy. (1
a _op ox + ol )

ox m

Recent work has shown that the Boltzmann equation ac-
curately describes transport even in the presence of large
electric fields.”® We use the relaxation time approxima-
tion for the collision term I, where it is assumed that
n(x,p) relaxes to its equilibrium value determined by the
local density and lattice temperature T, and that this pro-
cess can be characterized by an energy-independent relax-
ation time 7. The relaxation time approximation em-
ployed is identical to that used by Baranger and Wilkins
[Ref. (5)]. The approximation, while not technically real-
istic, emphasizes the effects of inhomogeneities by being
itself structureless. (Note, however, that the optical pho-
non scattering rates are only weakly energy dependent at
the energies where structure appears in the distribution
function.) The approximation overestimates the effective-
ness of a collision in bringing a particle to equilibrium, so
that it may underestimate the nonequilibrium effects. We
therefore expect the qualitative features described below
to persist in the presence of more realistic scattering pro-
cesses.

In this section, we consider for simplicity only steady-
state solutions, on /3t =0. Time-dependent solutions are
discussed in Secs. IV and V. By further assuming a para-
bolic band structure described by an effective mass m, Eq.
(1) becomes
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where B=(kzT)~!. Note that the expression for I,y en-
sures particle conservation (the current continuity equa-
tion, 8J /9x =0, is satisfied).

The gradient of the potential 3V, /0x is of the form

1 d¥p
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The parameter a is the force due to the applied uniform
electric field in the device, Vp(x) is the potential due to
inhomogeneous doping, and AV(x) is the potential caused
by electron rearrangement, assuring that Eq. (2) is self-
consistent. We define V., =Vp+AV. Our major as-
sumption in this work is that dV,,, /dx due to the doping
potential and electron rearrangement is weak compared to
the applied electric field «, thereby allowing a first-order
solution. Under this assumption, Eq. (2) is simplified if
Vp(x) and n(x,p) are expanded in terms of Fourier com-
ponents such that
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resulting in
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and
n(x,p)=ngy(p)+6n(x,p)

=no(p)+ 3 Mglk,ple’™ . (6)
k#0

We have defined Ay =ikV} /a. With no loss of generality,
we have chosen the zero of Vp such that Vj_,=0. The
variable A, is chosen so that the last sum in Eq. (5) is
d(AV)/3x; Ay is given by Eq. (11) below. Equation (6)
defines g (k,p). The function ny(p) is the solution of Eq.
(2) in the absence of the inhomogeneous potential V,:
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where the dimensionless parameters are
y= £ , (8a)
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The variable y is the momentum measured in terms of the
momentum gained during acceleration by the field be-
tween scattering events and a? is proportional to the ratio
of the wavelength of the potential to the mean free path
under the uniform field. B is the inverse temperature
measured in units of the inverse of the kinetic energy
gained from the uniform electric field during the time be-
tween scattering events. ®(x) is the error function (de-
fined in Ref. 8, p. 930) and N is the average electron den-
sity. Note that even to zeroth order in A, the distribution
is not, in general, a drifted Maxwellian. The function
8n (x,p) is the part of the solution of interest and can be
written as

dn(x,p)=2 3 Re[Arg(k,ple™]. 9)
k>0

Equation (9) follows from Eq. (6) by noting that since Vp
is real, A_, =Af and g(—k,p)=g*(k,p). We solve for &n
to first order in A. The Fourier components decouple to
this order, so that each Fourier component may be con-
sidered separately.

It is convenient here to introduce the dimensionless
function

glk,y)=(ar/Ny)g(k,p =ary), (10a)
and the parameter
+
vie= [ aitkylay . (10b)
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Re(yi)[ —Im(yy)] is the total carrier density change out
of phase (in phase) with the potential of the kth Fourier
component. The remaining equations in this section (and
their analogues in Secs. IV and V) apply for k >0. For
k <0, use the relations g,( —k,y)=g1(k,p) and y _; =¥5%.
Ay can then be found using Poisson’s equation
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where
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is twice the square of the plasma frequency times scatter-
ing time and ¢ is the static dielectric constant. By col-

)
= dmie"yiNo —ia%y, (11a)  lecting the O(R) terms from Eq. (2), the following ordi-
€ka nary differential equation for g,(k,y) results in
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Note that the value of the complex number y; must be determined by substitution of g, into Eq. (10b).’
At finite temperatures, a one-dimensional integral must be done numerically. However, in the zero-temperature limit
(B = ), the integrals for both g;(k,y) and y, can be expressed in closed form in terms of special functions:
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C(x) and S(x) are Fresnel integrals, while ci(x) and si(x)
are the cosine and sine integrals,® and ©(x) is the unit step
function. Equation (14) is the zero-temperature limit of
Eq. (7). Even at T =0, the strong electric field spreads
the electrons over so many states that it is legitimate to
use Boltzmann statistics, as we have done, except at very
high densities. The unperturbed distribution function
described in Eq. (14) contains no left-moving carriers be-
cause, after suffering a collision, the electrons emerge at
rest (since T =0) and are then accelerated to the right by
the electric field. We emphasize that our analytic solution
[Eq. (13)] is not limited to situations in which all carriers
move in one direction. Carriers in fact move in both
directions for nonzero temperatures.

It is straightforward to show that a position-dependent
doping field, a¥p /dx, which is O(A) results in a change

f

in current that is O (A?). (Changing A to —A is equivalent
to changing the origin of a cosine, which does not affect
the current.) Thus, our O(A) calculation cannot deter-
mine the leading modification in the dc I- ¥ characteris-
tic. The fact that the change in current is O(A?) may
however help to explain why the I- ¥V characteristic is not
a sensitive probe of position-dependent doping.>!%!! The
dc result is to be contrasted with the finite frequency re-
sult for a time-dependent potential, which is treated in
Secs. IV and V. The ac current is O (A) and can be deter-
mined by our methods.

III. APPLICATIONS

We now consider two applications of the solutions that
were derived in Sec. II. The first is the solution for a sine
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potential in an external electric field. This potential
would arise in a doping superlattice where the doping den-
sity is a sinusoidal function of position. This example is
also of interest because the solution for a general potential
is obtained by a superposition of the separate Fourier
components. The second application is to an N*TN~N*
structure, where the doping density in a narrow slab is
lower than that in the wider contacts. We qualitatively
compare our solution with that of Baranger and Wilkins.’
Both applications are done at zero temperature, because
qualitative features are most clearly evident and are not
smeared by finite temperature, and because our formalism
is simpler at 7 =0.

A. Sine potential

For a sinusoidal potential V) is given by
Re(Aae™/ik). Since this doping potential contains only
one Fourier component, the distribution function is given
by

n(x,p)=nq(p)+Are™g(k,p) , (17)

where ny and g are given by Egs. (14)—(15). We focus
our attention on the first-order response, g. The real part
of g is the response in phase with the gradient of the dop-
ing potential, and the imaginary part is the response out
of phase. Some limiting cases of the dimensionless distri-
bution function g,(y) are easily understood. The limit
a— oo is the high drag, small electric field limit in which
the mean free path is short compared with the wavelength
of the external potential. This is essentially a local prob-
lem, which could have been treated more simply by other
means had it been our only aim. When the electron densi-
ty approaches zero (8 <<a ~2), each electron moves in-
dependently under a force

F=a—Aae™™ . (18)

At each position, the average electron velocity is propor-
tional to the local force; by the continuity equation, the
density is proportional to the inverse of the force. It is
straightforward to show that in this limit g,(y) is real and
given by g,(y)=(2—y)exp(—y)O(y) [see Fig. 1(a)]. The
resulting distribution g, at every point is the one ap-
propriate to the local electric field. As & becomes large,
there is a large additional contribution to the force given
by Eq. (18) from the potential AV (x) due to the other
electrons. For & sufficiently large (8 >>a~2), the elec-
trons move so as to screen the potential ¥ due to inho-
mogeneous doping.

The low-drag, high electric field limit of a —0 is more
relevant to submicron structures. In this limit, the mean
free path is large compared to the scale on which the dop-
ing potential changes, and g,(y) shows a great deal more
structure [see Fig. 1(b)]. Local maxima in Re[g,(y)]
occur at a sequence yi,y,,.... For large j, the y; are
given by

y;=8mj)%a , (19)
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FIG. 1. First-order response of the electron distribution func-
tion g,(y) is plotted as a function of the dimensionless momen-
tum y for a sinusoidal potential. The real part of g,(y) (solid
line) is in phase with the gradient of the doping potential and
the imaginary part (dashed line) is out of phase. (a) The param-
eters a =20, =0 describe a high-drag superlattice with a very
low carrier density. The imaginary part of g, vanishes on this
scale. (b) The parameters @ =0.4, §=0 describe a low-drag su-
perlattice with a mean free path comparable to the lattice spac-
ing and a very low carrier density. The qualitatively periodic
structure for larger momentum y is caused by electrons that
have traveled several lattice spacings since their last collision.
The period decreases as y increases. (c) The parameters @ =0.4,
6=200 describe the same low drag as (b), but with a high carrier
density (3.2 10" cm~3 for the GaAs parameters of Sec. IIIB).
In contrast with (b), the area under Re(g;) is very small com-
pared with that under Im(g,), indicating that the doping poten-
tial is being screened. The smaller vertical scale of Fig. 1(c) re-
sults from the fact that the electron density is sufficiently high
that a small fraction of them can screen the doping potential.
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These local maxima are “echoes” caused by electrons that
last equilibrated a time t;=7y; earlier near the jth previ-
ous local maximum of the potential.

One feature of Fig. 1(b) is that the number of low-
momentum electrons is largest near the point in space
where the total force is the smallest. The reason for this
can be seen most clearly in the context of a simple exam-
ple: Suppose that a spatially uniform system in a constant
electric field suddenly has the electric field reduced by a
factor of 2 at a time ¢=0. The distribution function
g1(y) is exp(—yp)O(y) for t<0 and will become
2exp(—2y)O(y) for t— . For positive finite ¢, the dis-
tribution is 2exp(—2y)O(y) for small momenta
(y <t/27), and drops discontinuously at y=t/2r.
[Equation (37) describes this quantitatively.] The density
for small y has doubled. (The distribution function has
changed only for those electrons which have equilibrated
after the electric field was changed.) A weaker field
causes a particle’s momentum to increase more slowly, so
that the density (per unit momentum) for small y is pro-
portional to the inverse of the instantaneous electric field.
This observation explains the small y features of Fig. 1(b),
where the electric field now varies as a function of posi-
tion rather than time.

Just as in the high drag case, it is true for low drag that
a sufficiently large density N, of electrons will arrange
themselves so as to completely screen the potential caused
by inhomogeneous doping [see Fig. 1(c)]. The electron
density must, however, be higher to accomplish this
screening when the drag is low than when it is high. The
low drag limit will be discussed in more detail below in
the context of NN ~N* structures.

B. N*N N structures

In this section, we considler NTN N7 structures,
which are prototypical submicron structures consisting of
a slab of low dopant density N~ between “contacts” of
higher density N*. Because our solution applies only to
systems where the gradient of V¥, is small compared to
the force a due to the applied field, we can only consider
structures where Nt is not too different from N~. We
call these structures weak N*N N * junctions. The pur-
pose of this section is to explain where qualitative features
appear in the density function 8n(x,p), and what form
they take. One particular issue of interest is whether the
prominent ballistic peak that was seen by Baranger and
Wilkins® (BW) in an N*N~N7 structure that was not
weak is also present in weak structures, or whether on the
contrary it is an effect that is fundamentally nonlinear in
cht'

The potential ¥V, due to inhomogeneous doping in
N*N~NT junctions (assuming that the electrons are uni-
formly distributed) is piecewise parabolic with a continu-
ous slope. The function 8n(x,p) is obtained by resolving
V, into its Fourier components, and adding together the
response to each component [see Eq. (9)]. The Fourier in-
tegral is, in practice, approximated numerically as a
Fourier sum so the structure is, in effect, repeated periodi-
cally in space. To study an isolated slab the repeat dis-
tance can be made arbitrarily large. The qualitative re-
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marks made above concerning the high drag limit apply
equally to N*N~N™ structures. We will instead focus
on parameters describing the low drag regime in struc-
tures of physical interest.

We choose parameters to represent a device that is simi-
lar in some respects to an NTN~N* GaAs structure
studied experimentally by Hollis et al.” and theoretically
by Baranger and Wilkins.® The width w of the N~ re-
gion is chosen to be a fraction of the length L of the en-
tire device, b=w /L =0.15. The dimensionless parameter
a, is a evaluated at the wave number k =2w/L,
a;=(mL /4mar®)!’?, which is determined so that the
voltage drop across the N ~ region is 0.47 volts, as in Ref.
5. The other parameters required to set a; are the width
w =0.4 um, the effective mass m =0.069m,, and the re-
laxation time 7=2.9X10"13sec,> which result in
a,=0.917.

There is some freedom in choosing the remaining pa-
rameters 8 [Eq. (11b)] and € [Eq. (20), below] to resemble
the conditions of Ref. 5. (The parameter € is proportional
to the strength of the position-dependent potential.) To-
gether, 8 and € determine N~ and N*. We cannot
choose the densities Ny =2X 10" cm~3 and Ng§ =10'®
cm~3 of Ref. 5, which differ by almost 3 orders of magni-
tude, and still be in the linear regime. We have instead
simulated two sets of densities: (i) N~ =2.5Xx10'"® cm~3;
N*+=(1.48)N~=3.70x10" cm~> and (i) N ~=2x10"
cm™3; Nt=(2.44)N~=4.88%x 10" cm™3. The densities
were chosen so that N~ is (i) approximately an order of
magnitude larger than Ng and (ii) equal to Ny. Given
N~, N* was chosen so that the “small” parameter 7 is
equal to 0.7, where 7 is the maximum magnitude of
a~ Q¥ /0x). One suspects that for larger 7, higher-
order effects are becoming important. The choices for
Nt and N~ above, together with €y=12.5 for GaAs, re-
sult in (i) §=21.84; €=0.342 and (ii) §=2.77; €=0.648.

Because we are simulating a device with a far smaller
AN=N*—N", we only expect a qualitative resemblance
to the numerical results of BW. The electron density as a
function of position is plotted in Fig. 2. For case (i) (solid
line, Fig. 2), the electron density is high enough that it can
follow the dopant density rather closely, resulting in a
nearly complete screening of the dopant potential V.
The main consequence of incomplete screening is that the
electron density has been swept downstream (to the right)
of the dopant density by the strong external electric field.
These results are in qualitative agreement with those of
Baranger and Wilkins. They do not, however, see the
overscreening bump in the electron density (arrow in Fig.
2) that is present for weak N*N N junctions at low
temperatures. If the electron density had been somewhat
lower [case (ii)], the nearly complete screening would not
have occurred (see Fig. 2, dashed line).

There is an indication from Fig. 2 that the inhomogene-
ous potential causes a coherent excitation of plasmons, or
equivalently, a macroscopic excitation of a plasma mode.
We consider the overscreening bump (arrow in Fig. 2),
and ask why it appears where it does, and in particular
why it is shifted so far downstream when the electron
density is lower (near s =0.5 in Fig. 2, dashed line). The
answer is that the bump appears at a position that is
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FIG. 2. Dimensionless change in the number density (in-
tegrated over momentum) from the average density is plotted as
a function of position s for an N*N~N* junction, which re-
peats periodically in space with period As =1. The solid line is
n(s) for case (i). The overscreening bump is indicated by an ar-
row. The dashed line is n(s) for the lower carrier density case
(ii), and the dotted line is the dopant density minus the average
dopant density. In case (ii) the electrons are less effective in
screening.

reached by electrons that last collided at the downstream
NN junction, at a time equal to about half of a plasma
oscillation cycle. [Both the solid and dashed curve maxi-
ma correspond to a time ¢, since the last collision such
that w,t, =0.6(27).] The implication is that a plasma
oscillation is excited at the junction and manifests itself
downstream, half of a plasma oscillation later. We believe
that this is a dynamic rather than a static effect. (Note
that the usual Debye screening length
[ =(€okp T /4me*N)'/?] does not provide a static length
scale, since it is zero for T =0.) It should be possible to
design specialized structures to either enhance or suppress
this effect.

We now consider the electron density as a function of
momentum, at a given position x. Singularities in the
density appear at particular values of the momentum. We
believe that at T =0 these features that correspond to
ballistic peaks are true mathematical singularities (points
of nonanalyticity) and not just smooth bumps; this is dis-
cussed later in the section. It is of interest to understand
first the momentum at which the singularities appear, and
second, the form that the singularities take. The first-
order change in the electron density is g,(y). To aid in
comparison with previously published data, we also plot
the total density n(y), given by

n(y)=rny(y)+eg(y) . (20)

In Sec. III B, n,7,, and g; denote real dimensionless den-
sities, which are the dimensionful densities multiplied by
(ar/Ny) [e.g., fig(y)=exp(—y)O(y)]. They are functions
of the dimensionless momentum y at a given dimension-
less position s=x /L.

Figure 3(a) is a plot of g,(y) at a position somewhat
into the downstream N * contact, and Fig. 3(b) is the cor-
responding total density.> The position is s =0.10, where
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the N~ region extends from s =—0.075 to s =0.075.
The singularity marked S, is the ballistic peak that was
noted by Baranger and Wilkins. The ballistic peak occurs
at precisely the momentum attained by electrons that last
suffered a collision at the upstream edge of the N ~ region
at so=—0.075. Because at T =0 all particles emerge at
rest, simple kinematics give a momentum
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FIG. 3. Plots are for a weak N*N ~N* junction with case (i)
parameters. (a) The response g;(y) is plotted at s =0.1, corre-
sponding to a position in the N * contact, 0.067 um downstream
of the 0.4 pm-wide junction. The momentum y =1 corresponds
to a velocity of 8.69x 10" cm/sec. (b) The total electron densi-
ty, defined in Eq. (20), is plotted at s =0.1 as in (a). Singular
points are labeled S, and S,. (c) The total electron density is
plotted at s =0.0375, corresponding to a position within the N~
region, 0.3 um from the upstream contact. The position is iden-
tical to position x; of Ref. (5). The ballistic peak singularity is
labeled S;. For weak potentials (e—0), the average electron ki-
netic energy would correspond to a “temperature” of 3400 K,
via kT =+m{(v —(v))?).
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for particles at position s that last collided at position sg.
Note also the singularity marked S,;, which could be
called a “ballistic antipeak.” It occurs at the momentum
y given by Eq. (21) for those electrons that last collided at
the downstream edge of the N~ region (so= +0.075).
(The singularity at s =0 is trivial, and simply reflects the
fact that there are no left-moving electrons at T =0.)

We now consider the shape of the singularities. Be-
cause we are working to first order in Vp, the momentum
distribution can be given in terms of a real space Green’s
function G,

gips)= [ dsgGs —so,9)Vp(so) . (22)

An analytic study of the singular structure of G indi-
cates!® that its most singular part is proportional to the
derivative of a § function, —8'(y —y,), where y, is given
by Eq. (21). It also contains a term proportional to
8(y —yo), and a diffuse term that contributes at all mo-
menta, not just at yo,. These properties are consistent with
the Green’s function that is obtained numerically for a po-
tential ¥, that is a narrow Gaussian (a “fat” § function);
see Fig. 4. By integrating Eq. (22) by parts, one sees that
the leading singular behavior of g,(y,s) is proportional to
the derivative of Vp,

gl(y,s)~(dVD/ds)| (23)

sg=s —y2/8‘rr1al 2

Thus if V) is n times continuously differentiable but the
(n +1)st derivative is discontinuous at s;, then the lead-
ing singularity of g,(y) is a discontinuous nth derivative
at y =yo.

We believe that these singularities in g,(y,s) are present
not only to first order in A, but also in the exact solution
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FIG. 4. Response g;(y) is the numerically determined
Green’s function. It is plotted at s =0.3 for parameters a,;=0.3
and $=21.84. The potential consists of narrow Gaussians
of standard deviation o=0.02 at positions
s=...,—-2,—1,0,1,... The most noticable part of the
response to a & function (0—0) in the potential is the derivative
of a § function in g,(y).
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at nonzero A. The strength of the singularity (for exam-
ple, the magnitude of the discontinuity in the first deriva-
tive in the case considered below) is a function of A whose
leading term is linear in A. As long as A is smaller than
the radius of convergence of the perturbation series, which
we assume is nonzero, this function cannot vanish identi-
cally except at isolated points.

At nonzero temperature, electrons emerge with a distri-
bution of velocities so that there is no unique relation be-
tween the position s, of a singularity in Vp and a particu-
lar momentum at position s. What was at T =0 a true
singularity in g,(y) becomes a smeared feature that may
still, however, be rather sharp at low temperatures.

One can now explain the shape of the singularities in
Figs. 3(a) and 3(b). An ideal N*N~N™* junction has a
potential with a discontinuous second derivative, which is
a consequence of the discontinuous dopant density. Equa-
tion (23) implies that the singularity marked S, is a
discontinuous first derivative forming an upward pointing
cusp. (Note that s, decreases as y increases.) Equation
(23) also implies that the singularity marked S, is a down-
ward pointing cusp.

The momentum distribution g;(y) is plotted at
s =0.0375 in Fig. 3(c). Since this cut is taken above the
downstream contact, only one singularity exists, the up-
ward pointing cusp marked S;. This cut is taken at the
same position in the device as the distribution marked x;
in BW. There is a qualitative resemblance between these
two ballistic peaks, in spite of the fact that Fig. 3(c) of the
present work arises in a weak N*TN N7 junction and
that of BW does not. There is, however, a notable differ-
ence in interpretation. Baranger and Wilkins have inter-
preted their ballistic peak as arising from electrons that
are ‘“skimmed”, emerging with near-zero velocity from
the vicinity of the local maximum in their total potential
at a position x;=0.05 um downstream from the upper
contact. In the present work, the total potential does not
possess a local maximum; it decreases monotonically for
small Vp. At zero temperature the ballistic peak is unam-
biguously associated with the point x =0 at the upstream
contact. The discontinuity in d*V,/ds? at this point
causes a discontinuity in the slope of g;(y). The fact that
the electric field is a minimum, results in a peak in g,(y)
for the reasons given in the discussion of Fig. 1(b). [The
locally weak electric field contributes to the formation of
a ballistic peak, but other factors also shape g, in Fig.
3(c), including a partial screening of the dopant potential
by a spatially nonuniform electron density.] The novel
formation of a ballistic peak by a monotonically decreas-
ing potential is expected to persist for junctions that are
not weak. Note that in steady state at zero temperatures,
junctions must have monotonically decreasing total poten-
tials. (Otherwise a local minimum would trap electrons
that could never escape, until their space charge eliminat-
ed the minimum.)

Figure 3(c) of this work also bears a qualitative resem-
blance to the Monte Carlo simulation of Hesto et al., Fig.
4(a),* which was done at a lower temperature (77 K) than
that of BW. Our simulations at an even lower density
(not shown) more closely resemble the conditions and the
results of Hesto et al.
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1IV. TIME-DEPENDENT POTENTIAL

The calculation of Sec. II for an arbitrary position-
dependent potential can be generalized to obtain the
response for arbitrary position and time dependence. The
calculation closely follows that of Sec. II. The potential is
now given by

Vp(x,) =3 Vi et (24)
k0

The uniform electric field provides a time-independent
J
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force a, which still dominates 9V, /dx. We consider
only one Fourier component here; a solution for a general
weak potential (varying in time and space) can be obtained
by summing over Fourier components as shown earlier.
Following our previous formalism, we look for a solution
of the Boltzmann equation of the form

AN .
n(x,p,t)=ny(p)+ —‘—I;O-gl(p)e“""““"), (25)

where ny(p) is again given by Eq. (7). The solution for g,
is given by the one-dimensional integral,

- 172
g1(k,y)=exp —y(l—iwr)—i—z— f:ndx[ —g—] [1+7x(1+ia%8)]exp(—Bx?)
. 1 1
—%(1+1a28yk)exp —x+4—B- o |VB X—E +1
. ix?
Xexp |x(1—ioT)+— | . (26)
4a
In the zero-temperature limit, g; is
-2
g1(y)=exp —y(l—iQ)—f;—z Oy) {1+ y(1+ia?8)—aV2m(1+iasy)
X exp( —iQ2%?) |C(Qa)+iS(Qa)+C é——ﬂa
+iS |2 —Qa 27
2a

where y, a2, and 8 have been defined earlier [see Egs. (8)
and (11b)] and Q=wr.
The self-consistency condition for the complex constant
Y is
= [ aiydy=v . (28)

In this case we have not been able to solve for y in terms
of common special functions as in Eq. (16). However, by
noting that g,(y), and therefore I(y) are linear in ¥, the
proper value of ¥ can be found by numerically evaluating
I(y) at two values ¥, and 7,

Y= I(y))yi—I(yy)y,
I(y)+yi—U(y)+72]

(29)

The frequency appears in Eq. (27) primarily through
the dimensionless combination (aQ)?. This is proportion-
al to the ratio of the wavelength of the potential to the
distance traveled in one period T =27/ under the uni-
form electric field. In the low-frequency limit (Q <«<1
and Qa <<1), g;(y) becomes indistinguishable from the
static solution of Sec. II. A detailed investigation of
higher frequencies has not yet been performed. In some
regimes, we expect finite frequencies to cause significant
changes in qualitative behavior. For example, g,(y)
should be strongly modified for particles that are locally
traveling with a velocity equal to the phase velocity w/k

of the potential. These particles should be accelerated or
decelerated depending on their positions.

V. SOLUTION FOR AN INITIALLY
NONEQUILIBRIUM DISTRIBUTION

Here we describe the time-dependent linear response of
the distribution function »n(x,p,t) under more general con-
ditions than those considered in Sec. IV. The distribution
function at time ¢ is, in general, a function of both the po-
tential Vp(x,t) and the initial condition n (x,p,ty). If the
time at which an observation is made is much later than
to, one expects that n(x,p,t) becomes essentially indepen-
dent of the initial condition, and is a function of Vp(x,t)
alone. (Initial conditions that violate overall charge neu-
trality are not allowed.) This case was solved in Sec. IV.
The solutions of this section allow one to follow the time
evolution of an initial nonequilibrium distribution (which
may be due, for example, to photoexcited carriers) at time
that need not be much later than ¢,,.

For simplicity we work at zero temperature (generaliza-
tion to finite T is straightforward). The equation to be
solved is

gl_githo‘~an£_
ot Jp oOx ox m
1 )

- [n ——S(p)f_wn(x,p,t)dp , (30)
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with an initial nonequilibrium distribution n(x,p,t =0)
specified. The potential 3V, /dx is of the form

Vi Vp
ax + ax

N4
ax ’

(31)

where, as before, a is the force due to an applied dc elec-
tric field which dominates dV,,/dx (a>>dVp/dx
+03AV /dx). Vplx,t) is an arbitrary potential due to dop-
ing, ac electric fields, etc., whose spatial and temporal
variation is given. AV(x,t) is an additional potential that
arises through the dynamic electron rearrangement. The

J
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solution n (x,p,t) describes the behavior of an initial none-
quilibrium distribution n(x,p,0) in the presence of a
strong electric field as well as weak inhomogeneous and
time varying potentials. The deviation of the initial distri-
bution from steady state is also assumed small.

To solve Eq. (30) we write n in terms of Fourier com-
ponents:

”(x,P’t)=f(0:P,t)+ 2 f(k,p,t)e kx
k+#0

As before, the potential 3V, /dx is also written in terms
of Fourier components:

(32)

1% . .
L —a |1+ 3 ikVi(e™/at 3 4mie?e™ T (k,1)/kae |, (33)
ox k40 k0
|
where the last sum AV is found through Poisson’s equa-
. . 9 9 ik
tion and T is defined by FYRa —a‘—+“‘P + f(k,p,t)
3 — LT+ | 4Tkt 4 a (o) ] af(g, o1)
Lkn= [ flkptidp . (34) T €o P
(36)
We assume f(k+£0,p,t) << f(0,p,t) and A, =ikVy /a <<1, N(,)It.;l thatl th.e soflution f(k,p,1) must satisfy Eq. (34).
and solve for the linear response. To first order, the k0 e solution for £(0, p,1) is
Fourier components do not mix and the equations for f£O,p,t)=folp —atle™"'"
each mode separate. The k =0 mode satisfies a particu- N
larly simple equation, + —&%e ~P/*"®(p)O(at —p) , (37

d

EY (35)

2 iad+

L\ rop,0=050p)
p T D=0

where we have used I'(0,z)=N,. The k=0 mode is
driven by f(0, p,t) above in the following manner:

f(k,p,t)=8(p —q —at)exp

L —l—k—(2qt +at?)
T 2m

where fo(p)=f(0,p,t =0) is the initial electron distribu-
tion in the k=0 mode. From this expression for
f(0,p,t), the Green’s function solution for f(k,p,t) can be
found. For the Green’s function, the initial condition is
f(k,p,t =0)=8(p —gq). (The solution for an arbitrary ini-
tial distribution is obtained by superposition.) The solu-
tion to Eq. (36) is

- k
+fotds lexp ———(-t—s)——én—[Zp(t—s)—a(t—s)z]
)
L s(p —alt —s)T(k,5)+ Amie” bk s)+ahgls) 3 (0, -—a(t—s),s)l}, (38)
T ke dg

where 3f(0,g,5)/9q is obtained from Eq. (37). To make use of Eq. (38), one must first determine I'(k,?). Integrating Eq.
(38) with respect to p, one obtains the following equation for I':

t ik
[(k,t)= - 2
(k,t)=exp " om (2gqt +at”)
t (t —s) ika 2
+fods exp - = 2m(t— s) ]
. .2
% l"(k,s)+tk(t—-s) 4rrie
T m keg

I“(k,s)+a)»k(s)l f_m dp exp

f(0,p,s) (39)

_ ik(t—s)p
m
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This is an integral equation for I'(k,?); however, a direct
numerical integration from the initial condition,
I'(k,t =0), is possible since one only needs f(0,p,?),
which is known from Eq. (37), and I'(k,s) for s <t
Knowing I'(k,t), the Green’s function f(k,p,t) can be
found from Eq. (38).

VI. CONCLUSION AND SUMMARY

The study of transport in submicron structures requires
the understanding of inhomogeneous, strongly driven sys-
tems far from equilibrium. Our approach has been to in-
corporate the strongly driven aspect exactly, and to treat
the inhomogeneous structure as a perturbation. We have
obtained exact analytic solutions to first order in an arbi-
trary position and time-dependent perturbation, and in an
initially nonequilibrium distribution.

Studying the response to weak potentials is a logical
first step in acquiring insight into the behavior of submic-
ron structures in general. Once the Green’s function is
known, either in k space or in real space (Figs. 1 and 4,
respectively), any structure can be understood by superpo-
sition, rather than by solving the Boltzmann equation
anew for each structure. Several new features have
emerged from linear response. (1) A ballistic peak is
formed in an Nt*N N7 structure, even when the poten-
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tial decreases monotonically, so that there is no local max-
imum to “skim” the electrons. Antipeaks are also
present. (2) At zero temperature, the ballistic peak is a
true singularity (a discontinuous derivative). (3) Inhomo-
geneous structures appear to be capable of coherently ex-
citing plasmons. (4) It is now possible to study time-
dependent transport in inhomogeneous systems. This new
capability will at last permit the study of the time
response of submicron devices.

Many topics remain for future study. The finite tem-
perature and finite frequency solutions have not yet been
examined in detail. It would be of particular interest to
apply the time-dependent solutions to the design of fast
photodetectors. Furthermore, the linear response could
provide a starting point for algorithms seeking full non-
linear solutions, since these algorithms often fail to con-
verge due to inaccurate starting points. Finally, our
methods may be generalizable to study three-dimensional
structures, or to calculate higher order in perturbation
theory.
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