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In this paper we examine the following problem: Given a band of localized states randomly dis-
tributed in space and obeying a distribution function for energies, how does an excitation diffuse as a
function of time and initial energy? This question is encountered in luminescence, photoconductivi-
ty, and transport work in organic and inorganic semiconductors and in novel quantum-well struc-
tures. We also allow random processes which do not conserve excitation number (radiative and non-
radiative recombination). We present analytic solutions and exact Monte Carlo simulations and dis-
cuss the validity of approximation procedures focusing in this paper on Gaussian energy distribu-

tions appropriate to organic materials.

I. INTRODUCTION

In a previous paper (Griinewald et al.!), which we shall
hereafter refer to as I, we examined the following prob-
lem: Given a band of localized eigenstates, how does an
excitation diffuse as a function of time ¢ and initial energy
€? This question is of considerable interest for a great
number of problems in the field of disordered organic and
inorganic semiconductors. Knowledge of the time- and
energy-dependent diffusivity D(e,t) is necessary for a
wide range of topics including charge and exciton trans-
port,>3 dispersive transport,*~’ luminescence® and photo-
conductivity,s’9 and the recent direct observations of ener-
gy relaxation in organic materials.'>!' A new and fas-
cinating topic which can be added to the above class of
phenomena is the photoluminescence and exciton trans-
port and energy relaxation in semiconductor quantum-
well structures.!>— 14

From a theory point of view the basic quantity of in-
terest is the probability function G;;(1)=G[R;,R;,€;,€;,t],
which describes the probability of finding an excitation at
site R; with energy €; at time f, given that it started at
site R; with energy ¢; at time t=0. The function G;(¢) is
in principle dependent on all 2N energy and position coor-
dinates in the system. In practice it is only the configura-
tionally averaged quantity (Gj; );; =G; with (R;,€;,R},€;)
fixed, which is of physial relevance.

Let us now briefly recall the physical model situation
that we are trying to describe. The “system” in question
consists of a network of sites with positional and energetic
disorder, each site can in general be characterized by three
variables, and i therefore will from now on always denote
(R;,€;,A;) where A; is the recombination rate at site i.
The recombination rate A; is a sum of all excitation loss
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processes, i.e., radiative and nonradiative channels. The
position of the “molecule,” or cluster, or localized site R;
will obey some distribution function P(R;—Ry) usually
taken as random, the energy ¢; is distributed according to
some density of states functions p(€) and A; has the distri-
bution P;(A;). The density of states of excitations p(e)
depends very much on the material under consideration.
For an amorphous semiconductor®®!* the localized band
tail states are well described by an exponential distribu-
tion, the corresponding p(e€) for a disordered organic semi-
conductor is well described by a Gaussian model; see I. In
paper I we were only concerned with the diffusion prob-
lem and A;=0 for all i. In this case (I) the excitation
number was conserved. In the present paper we generalize
our formalism to include A;, thus we are now explicitly
able to deal with luminescence and photoconductivity in
the most general situations encountered.

As described in I the theoretical difficulties are formid-
able. In solving this problem analytically one is forced to
resort to approximation techniques. The most successful
one is the effective-medium approximation (EMA). This
approximation has been described and applied to in-
coherent transport in a series of papers.!®~!® These trans-
port problems can be separated into three classes: (i)
equilibrium transport properties, in which we put A; =0
and evaluate the configurational average, ac and dc con-
ductivities, and Hall mobility. The theory and results
have been described in detail in a set of papers and review
articles.!*~!8 Class (ii) includes nonequlibrium transport
processes where we need to keep the information on the
initial energy of the excitation such as energy relaxation
and diffusion in a band of states p(e). The theory and
solution to this problem has been described within the
EMA in I. The memory of the initial energy makes the

5545 ©1986 The American Physical Society



5546 MOVAGHAR, GRUNEWALD, RIES, BASSLER, AND WURTZ 33

solution of the transport problem considerably more diffi-
cult as shown in I. (iii) Finally, in the third class of trans-
port problems we want both to keep the memory of the
initial energy and to allow randomly distributed loss rates
A; (recombination rates). This will then allow us to deal
with essentially every situation: pulsed and steady-state
luminescence and photoconductivity, energy relaxation
with random loss rates, etc. The present paper will at-
tempt a solution of class (iii).

Next we ask: How do we know that the approximation
techniques applied are valid? The best verification of a
theory is a direct comparison with computer simulation.
The simulation actually solves the model as it stands; a
real experiment can include processes not accounted for in
the model. There is yet another advantage: If theory and
computer experiments agree and both disagree with exper-
iment one can locate the error to be in the model assump-
tion rather than in the approximation techniques. For
equilibrium transport we have compared our EMA theory
with the extensive resistor network simulations of
Mclnnes and Butcher.!” The agreement was found to be
excellent. For nonequilibrium transport we had the possi-
bility of comparing our work directly with the Monte
Carlo simulations of Schonherr et al.?>?! and more re-
cently Richert et al.?> We have compared energy and
time dependence of diffusion and energy relaxation and
thus verified the nonequilibrium theory given in I. The
comparison with Monte Carlo is included partly in paper
I and partly in this paper. An interesting exception to the
validity of the EMA occurs at sufficiently low tempera-
tures where the approximation method breaks down for
energy relaxation; this will be illustrated in the present pa-
per. The Monte Carlo work shows that at low T the exci-
tation tends to freeze-in because its relaxation to lower en-
ergies is seriously impeded by the absence of suitable
lower energy sites in the neighborhood. This effect is par-
ticularly serious in either exponential or Gaussian-type
tails. As 7—0 an excitation with start energy € at =0
undergoes diffusion processes to sites of lower energy
only. If such sites are not spatially accessible to it, the re-
laxation process gets blocked and equilibrium cannot be
reached or is only reached in the very-long-time limit, de-
pending on whether the transfer rates have finite or infin-
ite range. An approximation which averages over the en-
vironment can then of course drastically overestimate the
potentiality for relaxation. The precise nature of the envi-
ronment and percolation property is crucial in this limit.
The blocking of relaxation has been demonstrated by the
elegant recent experiments of Richert et al.'? on benzo-
phenone and directly verified in the same paper, by the
Monte Carlo work of Ries. Agreement with the analytic
EMA theory has been shown to be excellent down to
about 50 K; from here the deviations start.

Fortunately it has been possible to examine the problem
analytically in the T—0 limit. We have in fact succeeded
in obtaining an exact solution to the problem at T—0,
and can now therefore approach the problem starting
from the low-T limit. The theory confirms the
“freezing-in” of the excitation and will be presented in de-
tail in the next paper of the present series. The fact that
this freezing-in of the excitation has been observed in a

real system is fascinating and warrants a systematic
search for this effect in other materials. Indeed, nonex-
ponential slow relaxation of energy has been observed in
GaAs/Al,GaAs,_, and other semiconductor quantum
wells by several groups; see, in particular, Ref. 14. Taka-
gahara!® has attempted to give a theoretical description of
this phenomenon. We plan to discuss his approximation
in detail in the next paper of this series. Takagahara’s
work includes a detailed evaluation of exciton-phonon
transfer-matrix elements in quantum wells.

The metastability associated with the freezing in the ex-
citation is very much analogous to the spin-glass
freezing-in phenomenon,?® except that in the latter the
“barriers” are associated with many-body relaxation
whereas in our problems it is a single-particle percolation
effect. Note that for charged particles a large electric
field will further reduce the number of pathways and can
under certain circumstances lengthen the relaxation path.

In the present paper we extend the work in I to allow
for random loss rates {A;}. The random rates A; intro-
duce a new category of difficulty, and we discuss various
ways of dealing with it. We also calculate the energy- and
time-dependent diffusivity D(e,t) and energy relaxation
function E(e,t) as a function of initial energy and time
using Monte Carlo simulation and analytically methods
for Gaussian density of states models appropriate to or-
ganic disordered semiconductors.

II. THEORETICAL FORMULATION
AND METHODS

In the present context we are interested in motion
which is purely incoherent, i.e., where phase memory is
lost after every step. The dynamics can therefore be
described using the Master equation

dni

4 =._2W',-jn,-(t)+2Wjinj(t)—}»ini(t) ’ (1)
g j j

where n;(t) is the occupational density of site i character-
ized by position R;, energy €;, and loss rate A; at time t.
The index i will be hereafter always abbreviated
(R;,€;,A;). The form of the transfer rates and loss rates
depends very much on the problem under consideration.
Most situations however fall under the two categories

_|voF( | Ry | Jexp[ —(€; —€;)/kT], €;>¢;
T wF(|Ry ), €<é
with
F(|Ry;|)=exp(—=2y |R;;|) (3)

(2)

for charge transport and triplet (exchange) exciton trans-
port or

1

—, YIR; | >1 (4)
[ YRy |° Y

applicable to single exciton transport and where ¥~
denotes the localization length of the localized state and
can in principle be energy dependent, and v is the prefac-
tor in s~!. The model (4) is also called the Forster® rate

F(|Ry|)=

1
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(dipole-dipole transfer).
The transfer rates Wj; can be formally symmetrized:

exp( —¢€; /kT)W;j=exp(—¢€; /KT)Wj; . (5)

The loss rates A; will depend on the recombination process
and can in general be summarized by

A(R,‘,E,‘)= 2}\'&”) ’ (6)

i.e., a sum of different energy- and position-dependent
processes.

The formal solution of the master equation can be con-
veniently written in the form of a Green function Gj;(¢)
which in the present context is directly the probability
function sought, namely, the probability of finding the ex-
citation at time ¢ at the site j, given that it started at time
t=0 at site i. In the space of the Laplace variable p

G,J(p)‘—‘ fOW e _pIGij(t)dt . (7
G;(p) obeys the exact integral equation
bij 1
G;(p)= + W,G(p) -
ij\P P+zu,iu+}\-i P+2u,iu+}\-i; aG\p
u u

(8)

Thus the exact Gjj(p) will in general depend on the 3N
|

1

coordinates {R,,€,,A,} of the system. The quantity of
interest, however, is the configurationally averaged proba-
bility G;;(p) given by

— 1
G,-_,-(p):f H dRudeud}‘uaﬁf{
ui,j

Xple, )P (A, )Gii(p) , 9

with the sites / and j held fixed, p and P are normalized
energy and A distribution function, and (2 is the volume.
When {A, =0}, we have shown (in I) that G;;(p) satisfies
within the EMA the effective integral equation

8,']' 1 _

— + — > 2G;(p), (10)
P+8 P+ DB s
u u

(—;,-j(p)=

where the renormalized frequency-dependent transfer
rates g;;(p) are given by (see I)

f-g_-»=1/ S B
=Y fiwy; - filp+oj)  filp+o;) ’
where

a,-=<2g,~u> (12)

i

1n

and is given by the self-consistency relation

1

fleote,p)=na, [ [ dE;aRele)) /

T(f,’,Ej,R)

where

7(€;,€j,Ri ) =fi Wj;

+ f(&)p +ole;,p)]

) (13)

(14)

and n =N/Q is the site density, a, a percolation factor ap~(2.7)‘1, and f; is the Fermi function approximated to a

Boltzmann function.

The diffusion coefficient D;(¢) is defined as the derivative of the mean-square displacement of an excitation at time ¢,
given that it started at time ¢=0 at site i with energy ;. In the space of the Laplace variable p we define

Di(p)=+p* 3 R;G;(p),
j
so that

D-(t)=f“[M},
! p

(15)

(16)

where L —!is the inverse Laplace transform. Using Egs. (10) and (15) we obtain

Di(P)=£2R§§ij S8u+p+ 28D/ 38u+p -
6 j u 1 u

(17)

This is an integral equation for the energy- and frequency-dependent diffusion coefficient, which we can also rewrite as

n [ [ dRdeple)R*%(e,€;R) n
D ) =£ ! g (e, ’, " ’
(ep)="¢ Ty Py [ [ drR depleg(e,e,RID(€,p) (18)
I
where consider a pseudoequilibrium diffusion coefficient Dy(p)
defined
ole)=n [ [ dRdeplegle,e,R) . (g ~ EmE®

In order to solve this equation for D(e,p) it is useful to

Do(p)= 3 £:Dip) [ S 1: (20
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which, from Eq. (17), has a particularly simple solution
given by

Do(p)==+ 3 fiR2Z,(p) / S5 @1
ij i

In the long-time limit (p —0), D;(p) must be independent
of the initial energy, so

p——)

for all values of the initial energy €;. We can use these ex-
act relations (21) and (22) as constraints on the integral
equation for D (e,p). In the limit p—0, Eq. (19) becomes
a homogeneous integral equation which can be solved only
with the constraints (21) and (22). The diffusion coeffi-
cient in the long-time limit is trivially evaluated using Eq.
(21) for any distribution of the site energies p(€).

For small fields E we can compute the current pro-
duced by a charged particle with initial energy € as

~ 2
jle)=F -1 %i;’ﬂ ] . (23)

The corresponding mobility pu(e,t) is given by
ule,t)=j(e,t)/eE . (24)

To describe for example, a white-light pulse at =0, the
corresponding current can be written

~ -] 2
(=L -1 f_m i{? dep(e)pD(e,p)

with u(t)=j(t)/eE.

In computer simulation work (Silver et al.?° and
Schonherr et al.?') it is also possible to register the energy
of the particles as they relax in time from a given initial
value. We define the mean energy of the excitations at
time ¢ by the relation

E(€;,)=&)= 3 G;(1); , (26)
j

(25)

which in Laplace space can be obtained from the integral
equation
€i 1
+
p+0o;

3 2,80 . 27

&(p)=
i\p p+o; <

Again, we have the exact relation
3 fiep)= (3| /p 8)
i i

which is a constraint on Eq. (27). In the long-time limit,
the system reaches thermodynamic equilibrium and thus

lim &(1)= );f,-e,/ S s (29)

which is simply the thermally averaged energy and is
readily evaluated for a given density-of-states function.

Finally, by analogy with Eq. (25), there is also the aver-
aged quantity

(e)= [~ deple)E (e . (30

This completes the discussion of the energy- and time-

dependent diffusion problem when A;=0. The solution of
these equations has been compared with the Monte Carlo
simulations for a class of situations described in I and for
amorphous semiconductors in a more recent article, here-
after referred to as IL!> In II we have considered an ex-
ponential density of states model and have computed
D(e,t),E(€,t),Dy(t),(e(t)). We have compared that
model with the multiple-trapping model and the experi-
mental work on amorphous semiconductors by Monroe?*
and Monroe et al.’

III. DIFFUSION AND ENERGY RELAXATION
IN THE PRESENCE OF RECOMBINATION

In order to extend the theory to include recombination
processes we recall that when A; =0, the probability func-
tion Gj;(p) satisfies the particle conservation rate

1
260=

(31

This relation no longer holds when A;540, and we can now
define a trapping self-energy =(A;, . . ., Ay,p) such that

(p)= 3 Gyp) :
j

= ———————-—p 3.0 (32)

The left-hand side now denotes the survival fraction n;(p)
[number of excitation surviving of time ?, given that
ni(t)=l at t=0]

In the absence of energetic and spatial disorder we can
use the powerful coherent-potential approximation (CPA)
which gives us an approximation to 2(p). The technique
as applied to the trapping problem has been described in
detail by Movaghar.”> The CPA in the trapping problem
can be justified in the same way as in the usual case: It
can be also derived using the f-matrix expansion tech-
nique and summing the class of mean-field diagrams
self-consistently; see also Refs. 26 and 27. The CPA is
the corresponding single-site self-consistent effective-
medium approximation when we have diagonal disorder.
In the long-time limit and for infinitely deep traps we
found that the CPA agreed with the first passage time
(FPT) approach of Montroll and Weiss?® except in one di-
mension, where the FPT is superior to the CPA. In the
FPT, one computes the average number of new sites visit-
ed by the particle in a time ¢t. In Laplace space and for a
disordered system this quantity S;(p) can be approximate-
ly written as

si<p)=pi2<<cirl—p>i> . (33)

For infinitely deep traps the distribution function of the
A’s can be written
P(A)~x8(A—Ag)+(1—x)6(R), Ag— o (34)

and the survival fraction in FPT becomes

f;(t)=exp[ —xS;(1)], (35)

where S;(t)=L ~'{S;(p)} and x is the trap concentration.
Both CPA and FPT are only useful when energetic disor-



33 DIFFUSION AND RELAXATION OF ENERGY IN . ..

der is absent, though formally in the FPT method the
memory of the initial energy could be kept as shown in
(35). The energetic disorder case, however, has not been
tested within the FPT and we shall now propose a better
alternative which we shall now proceed to derive.

Energetic disorder makes the recombination problem
much more difficult; to see this let us expand in the rates
A; and write

Gii(p’)")___Gi(J)'(p’A':O)'*' EGI%A'uGuj ’ (36)
u
where
GJ(p)=Gj(p,A=0) . (37)

The t-matrix renormalization of (36) becomes

Gy;=Gl+ 3 GLt, Gy
u

+ 3 GutuGAuGl+ -+, (38)
us#l
where
—Ay
y=—-——. (39)
Y 14+A,G),

Assuming that the initial site / is not a trap, a reasonable
approximation to (38) which is exact within the single
recombination center limit would be

f'l-,'(P)=l+ 2 G?u?uﬁu(P) ’ (40)
p uzi
where
—_ _}"u
y=—""—>=—. (41)
1+4,G 3,

Note that despite the EMA, Eq. (40) is an integral equa-
tion which is very difficult to solve because we first have
to compute G 9, using (10). The full solution to the two-
site probability function G J, is a very difficult problem in
itself despite the EMA. In the absence of energetic disor-
der, (40) can be solved immediately for infinitely deep
traps. Using (12), we find

1

—p Fxo(p) (42)

A(p)=

where the self energy X(p)=xo(p) is simply the trap den-
sity x multiplied by what is essentially, from (13), the R-
hopping frequency-dependent effective-transfer rate.
Note that (42) is identical to the FPT as p—0 (long times)
and that the CPA solution differs from the average ¢-
matrix solution (40) only by a renormalization of
p—p/(1—x) and x—x/1—x. For a detailed analysis of
the energy-independent problem the reader is referred to
Ref. 25.

Returning now to the energy-dependent problem, we
propose to bypass the full solution of (40) by adapting the
following procedure: Map the true discrete network onto
a continuum with an effective energy and time-dependent
diffusivity D (e,t) evaluated by the procedure described in
Sec. II. Introduce an effective time- and energy-
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dependent trapping self-energy (rate) 2(e,t); thus the par-
ticle density n (¢,r;t) now obeys the diffusion equation

Sn(e,r;t) _ t ner2 . ’ ’
gt = [(Dler) V(e ne —1')dt

— [[Set—tmlentar . 43)

The solution of (43) with initial condition n(e,r;t =0)
=8(r) is the usual probability function which in Fourier
and Laplace space becomes

1
p+D(epk*+3(ep)

In the limit of no energetic disorder (44) is the usual con-
tinuum limit of a continuous-time random walk mapping
in the small-k limit.® Thus we could have also, for exam-
ple, mapped our network into an ordered cubic lattice
with effective-transfer rates D(e,p)/R3, where again
D (e,p) is evaluated as in Sec. II and R|, is the lattice con-
stant. This would have given for G (k;¢,p) the form

1

G(k;e,p)= (44)

G (k;e,p)= ,  (45)
P p +[D(e,p)/RE)(€x_o—€r)+ Z(p,€)
where in d dimensions
d
&= 2, cos(k,Ry) . (46)

u=1

Equations (44) and (45) represent powerful approxima-
tions and are physically very appealing. We have
bypassed the random network problem and we now have
to solve for 2(p,€) given that the particle is moving on an
effective ordered lattice with effective diffusivity. This
effective lattice changes with time and initial energy of
the particle, but in the long-time limit the memory of the
initial energy disappears and a quasi-steady-state is
reached, as shown by Eq. (22).

To evaluate 2(p,e) we can now make use of the CPA,
and thus 2Z(p,€) is determined from the self-consistency
condition (26)

3(p,€)—A
1—[2(p,e)—A)Glp +2,¢€]

[ drpn) =0, (47

where the local Green function G is given by

P +3(p,6)+ (6p_o—e) 22

0

k

(48a)

and
nle,)=L ~'{G(k,&p)}x_o - (48b)

Equations (45), (47), and (48) now represent the full solu-
tion to the energy-dependent trapping problem on a disor-
dered network. The approximations are reliable except in
the very-long-time limit where we know the CPA to be-
come inaccurate. For example, with P(A) given by (34)
(deep traps), the true asymptotic decay of n(t) is known
to be?’
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n(e,t) ~exp[ —yq(x¥%)?/@+] as t— o (49)

where d is the dimensionality of the lattice.! For fractal
lattices d—d the spectral dimensionality of the lattice.
The CPA, on the other hand, gives us a pure exponential
law. It is still not entirely clear when the asymptotic solu-
tion (49) becomes relevant when d > 2, but it has been sug-
gested’’” that n <107 !* (d > 2) before (49) applies. From
this it follows that the deviations of (49) from the CPA or
FPT theories are not of practical significance when d > 2.
Note that a decay law of the type

n(t)~exp[ —(t/t5)*), O<a<]l (50

can be expected for a completely different reason in the
intermediate time domain as a result of the time depen-
dence of D(t). As shown by Richert et al.,?> when
D(t)~1t®"!, the effective trapping rate k () goes as

k(t)~xto! (51

and thus (50) applies over the domain where D(¢) is time
dependent. The asymptotic form is exponential here, of
course, because D (t)—Dy(T) as t— .

The decay law (50) is observed in a wide class of excita-
tion decays in organic and inorganic systems and even in
the relaxation of two-level systems in glasses. It is associ-
ated with time-dependent diffusion and has no relation to
the exact asymptotic forms which are associated with
fluctuations [Eq. (49)]. We shall show that (50) can be ob-
tained rigorously from the CPA solution in the intermedi-
ate time domain. As it turns out, the “intermediate” time
domain very often spans essentially all of the physically
relevant time domain.

IV. RESULTS AND DISCUSSIONS

In this paper we shall now focus the application of the
formalism of Secs. I and II to transport and energy relax-
ation in organic materials. In disordered organic solids
the density of excited states is well described by a Gauss-
ian model,

ple)= exp(—€2/2a?) . (52)

1
(2‘”_ a 2 ) 172
The Gaussian spread results from the statistical fluctua-
tions of the polarization energy and is well established ex-
perimentally and theoretically.

The nonequilibrium diffusivity obtained from (25) is
plotted as a function of time in Fig. 1 for different values
of the Gaussian bandwidth a /kT. The crossover time ¢,
to long-time behavior D _ is denoted by an arrow on each
curve; ¢, can be verified to roughly obey the relation

t7’D , ~const (a~0.45), (53)

and from paper I,

_ 2
logioD,, ~T~2 D_~e 07"

o«

(54)

Temperature dependences of D, and t, are plotted in the
inset of Fig. 1.
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FIG. 1. The log) of the diffusivity D(z) as defined by Eq.
(21) for the Gaussian model is plotted against log o(time) for dif-
ferent values of a /kT. The inset shows the long-time (equilibri-

um) value D_(T) and the relaxation time ¢, plotted versus
(a/kT)>.

The strong temperature dependence of ¢, and D (T)
are characteristic of transport in Gaussian bands with no
lower cutoff. The relation (54) can be derived analytical-
ly. The relaxation time grows very rapidly as T—0 and
the value a~0.45 appears to be connected with the
Gaussian density of states and the fact that D (z) does not
strictly obey a ¢~ law for a Gaussian model. This ques-
tion has been discussed in detail in I and II. Strictly
speaking we find that SB(¢) is itself time dependent and a
constant B is only valid for a limited time regime, in sharp
contrast to an exponential density of states where B is a
constant almost throughout the entire time domain.

Figure 2 illustrates the energy dependence of the dif-
fusivity as a function of time for different start energies,
for the Gaussian model. Figure 2 illustrates the remark-
able property shown at low energies, namely, the fact that
D(e,t) first decreases to a value below its equilibrium
value. This is related to the fast initial thermalization of
the excitation at low T. It is only at long times that an
effective-transport level establishes itself. The quasiequili-
brium is established roughly when the total upward rate
matches the downward rate, i.e.,

*® ’ ", —€/kT Bl ’ ’
[ deptere=< T~ [ "7 plenae . (55)

This effect has also been demonstrated by the Monte Car-
lo simulations (not shown here).

Figure 3 is a plot of the energy relaxation (e(z)) de-
fined by (30) as a function of time for T=80 K and p(¢)
given by (52). The analytical theory is compared with the
Monte Carlo result in a cubic lattice with lattice constant
¢ (dashed line). The agreement is remarkable; almost per-
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(0G o Dle.t)

[0Gg Vol
FIG. 2. The log of the energy- and time-dependent diffusivi-

ty D(e¢t) for a Gaussian with a=0.1 eV and kT =4 eV

plotted versus logo(time) with different
n =8.10"%/cm? [from Eq. (19)].

start energies.

fect agreement is obtained by introducing a minimum dis-
tance of approach between the localized states (cutoff) as
shown.

Figures 4(a) and (4b) illustrate the EMA to (e(z)) for
different temperatures and the corresponding Monte Car-
lo results for a Gaussian band. Agreement is excellent
down to 80 K; below 50 K the EMA and the “exact”
simulations begin to differ rather strongly. Whereas the
Monte Cirlo shows a freezing in effect, i.e., a saturation
of the relaxation curve at long times, the effective-
medium approximation still exhibits a relatively fast re-

(e(t) (eV)
(D O SHUN)((})3)

lleoV°t

FIG. 3. The energy relaxation function (e(t)) for a white-
light pulse plotted versus logj(time) using Eq. (30) (solid line
with 7, =0.8n~1/3; dashed-dotted line with 7, =0 continu-
um, Monte Carlo results; dashed line, 7=80 K, a=31 meV,
2yn—13=10).

laxation down to lower energies. From a simple thermo-
dynamic argument it follows that the exact long-time en-
ergy is given by

® —€/kT,
_ Ple)ee de g2

f_m plede <K de T kT

At low temperatures this value cannot be reached (finite-
range hopping) in a Gaussian band or can only be reached
strictly at ¢t = o (infinite-range hopping). In other words
it is clear that percolation effects (the depletion of possible
hop sites after each jump) seriously impedes further relax-
ation in energy and we get a freezing-in of the excitation.
Clearly any approximate solution can be very misleading

(el0))= (56)

(0g,y T
0 S A 0
N\
|
l -1
-005} | &
2 | =
& ' 5
= ! =
& | 34
‘U,TO' | ;
: p—
! "
0151 L A
0
0
-005¢ i
= =
T 010t s
-015
0

logmvot

FIG. 4. The energy relaxation function {e(z,7)) from Eq.
(20), with Gaussian p(e) plotted versus logo(vot) for different
temperatures (solid line). The corresponding Monte Carlo re-
sults are shown by the dashed lines. Notice the freezing in at
T=20 and 12 K in (b); the deviations from analytic theory at
low T are rather evident.
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as T—0. The EMA must necessarily by its very logic
overestimate the number of potential hop sites. We can il-
lustrate this by a direct calculation. Consider the limit
T—0 and the local-stay probability Gy (t). The configu-
rational average in the EMA becomes

<Goo(p))=1/ [p+<2u‘,g.-..)], (57

and thus

(Goolt)) =& ™"V, (58)
where from (13) and in the limit T=0, we have
ole)=von [, " ple)de’ [ F(|R|)dR. (59)
The exact evaluation of (Gy(?)), however, yields
(Golt)) = <exp - 3 Wt > (60a)
€k <€

and for infinite-range hopping we obtain (see also Ref. 28)

(Goo(t)):exp nn(eo)dek(e-—FHROkl)t_l)

with
ne)= [ " plede . (60b)
This gives approximately (a, is constant)
1/(vt) ™ O F(|R | )=e~ 2RI .
(GoolD)) s~ o~ Pame_ b IR|)= 1 .
(|R]y)
(61)

The effect is rather drastic as a comparison between (58)
and (61) shows.®3? The EMA must considerably overesti-
mate the relaxation as T—0 and t— 0.

We pursue our analysis by considering E (¢,t) as a func-
tion of the initial energy for the EMA and Monte Carlo
simulations. The results are shown in Fig. 5. The analyti-
cal treatment is the solid line and the Monte Carlo simu-
lation corresponds to the dashed line. It can be seen that
at 80 K the agreement is still extremely good, in fact this
applies down to T~50 K. One can see that the relaxa-
tion curves eventually all join up to a single curve; the
time involved depends on the initial start energy.

The influence of the start energy is even more pro-
nounced when we look at the survival fraction n(e,t)
evaluated according to Sec. III [Eq. (48b)]. For a deep
trap concentration x =10~2 the results are illustrated in
Fig. 6. We have not used the fully self-consistent CPA
solution given by (47) but only the average t-matrix ap-
proximation which is sufficient for the present purposes
(see Ref. 25). We have also approximated the cubic lattice
local propagator Ggo(p) by the Hubbard truncated form.
Both approximations lead to errors in the very-long-time
limit. However, here we know that the effective-medium
theories are not valid in any case. Figure 6 shows n(e,?)
for two values of vt =2% 10° and 10'° (dashed line) as a
function of energy and for different values of the Gauss-
ian “width” (a /kT). As can be seen, the change in 7 (e,t)

005

~N
T

l0g,,TH
L0
1
|
I
|
i
[}
1

0
= &
2 =
W S
(w] '0.05’ 7.3
o
=3
e
-010¢

log,, Vo'

FIG. 5. The energy-dependent (pulse) relaxation function
E(€,t) from Eq. (26) is plotted versus logo(vot) for different
start energies. The Monte Carlo results are shown by the
dashed lines. The inset shows the position of the energies on the
density of states diagram T=80 K, a=31 meV, 2yn~13=10,
and a/kT=4.5.

flet)

1.0

e (units of a)

FIG. 6. The survival fraction n(€,?) plotted versus €/a from
Eq. (48b) for a deep trap concentration x =10~3 at two different
times: solid line, vot =2 10°%; dashed lines, vof =10'°. Curve 4
corresponds to T=9.35 K; curve 8, T=47 K; curve 5, T=75K
if @=0.0322 eV.
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FIG. 7. The survival fraction n(¢) for a white-light pulse
from Eq. (62) plotted versus vyt for a Gaussian p(e) with
a=0.0322 eV with yn~'?=5, x =10~3 (deep traps) and vari-
ous temperatures. Curve 4, T=93.5 K; curve 8, T=47 K;
curve 5, T=75 K.

takes place in a rather narrow energy range. One can al-
most define a critical energy €. which acts as a kind of
mobility edge below which the excitations are almost im-
mobilized and have therefore not had a chance to reach a
trap. Experimentally this behavior was observed in po-
lyvinylcarbazole by Rockwitz and Bissler.!® The critical
energy is of course not a true mobility edge since it does
not separate extended states from localized states in the
sense of the Anderson localization at T=0. The sharp-
ness of the change in 7 (e,?) is a consequence of the strong
energy dependence of the Gaussian p(e€) and the strong
dependence of D (e,t) on € in a Gaussian band (see Fig. 2).
Figure 7 is a plot of n(z) given by

n(= [" n(enplede (62)

versus time for different values of a /kT. The time decay

can be well approximated by an exp[ —(¢/ty)*] law in
agreement with (50). The nonexponential behavior is here
a consequence of the dispersive (time-dependent) nature of
the diffusion process and not due to exact fluctuation ef-

fects [Eq. (49)].

V. CONCLUSIONS

We have presented analytical and Monte Carlo results
for the problem of diffusion and recombination in trans-
port problems that can be described by the master equa-
tion. We have shown how to evaluate the diffusivity, the
energy-dependent diffusivity D(e,t), and the energy-
dependent relaxation function E (e,t), with and without
recombination centers. Recombination processes are de-
fined as processes which do not conserve particle density.
The theory and the Monte Carlo techniques can be ap-
plied to a vast number of experimental data ranging from
organic and inorganic semiconductors to the novel quan-
tum wells and superlattices.

The analytic effective-medium description has been
tested against the “exact” Monte Carlo work. The theory
is excellent down to about 7 ~50 K. Below this tempera-
ture we find that mean-field theory overestimates the de-
cay channels available after every jump. This applies in
particular to density of states distribution which change
rapidly with energy (i.e., Gaussian and exponential).

In the limit T—0 we can solve the problem exactly.
The reason for this is that no back jumps are allowed and
thus the diffusion process has a pure “tree like” structure.
The Monte Carlo results are confirmed; the excitations
“freeze-in” at low T, giving rise to extremely weak relaxa-
tion functions. This analysis will be presented in the next
paper of the present series which will be devoted to the
very-low-temperature situation in organic systems and
quantum wells.
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