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%e present the results of an extensive series of self-consistent calculations for cesium between the

equilibrium atomic volume and the critical density. Paramagnetic, ferroInagnetic, and antifer-

romagnetic ordering on bcc, sc, and diamond lattices are considered. %e find that, for all three lat-

tices, antiferromagnetic ordering occurs before ferromagnetic ordering. In all cases, a metal-

insulator transition occurs at a density p~l lower than the density at which magnetic ordering

occurs. There is a considerable spread in the values of p~~ for the different structures clustered

about the experimental critical density p, =0.41 g/cm . Calculated electron densities at the nucleus

do not, however, reproduce the experimentally observed trend even when a restricted dimerization of
the structure is taken into account.

I. INTRODUCTION

The system proposed by Mott' in his original discussion
of the metal-insulator transition was a lattice of hydrogen
atoms with a half-filled band at high densities. The
metal-insulator (M-I) transition occurs when the density
of the system is decreased and the bandwidth becomes
comparable to the Coulomb energy associated with multi-
ple occupancy of a single site. This system, however, can-
not be realized in practice. A closely related system is the
liquid alkali metals which, expanded by heating, have re-
cently been examined in detail. In particular, liquid cesi-
um has been investigated from its normal melting point
( p~ —1.83 g/cm ) to a density close to its critical density

(p, =0.41 g/cm'} corresponding to a volume change of
more than a factor of 4. Measurements of the electrical
transport properties indicated that the M-I transition is
associated with the gas-liquid critical point. In a study of
the magnetic properties of expanded fiuid cesium, Frey-
land found that the uniform static mass susceptibility
first decreases slightly and then rises rapidly by almost a
factor of 5 with a maximum at a density almost double
the critical density. This maximum was demonstrated by
Warren to be due to Curie-law limitation of the suscepti-
bility at the high temperatures required at low density.
From NMR measurements on liquid Cs El-Hanany et al.
confirmed the enhancement of the mass susceptibility and
in addition concluded that there was a strong change in
the q dependence of the susceptibility with decreasing
density. By combining Freylands measurements of
X'(0,0} with their measurements of the Knight shift
—( ~

P(0)
~

)EP'(0,0), Warren et al. found that the Fer-

mi electron charge density at the Cs nucleus (
~
1b(0}

~
)E

decreased with decreasing density rather than increasing
towards the limiting atomic value. Similar results have
also been obtained for Na.

The ground-state properties of the correlated system
described by Mott should, in principle, be described
correctly by density-functional (DF) theory. ' Rose and
co-workers have investigated how well the local-spin-
density (LSD) approximation' "describes the M-I tran-

sition on a lattice of hydrogen atoms' 'i and discussed

applications to the dilute alkali-metal system. ' Kelly et
al. have examined the M-I transition of a lattice of hy-

drogen atoms within the LSD approximation in detail,
and without making any severe approximations such as
the Wigner-Seitz' ' or tight-binding' approximations in

order to solve the effective one-particle Schrodinger equa-

tion. The conclusion of these studies was that, apart
from inaccuracies in describing the actual M-I transition,
the I.SD approximation gave results which were very
reasonable and in agreement with the limited results avail-

able from other methods.
In a system such as the liquid alkali metals, the effect

of disorder should not be negligible, and indeed attempts
focusing on the disorder have been made' to explain their
low-density properties. In order to examine the predic-
tions of the local-density approximation we neglect the ef-
fect of disorder. Although the experiments on liquid cesi-
um have been performed between the normal melting
point (T =29'C} and the critical point (T, =1740'C,
I', =114 bars, p, =0.41 g/cm ), there are some indica-
tions for believing that the effects of temperature and dis-
order are of secondary importance for its electronic prop-
erties. For crystalline Cs the large value of the suscepti-
bility enhancement is mainly due to the proximity of the
Fermi level to a van Hove singularity in the density of
states. Nevertheless, on melting there is only a small
change of a few percent in the susceptibility. Similarly,
the volume derivative of the Knight shift for liquid Cs
(t) lnK/t) lnV)r. is, to within the experimental error bar,
equal to that for crystalline Cs. This indicates that
long-range order does not dominate the electronic struc-
ture.

That temperature effects are not doniinant is evidenced
by the fact that the isothermal and isobaric variations of
the Knight shift, (8lnK/8 lnp)T and (c) lnK/t) Inp)t,
respectively, are the same to within the experimental accu-
racy. The change in the Knight shift is primarily deter-
mined by change in the density.

One simple model for the structure of liquid Cs which
we will consider is based on the following. A neutron dif-
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fraction determination of the static structure factor' of
expanded liquid rubidium indicates that as the density is
reduced the nearest-neighbor distance dNN remains ap-
proximately constant while the number of nearest neigh-
bors decreases linearly with density. As in a recent paper
by Warren and Mattheiss, ' we model this by examining
structures with different coordination number. The im-
plicit assumption here is that the electronic properties are
dominated by the local structure. In addition, we consider
the effects of changing the interatomic separation and al-
low our system to order magnetically.

We find that this model does not predict an enhance-
ment of the uniform static susceptibility such as one ob-
tains for a fixed structure with variable nearest-neighbor
separation. It does predict a change in the q dependence
of the susceptibility. For all three crystal structures we
have examined, an antiferromagnetic (AF) transition
occurs at a higher density than the ferromagnetic (F) tran-
sition. The M-I transition occurs for densities p~0.60
g/cm . We also calculate the Fermi electron charge densi-
ty at the nucleus and find that it always increases towards
the atomic limit with decreasing density in disagreement
with experiment. Calculations where we allowed for a
pairing of Cs atoms do not change this result.

II. METHOD OF CALCULATION

The electronic structure was determined self-
consistently using the linear muffi-tin-orbital (LMTO)
method. ' A frozen core approximation was used and rel-
ativistic shifts were included using a scalar-relativistic
procedure. In the k.-space summation ' to determine
densities of states (DOS), as many as 969 k points in the
irreducible part of the Brillouin zone were used for the
spin-polarized calculations where the magnetic moment
converges particularly slowly. In the angular momentum
expansion, terms with I (2 were included. Inclusion of
terms with l =3 resulted in very minor differences.
Where necessary, we included the so-called combined
correction terms' which correct for the finite number of
terms in the angular momentum expansion and for the
nonspherical shape of the Wigner-Seitz cell. In the case
of structures with low coordination such as simple cubic
(sc) and diamond structures we include additional "empty
spheres" for more flexibility in describing the charge den-
sity. To carry out spin-polarized calculations we used
the parametrization of von Barth and Hedin. '0 For a de-
tailed discussion of the local-spin-density description of
the M-I transition as well as for more technical details see
Ref. 15.

When the density of liquid Rb decreases by a factor of
2 from the normal melting point, the nearest-neighbor
separation increases by only 4%. Over the same range the
number of nearest-neighbor atoms decreases 1inearly. "
Assuming a similar behavior holds for liquid Cs, we con-
sider three simple crystal structures with different coordi-
nation, bcc, simple cubic, and diamond with 8, 6, and 4
neighbors, respectively. The AF ordering we consider is
illustrated in Fig. 1. Considering the spin-up and spin-
down atoms as different "chemical" species means that
bcc~CsC1, sc~NaCl, and diamond~ZnS crystal struc-
tures.

To calculate the Fermi electron density at the nucleus
(

~
P(0) j )z with the LMTO method is straightforward.

It is given by

'
~
~"'~""=N E

N, (EF) tI(t, (Ep,0)

where Ni(E) is the I-projected spin-density of states,

N(E) = g Ni(E),
l=o

g
snd 2 f N(Etdt is the total number of eisotrons.

Pi(E,r ) is the solution of the appropriate radial
Schrodinger equation with energy E and is normalized so
that

I Pi(E, r)r dr=i,
where S is the radius of the Wigner-Seitz sphere which
for a monatomic solid has the same volume as the
Wigner-Seitz cell. Because of the weak (although integr-
able) divergence of P, (E,r) as r~0, for a point nucleus
we take a point r„lcso eto the nucleus. For a recent dis-
cussion of this point as well as further references see Ref.
23. The results are insensitive to the choice of r„. To
simulate the smearing out of the density of states at high
temperature, Eq. (1) is averaged over the energy range
Ep+kT'. Again, the results are not sensitive to this
averaging.

At lower densities it has been suggested3 that the Cs
atoms will eventually pair. To investigate the effect this
might have on (

~
f(0)

~ )z we consider dimerized struc-

tures derived from the bcc and diamond structures by al-
lowing the neighboring atoms to pair along the (111)
direction. This reduces the symmetry and requires in-
tegration over a larger irreducible Brillouin zone.

III. RESULTS

A. Uniform susceptibility

Within the LSD approximation the uniform spin sus-
ceptibility for an itinerant electron system has been
shown to have the enhanced form

(2)

where Xo 2p~N(E+) is the——susceptibility for noninteract-

i
t0 I

I

ZnS

FIG. 1. Crystal structures used in the calculations, {a) CsC1,
(b) NaC1, and (c) ZnS, which become the bcc, sc, and diamond
structures, respectively, when all atom types are the same. The
AF structures considered result from replacing the open (solid)
circles with up (down) spins.
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FIG. 2. Stoner parameter I and the product X(Ep)I as a

function of density for bcc Cs.

ing electrons. We evaluate the Stoner parameter I accord
ing to Ref. 26. It is essentially structure independent and
changes only slowly with volume (Fig. 2). From a value
of 57 mRy at p=2.0 g/cms it decreases monotonically to
a value of 40 mRy at p =0.5 g/cms.

In Table I we compare calculated values of I for H, Li,
Na, K, Rb, and Cs. R, is the Wigner-Seitz radius as
determined by 4nR, /3= volume per atom. We use ryd-
berg atomic units throughout. For H, I was evaluated at
the theoretical equilibrium lattice parameter. 's I de-
creases with increasing atomic number as a result of the
overall increase in the charge density. The values given
in Table I are essentially the same as those obtained in
Ref. 26 where the same exchange-correlation potential'
was used. They are approximately 20% smaller than
those given by Janak who used a slightly different poten-
tial. For all the alkahs except cesium we obtain values
for N(E~) very similar to Janak 7 and Vosko er al., and
the agreement of the calculated values of X/XFE, also
given in Table I, with experiment is very good. XFE is the
free-electron susceptibility 2y &NFa(EF ).

In the case of Cs the calculated value of X/XFa is 50%
larger than the experimental value. Since I is the same as
in Ref. 26, the difference must be attributed to differences
in the evaluation of N(Ez). From Fig. 3(a) it can be seen
that the Fermi level lies very close to a van Hove singular-

ity where the Fermi surface touches the Brillouin zone
boundary at N. N(EF ) is then very sensitive to the details

of the band-structure calculation. The value for N(EF) in
Ref. 26 calculated with spherical bands is therefore prob-
ably an underestimate and the good agreement with exper-
iment must be regarded as fortuitous. In a recent self-
consistent linearized augmented plane-wave (LAPW) cal-
culation with a different exchange-correlation potential
Warren and Mattheiss' find N(E~) = 10.7 states/Ry spin,
somewhat larger than our value. The discrepancy here is
probably due to their coarse mesh in k space. In an ear-
lier study Jan et al. s found that the LD approximation re-
sulted in a Fermi surface for Cs whose departure from an
ideal spherical shape was too large compared with experi-
ment. By adjusting the individual bands (equivalent to
the introduction of a nonlocal potential} to obtain good
agreement for the Fermi surface they simultaneously ob-
tained a value for N(EF) of 7.53 states/Ryspin. Using
this with our value of I in Eq. (2), we obtain a value of
X/Xo ——2.04 in very satisfactory agreement with experi-
ment. It thus appears that the LSD approximation is not
sufficiently accurate to yield precise absolute values of X.
In the following where we will be concerned with qualita-
tive predictions of trends as a function of volume and
structure this should be borne in mind.

The susceptibility calculated for bcc, sc, and diamond
lattices of Cs using Eq. (2) is shown in Fig. 4. Also shown
in Fig. 4 is the electron paramagnetic susceptibility for ex-
panded liquid Cs extracted by Freyland' from the mea-
sured susceptibility by subtracting the Cs -ion core sus-

ceptibility and a correction for the orbital diamagnetic
susceptibility of the conduction electrons. On melting
there is only a small change of a few percent in the sus-
ceptibility. This indicates that even though the Fermi
level lies close to a van Hove singularity in bcc metallic
Cs [Fig. 3(a}] the loss of long-range order is not critical
for the value of X(EF). We note, however, that this
method of extracting the paramagnetic susceptibility can
involve a significant error because of uncertainties in our
knowledge of the subtracted quantities. If we compare
the value of X(ps')=0. 61X10 cmig ' from Fig. 4
with the accurate value for X of 0.49X10 cm g

' de-
rived from de Haas —van Alphen measurements on the
perfect crystal at low temperature (Table I) we see that
there is a discrepancy of about 20%. Here ps' is the nor-

TABLE I. Comparison of calculated values of g for the bcc structure ~ith experimental values.
Both are normalized by the free-electron susceptibility PFE.

H
Li
Na
K
Rb
Cs

1.67
3.25
3.93
4.86
5.20
5.63

I. (Ry)

0.374
0.139
0.106
0.076
0.067
0.057

X(EF)'

0.68
3.22
3.11
4.99
5.82
9.54

7/XFE
(Calc.)

1.60
2.70
1.47
1.67
1.73
3.24

X/XFE
(Expt. )

2.50'
1.63'
1.70'
1.72'
2.14'

'In units of states/Ry atom spin.
'T. Kushida, J. C. Murphy, and M. Hanabusa, Solid State Commun. 15, 1217 (1974}.
'J. M. Perz and D. Shoenberg, J. Lour Temp. Phys. 25, 275 (1976).
dB. Knecht, J. Low Temp. Phys. 21, 619 (1975).
'M. Springford, I. M. Templeton, and P. T. Coleridge, J. Lo~ Temp. Phys. 53, 563 (1983).
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FIG. 3. Total DOS, N(E~), for (a) bcc, (b) sc, and (c) diamond structures. The curves shown were calculated at densities corre-
sponding to d~ ——10.03 a.u.
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FIG. 4. Density dependence of the uniform static mass sus-
ceptibility, gg, calculated for the bcc, sc, and diamond struc-
tures. The dashed line is the paramagnetic susceptibility ex-
tracted from experiment by Freyland (Ref. 3). The dotted line
corresponds to the sequence bcc-sc-diamond with dNN ——10.03
a.u.

mal low-temperature metal density, 1.997 g/cm .
Further decrease in the density leads to a shallow

minimum at p=1.5 g/cm, followed by a sharp increase
to a maximum at p=0. 8 g/cm, and then a decrease to-
wards the critical density p, =0.41 g/cm . It was recently
pointed out by Warren that at the increasing tempera-
tures required to achieve lower densities the decrease in X
corresponds to the Curie-Iaw limit of the free-spin suscep-
tibility. While temperature effects can, in principle, be in-
cluded in DF calculations, a straightforward application
is known to lead to a serious overestimate of the Curie
temperature. In the remainder of this section we con-
centrate on the LSD description of X between the density
at the melting point, p =1.83 g/cm, and p=0. 8 g/cm .

The first simple model we consider approximates the
liquid of decreasing density by a series of structures with
constant nearest-neighbor separation dNN and decreasing
number of nearest neighbors. We take dNN ——10.03 a.u. ,
the value determined by neutron-diffraction studies on
liquid Cs at a temperature just above the melting point.
For the bcc, sc, and diamond structures we consider, this
corresponds to densities of 1.92, 1.47, and 0.96 g/cm~,
respectively, which are indicated by vertical arrows in Fig.

where

f N(E}EdE

f N(E)dE

(3)

Here Ez is the Fermi level corresponding to one valence
electron per atom and the integral is over the occupied

4. The susceptibilities calculated at these densities are
shown joined by a dotted line. There is no evidence for an
increase in the susceptibility. On the contrary, X de-
creases monotonically to a near-zero value for the dia-
mond structure at all densities. The reason for this is ap-
parent in Fig. 3(c},where the Fermi level is seen to lie in a
region of very low state density between the bonding and
antibonding bands of the two atoms per unit cell in the di-
amond structure and is an artifact of the model. This has
been pointed out independently by Warren and
Mattheiss, ' whose results are essentially the same as ours.
They considered an additional structure with fourfold
coordination which does not have a pseudogap at the Fer-
mi level. This structure, however, also failed to reproduce
the observed enhancement of the susceptibility.

Both Xb and X exhibit a substantial enhancement
with decreasing density. For a particular structure the
mechanism is straightforward. N(EF) in Eq. (2) is in-
versely proportional to the bandwidth W' which decreases
as the interatomic separation d NN increases. Even though
a substantial uncertainty enters because of the sensitivity
of N(EF} to the nearby van Hove singularity in the bcc
structure mentioned previously, we might ask whether the
decrease in the bandwidth is sufficient to explain the ob-
served ratio X(p=0.8)/X(p=1. 83)=2.13. Here p is in
units of g/cm . By comparison, Xb ( p=0. 8)/
Xb (p=1.83)=1.6 is considerably too small.

We can examine the effect of the decreasing bandwidth
in the following way. For a rectangular DOS the band-
width W is simply related to the second moment of the
DOS, (bE ), by 8' =l2(&& ). We use this to define
an effective bandwidth for the real N(E) by calculating
the second moment,

4 f N(E)(E E)dE—
(bE') =

f N(E)dE
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FIG. 5. Effective bandwidths 8' calculated from the second
moment of the DOS as described in the text as a function of
density. The vertical arrows indicate the densities for which
d&~ ——10.03 a.u. for the given structure.

band states. The bandwidths determined from the mo-
ments calculated with the actual N(E) for the three struc-
tures are shown in Fig. 5. There are significant differ-
ences in the volume dependence of 8' for the different
structures. At higher densities the smaller nearest-
neighbor spacing in the lower coordination structure dom-
inates and the diamond structure has thc larger band-
width. Even at densitics as low as those shown in Fig. 5

we find that the higher coordination (larger 1NN for a
given density) structure has the larger bandwidth. This
indicates that the extreme tight-binding limit, where the
hopping integral depends exponentially on 1NN and next-
nearest-neighbor hopping is negligible, has not yet been
reached. For a structural sequence with decreasing coor-
dination on reducing the density it also implies an in-
crease in N(EF) over and above what would be expected
for a single structure. For a structureless DOS with
N(Ep)= I/~, Xa;,(p=0.8)/Xb (p=1.83) =2.94 where
W has been taken from Fig. 5. However, close to p
N(EF) is dominated by structure in the DOS even in the
liquid phase. We should take the experimental value for
X(p=1.83)-(0.5—0.6)X10 cm g

' which reduces the
density enhancement to -1.3.

The structural model for Cs is based on the assumption
that it behaves like Rb when expanded. %e can use the
results of our T=O K calculations to see whether there
are any significant differences in the electronic contribu-
tion to the total energies of Rb and Cs. The results of
these calculations are shown in Fig. 6, where in both cases
the density has been normalized to the normal metal den-
sity pM. There are no apparent differences. No signifi-
cance should be attached to the fact that there is no densi-

ty ~here the sc structure has the lowest energy since it is
the Gibbs free energy which determines which structure is
favored.

Finally, we consider the mechanism responsible for the
initial decrease in g. %arren and Mattheiss' proposed
that it was due to a narrowing of the 1band caused by the
reduction in coordination number. It can be seen from
Fig. 4 that, even for a fixed coordination and changing in-
teratomic spacing d&N, there is a decrease in Xb and X„

QJ
0380- c
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-0400-

-0410-

-0420-

02 04 06 08 10

P/Py

FIG. 6. Total energy (to within a constant) as a function of
density for bcc, sc, and diamond structured Rb and Cs.

which matches the experimental decrease quite well. A
simple model of a fixed I and increasing N(Ep), however,
predicts a monotonic increase in X. It was suggested by
Freyland that a decrease in I with density might explain
the initial decrease in X. While I, as seen in Fig. 2, does
indeed decrease with density, the effect is too small to ac-
count for the observed decrease. Instead, the decrease is
caused by N(E~), which, as shown in Fig. 7, initially de-
creases when the volume is reduced.

There are two effects which we must consider. We
start with a pure 1 band centered at e~ and a pure s band
centered at e, which overlap slightly. This is illustrated
schematically in Fig. 8(a). When the interaction between
them is switched on the two bands repel. This effect is
strongest at the top of the s band and bottom of the 1
band leading to a narrowing of the two subbands. Be-
cause of the degeneracies of the two bands the effect is
most apparent in the s band. On increasing the separation
between the atoms two things happen. The d and the s
bands narrow and the interaction between them dimin-
ishes. The first effect causes N(EF) to increase, the
second to decrease. Because the s-s interaction is longer
range than the s-1 interaction, N(E~) initially decreases
and then increases montonically as the s-band narrowing
eventually dominates. %'c can test to see if this is correct
by performing a calculation where the Cs 1 states are om-
itted. This calculation is not self-consistent but is carried
out with the potential from a fully self-consistent calcula-
tion where the d states were included. The resulting DOS
for the bcc structure, N,~(EF), is shown in Fig. 7 as a
dashed line. At high densities it is more than a factor of 2
smaller than N(EF) with 1's includai, confirming that
the 1 bands compress the s band. N,z(Ez) increases
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structures. The dashed line is N~(E~), the density of states cal-
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d-like electrons in the occupied part of the band for the bcc
structure.

mon«onically with volume in agreement with the picture
presented above. N+(Et; ) must asymptotically be equal to
N(Et ), but this only occurs at very low densities where
there is no d-band mixing into the s band. This has not
yet occurred, as can be seen by looking at ne, the number
of d-like electrons in the s band also shown in Fig. 7. Ad-
ditional support for this interpretation is given by the ab-
sence of a minimum in the mass susceptibility of Na
which has no nearby d bands.

FIG. 8. Schematic DOS to illustrate the initial decrease in

N(E~) for the bcc and sc structures. s and d DOS centered at
e,, and aq, respectively, ~here there is (a) no s-d interaction and
(b) with s-d interaction switched on.

S. Ferromagnetism versus antiferromagnetism

From an analysis of the nuclear spin-lattice relaxation
time due to the hyperfine interaction with the conduction
electrons, El-Hanany et al. s concluded that at low densi-
ties there were changes in the wave-vector dependence of
the low-frequency susceptibility X(q,co) consistent with
the onset of a spin-density wave. Bottyan et al. found
similar behavior for Na. The onset of magnetism is inti-
mately connected with the M-I transition. In the low-

N(m)= (5)
E[(n+m)/2] —E[(n —m)/2]

'

where n is the number of conduction electrons.
Es ——E(n/2) and N(0) ~N(EF). For bcc or sc Cs with
one atom per unit cell, n= 1; for the diamond structure
there are two atoms per unit cell and n =2. N(n )= 1/W
so that the system becomes fully spin polarized when the
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FIG. 9. Response of a bcc lattice of hydrogen atoms to a con-
stant (+F}and staggered (g~) external magnetic field as a func-
tion of volume. The vertical dashed hnes indicate the F and AF
onsets.

density limit a lattice of one-electron atoms forms an AF
insulator, while at high densities it is a paramagnetic met-
al. The situation in between is not clear. Recent local-
density calculations' ' ' for a bcc hydrogen lattice find
the sequence nonmagnetic metal~AF metal~AF insula-
tor as the density is decreased. This is in agreement with
Cyrot's solution of Hubbards model for correlation in
which emphasis is placed on the Coulomb repulsion be-
tween electrons on the same site.

In Fig. 9 the results of calculations of the static sucepti-
bility X(q) for bcc hydrogen'5 are shown for q=(0,0,0)
(uniform susceptibility, XF) and the zone-boundary wave
vector q=(2n/a)(1, 0,0) (X~F). AF ordering occurs at
R, =2.46 and F ordering at 8, =2.86. For all but the
highest densities (Il, & 1.7) X~F is larger than X„. The AF
state has lower energy than the F state for all densities.

In this section we describe the results of similar calcula-
tions for Cs. However, rather than calculate the suscepti-
bility which can be very time consuming, we simply deter-
mine the density at which magnetic ordering occurs. The
uniform susceptibility is given by Eq. (2) and shown in
Fig. 4. We note that the criterion set by Eq. (2) for the
onset of ferromagnetism, N(Ez)I=1, underestimates the
density at which ordering occurs since it assumes a con-
tinuous onset. It frequently happens that the transition is
first order and is determined by structure in the density of
states. '5 A more general condition24'2' for the onset of
ferromagnetic ordering is that N(rn)I=1 where N(m) is
the nonmagnetic DOS averaged over the exchange split-
ting. In terms of E(n), the inverse of the number of
states function

n(E)= J N(E')dE', (4)
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FIG. 11. Magnetic moment per Cs atom as a function of

density for the bcc, sc, and diamond structures ~ith F {solid
line) and AF {dashed line) ordering. The densities at which the
metal-insulator transition occurs, p~l, is indicated by vertical ar-
rows.

FIG. 10. Densities of states N(E) and their corresponding
F(rn) functions calculated according to Eq. (5) for (a) bcc, (b)

sc, and (c) diamond structures. N(E) vms calculated at a densi-

ty close to the ferromagnetic onset for each particular structure.

bandwidth is less than or equal to the exchange splitting.
The total densities of states for the bcc, sc, and dia-

mond structures at densities close to those at which fer-
romagnetic ordering occurs are shown in Fig. 10 together
with the corresponding N(m) functions calculated ac-
cording to Eq. (5). There is a discontinuous transition for
both the bcc and diamond structures. In the former case
the magnetic moment at the onset, m„ is 0.les, in the
latter it is 0.67@,s, The reason for the very large value of
m, for the diamond structure lies in the double-peak
structure in the paramagnetic DOS where the Fermi level
lies in a region of near-zero state density between the
bonding and antibonding bands. For the sc structure the
onset of ferromagnetism is continuous.

The evolution of the magnetic moments is shown in
Fig. 11 for both F and AF ordering. For F ordering it is
mainly determined by N(m). For AF ordering the mo-
ment changes continuously with density. We refer to Ref.
15 for a detailed discussion of the mechanisms driving the
transitions.

In contrast to Rose, ' who found that the magnetic and
M Itransitions occurred at th-e same density, we find that
the M-I transition occurs at a lower density. %e believe
the difference is due to computational simplifications
made in Ref. 14.

For all three structures antiferromagnetism occurs be-
fore ferromagnetic ordering. The sequence for F ordering

is bcc, sc, diamond as determined principally by N(Ez).
In our calculations for hydrogen' we found no evidence
for Fermi-surface nesting, and, in general, AF ordering
for itinerant antiferromagnets is not driven by Fermi-
surface effects. For the onset of AF order we find the se-

quence NaC1, CsCI, ZnS. As the density decreases there
are two contributions to the change in magnetic moment
namely (i) loss of free Fermi surface and (ii) change in hy-
bridization. At some density a transition occurs from an
AF metal (AFM) to AF insulator (AFI). In the API
phase only mechanism (ii) contributes to the change in
moment, which increases only asymptotically to the atom-
ic limit, in contrast to the F case where the system be-
comes fully spin polarized at the M-I transitions. In Fig.
11 the density at which a M-I transition occurs is indicat-
ed by a vertical arrow. For a given structure the transi-
tion from AFM~AFI occurs before the PM~PI transi-
tion and at densities clustered about the critical density.
However, the gaps formed are smeared out by thermal ex-
citations so that the M-I transitions in this model would
occur at lower densities. In the LSD approximation the
asymptotic value for the gap is ssi, —e5i, where e"" is the
atomic eigenvalue from a spin-polarized calculation. For
Cs it is 54 mRy. This is smaller than the correct SDF gap
which is underestimated in the local approximation. For
comparison T, for cesium is 1740 C.

For all three structures, bcc, sc, and diamond, the AF
ordered phase has the lowest energy as has been found for
bcc hydrogen. ' ' However, the difference in energy be-
tween the AF and F phases is approximately 1 mRy/atom
compared to —12 mRy/atom found for hydrogen. The
difference in energy between the nonmagnetic and mag-
netic phases is much larger, and in the atomic limit the
energy of the spin-polarized atom is 11 mRy lower.
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We do not expect any significant differences in the

volume dependence of XzF for hydrogen and cesium. The
AF ordering we have considered is the simplest possible
for the bcc, sc, and diamond structures involving a dou-

bling of the unit cell and no loss of point-group symme-

try. It is of course possible to consider different magnetic
order corresponding to larger super cells with lower
point-group symmetry. The density at which we have
found AF ordering to occur is, in general, a lower limit
for the density at which an AF instability with some other

q vector occurs. The same must be true also for the sus-

ceptibility so that we expect an enhancement of XzF /XF
with decreasing density of the form found by El-Hanany
et al. and Bottyan et al.

1,0
X

O5 — x bcc
sc
D(o.

0
0~O~ ~~o

"~x x

DIQ. bcc

The Fermi electron probability density at the nucleus,
(

~
f(0)

~
2)E~, normalized to the atomic 6s charge density

at the nucleus
~
P(0)

~ 6, and denoted g, was calculated ac-
cording to Eq. (1) and is shown in Fig. 12. Also shown is
the experimental value of g from Ref. 18. It has a rough-
ly constant value of 0.51 from p down to p-1.4 g/cm
~here it starts to decrease. At the lowest measured densi-

ty, p-1.0 g/cm, it has a value of about 0.32. This
behavior is contrary to a simple intuitive model by which
we might expect g to increase towards the asymptotic
atomic limit of 1 with decreasing density.

The calculated values of f for the sequence bcc-sc-
diamond structures with constant dNN ——10.03 a.u. are
joined by a dotted line in Fig. 12. It increases monotoni-
cally from a value of 0.68 (bcc) at p = 1.92 g/cm in agree-
ment with the theoretical finding of Ref. 18. The high-
density value is about 35% larger than the experimental
value which is largely due to the uncertainty in the
paramagnetic susceptibility. If we use the de Haas —van
Alphen value of the susceptibility at high densities then
the corresponding experimental value of g increases to
0.64. We note that the absolute values of the theoretical
(

~
P(0)

~
)E and

~
g(0) ~,«~ contain a substantial error

of uncertain origin. '

The volume dependence of g for each of the three struc-
tures studied is also shown in Fig. 12. Towards lower
densities gb,„(~,and gz, individually increase. At higher
densities gb„ initially decreases but then flattens out and
increases towards the atomic limit. The separate com-
ponents of (

~
P(0)

~
)E in Eq. (1), N, (EF)/'N(E~) and

$,(EF,O), are shown in Fig. 13. N, (EF)/N(Ez) increases
monotonically towards the atomic limit of 1. P (EF,O)

decreases with decreasing density and has almost reached
its asymptotic value at a value of p of 1.0 g/cmi where
N, (EF)/N(EF) has started to increase rapidly. This then
gives rise to the nonmonotonic behavior of gt

The shaded area represents the energy dependence of
P (E,O) between the bottom, Es=EF 8'/2, and top, —
ET ——EF+ 8'/2 of the cesium s band and is roughly con-
stant over the density range shown. P (E,O) increases
from the bottom to the top of the band. The reason is
simple and is illustrated in the inset to Fig. 13. At the
bottom of the band the bonding wave function has a max-
imum between the atoms. Because P (E,r) is normalized

2.0i50.5 1.0

p Igl(:m3j
FIG. 12. Density dependence of g calculated for the bcc, sc,

and diamond structures. The dashed line is the experimental g
from Ref. 18. The dotted line corresponds to the sequence bcc-
sc-diamond with dNN

——10.03 a.u.
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PIG. 13. Energy and density dependence of Pi(E, O}. Ez and

ET are the bottom and top, respectively, of the cesium s band.
Also shown is the ratio of the s component to the total density
of states at E~. (a) bcc; (b) sc and diamond structures.

2.0

to 1 inside the Wigner-Seitz atomic sphere its value at the
nucleus is reduced.

Similarly the antibonding wave function which has zero
amplitude between atoms is renormalized so that Pi(ET, O)

is large. This suggests a possibility to explain the decrease
in g with decreasing density. The occurrence of dimeriza-
tion with the formation of a bond between neighboring
pairs of Cs atoms could lead to a reduced P (EF,O).
There is evidence for the existence of Cs2 molecules in the
dense vapor phase which has been discussed by Freyland.

To investigate the effect of pairing we consider dimer-

i5.0—
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FIG. 14. f for the dimerized bcc and diamond structures
described in the text as a function of the dimer sparing d =—dNN.

pb„=0.81 g/cm' and pd;, ——0.82 g/cm'.

ized bcc and diamond structures. At a density of 0.8
g/cm, dNN =13.4 a.u. and dNN =10.6 a.u. For com-
parison, dNN for crystalline Cs at normal pressure is 9.9
a.u, for the liquid metal it is 10.0 a.u. , md for the ixs+

ground state of the Csz molecule it is 8.5 a.u.
The dimerized bcc structure we consider has a simple

cubic Bravais lattice with atoms at (0,0,0) and

(a /2)(q, q, q ). The dimerized diamond structure has a fcc
Bravais lattice with a basis (0,0,0) and (a/4)(q, q, q ). For
q = 1 we recover the bcc and diamond structures.

The results of these calculations of g as a function of
dNN are shown in Fig. 14. The densities for the bcc and
diamond structures shown were 0.81 and 0.82 g/cm',
respectively. For the diamond structure g is not altered

by the dimerization. For the bcc structure g indeed de-

creases as the atoms pair, but the decrease is much too
small to account for experiment. In addition, it is driven

by a decrease in N(Ey) [rg(E+,0) increases slightly]
which would imply an even smaller enhancement of the
static susceptibility for the paired structure. We conclude
that the reduction of g with decreasing density is not
driven by a simple pairing of Cs atoms.

predicts the onset of a spin-density wave at a density
above the critical density p, and a corresponding enhance-
ment of X(q) for some finite wave vector at higher densi-
ties. This is in agreement with experiment. However, the
calculations for bcc, sc, and diamond structures fail to
reproduce the observed strong enhancement of the uni-
form static susceptibility and the decrease in (

~
g(0)

~ )a
at low densities. While alternative structures with coordi-
nation number z-4 may exist which have a large N(Ey ),
such DOS features are unlikely to survive at the high tem-
peratures required to attain the density of p-0. 8 g/cms.
The decrease in bandwidth alone was insufficient to yield
the observed enhancement.

For low-density hydrogen we have found' that the on-
set of antiferromagnetism does not appreciably alter the
uniform static susceptibility. For cesium the AF onset
occurs at densities between 0.64 and 0.46 g/cms (depend-
ing on the structure) and does not affcet the uniform sus-
ceptibility or (

~
1((0)

~
)E at higher densities.

We examined the effo:t of dimerization on
(

~
g(0)

~ )E, but found that it did not lead to a signifi-

cant reduction in g. Since the ground state of the Cs2
molecule is a singlet, objections might be made that the
appropriate dimerized structure should be AF. However,
exploratory calculations 2 at p=0. 8 g/cm' indicate that
the dimerized structure does not become AF at this densi-
ty.

The reason for the failure of the model to describe the
low-density electronic properties is not clear. Inclusion of
temperature in a simplistic fashionz would only further
reduce the calculated enhancement. An alternative
structural model for expanded liquid cesium proposed by
Franz's stresses the effect of disorder while maintaining
the feature of a fixed nearest-neighbor separation dNN. It
is, however, difficult to evaluate this model quantitatively
bscause of the many approximations made in implement-
ing it. %hile it is, in principle, possible to examine this
model within the local-density approximation, this is not
at present feasible.
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