PHYSICAL REVIEW B

VOLUME 33, NUMBER 5

Crossover from contact propagation to chemical propagation in first-passage percolation

Alan R. Kerstein and Boyd F. Edwards
Sandia National Laboratories, Livermore, California 94550
(Received 9 September 1985)

On lattices whose bonds are assigned time delays from a bimodal distribution with modes at b and
a >>b whose relative weights are p and 1— p, the dependence of the first-passage velocity v on p is
investigated by means of scaling arguments and computations. As p increases, v exhibits a sharp
rise near the percolation threshold due to a crossover from the contact-propagation regime, in which
slow-bond crossings are rate limiting, to the chemical-propagation regime, in which the tortuosity of
the shortest path through the fast-bond network is rate limiting. Previous analyses of criticality in
the limit a/b— o are extended by obtaining corrections to scaling for finite a /b. The qualitative
picture is confirmed by small-cell real-space renormalization-group (RSRG) computations, and pro-
posed scaling laws for critical exponents are tested by means of large-cell Monte Carlo RSRG com-
putations and by a computational method analogous to the transfer matrix for conductivity. The
development is analogous to the well-known theory of the conductivity of a disordered medium, and
in fact corresponds to a particular limit of the nonlinear conductivity problem. This correspon-
dence, in conjunction with the proposed scaling laws and a duality argument, is exploited in order to
evaluate critical exponents governing two-dimensional superfluid flow. Scaling arguments
developed here are shown to be applicable also to stirred percolation, leading to a new scaling law
for the conductivity of stirred-percolation systems.
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I. INTRODUCTION
The “chemical distance”! between two points or regions
A4 and B, defined as the length of the shortest connecting
path entirely contained within the allowed region of a
disordered medium, has recently been recognized as an
important descriptor of the physical as well as the geome-
trical properties of the medium.>* In particular, a scaling
law relating the fractal dimension of the shortest path
across a percolation cluster to the critical behavior of the
first-passage velocity v through a percolating network has
been derived.>* The vanishing of v at the percolation
threshold p, of the medium is analogous to the vanishing
of the conductivity,’ if we take the allowed region to be
the conducting region.

We have noted® that this analogy can be extended by
considering the first-passage analogue of the random su-
perconducting network.>’ In the domain p <p, of the
conductivity problem, the superconducting region consists
of isolated clusters, with the overall conductivity governed
by the time for charge carriers to cross short normal-
conducting paths spanning the gaps between large super-
conducting clusters. In the first-passage analogue, formu-
lated on a square bond lattice for concreteness, bonds have
zero time delay with probability p and finite time delay
otherwise, representing a regime in which the crossing of
“slow” bonds spanning the gaps between “fast” clusters is
rate limiting with respect to the first-passage velocity. We
call this the contact-propagation®®?° regime, to distinguish
it from the “chemical-propagation” regime above p.. In
the contact-propagation regime, there is no simple rela-
tionship between chemical distance and first-passage velo-
city. Nevertheless, a scaling law relating the critical
behavior of the first-passage velocity to a geometrical ex-
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ponent has been proposed.® This and the scaling law for
the chemical-propagation regime provide a framework for
predicting and interpreting the critical exponents on either
side of p =p,, although unsolved problems remain, as we
shall indicate.

Here, we combine and extend previous results concern-
ing the criticality of v above and below p. in order to ob-
tain a unified picture of the p dependence of v. After re-
viewing and extending previous results concerning criti-
cality on either side of p., we examine the crossover from
contact propagation to chemical propagation under the
assumption that the slow and fast bonds are assigned fi-
nite time delays a and b <<a, respectively. Chemical
propagation corresponds to the limit a— « with b fixed.
As noted previously,® the contact-propagation regime is
associated with a shift to the slow time scale, i.e., the limit
b—0 with a fixed. The crossover between regimes is ob-
tained by taking a /b to be large but finite so that, as p, is
approached from either side, a transition regime is en-
countered in which v depends on the ratio a /b. Scaling
predictions for the transition regime are obtained by argu-
ments analogous to those for the conductivity problem.’
We next consider the distribution dependence of the criti-
cal exponent for chemical propagation, applying a heuris-
tic variational method'® to a particular class of distribu-
tions governing the fast-bond time delays. We conclude
the scaling analysis by exploiting the equivalence of first-
passage percolation to a nonlinear conductivity problem,
in conjunction with the proposed scaling laws and a duali-
ty argument, in order to evaluate critical exponents
governing two-dimensional superfluid flow.

To confirm the qualitative picture, v(p) is computed
for all O<p<l by means of the real-space
renormalization-group (RSRG), wusing a small-cell
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method. Away from p,, we compute v(p) from the
small-cell recursion relations using a renormalization-
group method.'""1? Below p., v(p) is computed for finite
a /b as well as for a /b = .

Details of the large-cell Monte Carlo RSRG method
which we previously used® to compute the critical ex-
ponent for the contact-propagation regime are provided,
and new results for the chemical-propagation regime are
presented. A computational method analogous to the
transfer matrix!® for conductivity is used to verify the
predicted finite-(a /b) scaling in the transition regime.
Our previously reported estimates'* of the chemical-
distance exponent obtained from the latter computation
are discussed. Finally, the relationship of the first-
passage problem analyzed here to the scaling regimes of
stirred percolation®® ! is exploited to obtain scaling laws
governing propagation and transport in stirred-percolation
systems.

II. SCALING PREDICTIONS FOR THE
FIRST-PASSAGE VELOCITY

A. Propagation exponents

The first-passage velocity v is defined as the large-R
limit of the ratio R /7,5, where 7,5 is the first-passage
time from A4 to B, and R is the Euclidean distance from
A to B.»%'® y as thus defined is directly applicable to the
modeling of signal transmission processes in biological
and other applications in which the first arrival per se is
the feature of interest.> As implied by the terminology
chemical distance and chemical propagation, v has also
been interpreted as a measure of the rate of chemical con-
version associated with the propagation of a chemical re-
action front through a disordered medium.

In the chemical-propagation regime p >p., with fast
bonds assigned time-delay unity and slow bonds assigned
infinite time delay, the first-passage velocity vanishes near
Ppe as v~(p —p,)?, where 6 obeys the scaling law**

O=vi¢—1), (2.1

in which v is the correlation-length exponent and the
chemical-distance exponent ¢ (in the notation of Ref. 6)
governs the R dependence of the first-passage time, i.e.,
745 ~R? for R less than the correlation length £. This re-
sult was derived by assuming that 7,5 is independent of
p —p. for R <<£ and that 745 is proportional to R for
R >>£. The derivation is thus analogous to the derivation
of the scaling law for diffusion on percolation clusters,'’
except that for the diffusion problem, 745 is proportional
to R? for large R, the constant of proportionality being
the inverse of the diffusion coefficient. As in the dif-
fusion problem (or in the conductivity problem, which is
equivalent based on the Einstein relation!®), the scaling
law relates a fractal index governing geometrical fine
structure to an exponent governing a large-scale process,
in this case propagation. In the chemical-propagation re-
gime, the propagation exponent 8 is the analogue of the
conductivity exponent® ¢.

We have noted® that the analogy may be extended to
the contact-propagation regime in which bonds have zero
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time delay with probability p <p. or finite time delay oth-
erwise. Analogous to the divergence of the conductivity
of the random superconducting network with critical ex-
ponent s, we obtained the scaling form v ~(p, —p)~¥ for
contact propagation, where the propagation exponent
obeys the scaling law

b=v@/k +1). 2.2)

é is the fractal dimension of finite-delay (slow) bonds
common to the perimeters of two large clusters of zero-
delay (fast) bonds, and the cumulative distribution F(x)
governin% the finite time delays is assumed to obey
F(x)~x" for small x. We further proposed that ¢ is re-
lated to the fractal dimension d, of the ‘“unscreened”
bonds’ on a percolation cluster according to

$=d,+dy—d ,

where dj, is the fractal dimension of the exterior perimeter
(“hull”) of a percolation cluster.!” The quantity dj —d
manifests the distinction between the propagation process,
to which cluster crossings within an internal hole of a fast
cluster do not contribute, and the diffusion process, to
which all cluster crossings contribute.

Equation (2.2) was derived by analogy to the deriva-
tion”!® of the diffusivity D of the “de Gennes termite,”
the charge carrier on the random superconducting net-
work. Namely, we started from

v ~§/TAB ’ (2.4)

(2.3)

where 7,5 is the mean time for first passage from the fast
cluster containing point A, to the fast cluster containing a
point B a Euclidean distance £ ~(p, —p)~" from 4. We
then employed a result from the sampling theory of order
statistics to obtain

1/n=F(r,3), 2.5)

where n >>1 is the number of slow bonds common to the
perimeters of the fast clusters 4 and B. Under the as-
sumption that F (x)~xk for small x, this _gave
745 ~n"'/%. Finally, the scaling assumption n ~£* gave
Eq. (2.2), with the proposed scaling, Eq. (2.3), for ¢.

An alternative to Eq. (2.3) has been proposed by Y.
Kantor?! based on an extension of Coniglio’s? theorem
for the number density of cutting bonds. We briefly out-
line Kantor’s derivation. Coniglio considered the scaling
of the average number L of cutting bonds between two
points i and j separated by a distance £ on an incipient in-
finite cluster (IIC). (A cutting bond is a bond whose re-
moval breaks the connection between i and j.) For
€=p.—p <<1, Coniglio showed that L =(p/S)dS/dp,
where the mean cluster size S is of order €7, and thus
L ~€e~!. He obtained this by determining the reduction
of the probability p;; that / and j are connected due to a
reduction of p by dp, attributing the reduction of p; to
the removal of cutting bonds. Now we consider points i
and j, separated by a distance &, on distinct IIC’s. For
such points, the increase of p;; due to an increase of p by
dp is attributable to the addition of crossing bonds, i.e.,
bonds common to the perimeters of the two IIC’s. The
derivation of the scaling of the number n of such bonds
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parallels Coniglio’s derivation of the scaling of L, giving
n~e~ '~ Since ¢ is_defined in the derivation of Eq.

(2.2) by the relation n ~£?, this gives

¢=1/v, (2.6)
so that Eq. (2.2) becomes

Y=v+1/k . 2.7

For d =2, Eq. (2.6) gives ¢ =0.75, in comparison to the
value 0.73+0.01 given by Eq. (2.3). [The uncertainty of
the latter value is due to the uncertainty of quantities ap-
pearing in Eq. (2.3).] Both results are consistent with
Monte Carlo RSRG computational estimates discussed in
Sec. IVB. These results indicate that the quantity d,,
which obeys the scaling law’ d,=d —2+s/v, corre-
sponds to a set of bonds which is larger than the set of
crossing bonds. In fact, it is unclear whether this ex-
ponent can be associated with an identifiable set of bonds
governing the scaling regime of the random superconduct-
ing network.” For the propagation problem, the relevant
bonds are the crossing bonds, governed by Eq. (2.6).
Furthermore, the agreement of Eq. (2.6) with the compu-
tational estimates indicates that the distinction between
fast-cluster crossings at internal holes and at the external
perimeter is irrelevant to lowest order in the scaling re-
gime of the propagation problem. Were this not the case,
a term such as d, —d would be needed in Eq. (2.6) to
achieve agreement with the computational estimates.

Equations (2.6) and (2.7) are remarkable in that the
contact-propagation exponent is expressed in terms of the
correlation-length exponent v and a parameter governing
the time-delay distribution. Thus, no new exponents need
be introduced in order to characterize this scaling regime.
In contrast, no comparable expression for the chemical-
distance exponent ¢ appearing in the scaling law for 0 has
yet been established, as discussed in Sec. VC. Likewise,
comparable expressions for the conductivity exponents s
and ¢ have not yet been established, although proposals
have been offered.’

We now consider the scaling of v near p, for distribu-
tions F(x) that do not vanish as a power of x for small x.
In this case, the inversion of Eq. (2.5) to obtain the large-n
behavior of 7,5 does not yield a power-law dependence.
Therefore, v is no longer a power of £&. We now have

v~E/F~YE9), (2.8)

where F~! denotes a functional inverse of the cumulative
distribution. For instance, if F(x)~(—x /Inx)* for small
x, then in the large-n limit, Eq. (2.5) can be inverted to
obtain 7,5~n""*Inn, which gives v~g9/K+!/Ing.
Thus, a logarithmic factor in the denominator of F(x) in-
troduces a logarithmic factor in the denominator of the
scaling law for v. If F(x)~exp(—1/x), which vanishes
faster than any power of x for small x, then we obtain
v~¢€Ing, which diverges more slowly than any finite-k
case governed by Eq. (2.7), but not as slowly as the case
k— o0, which corresponds to F(x) vanishing in some
neighborhood of x =0. (In the latter limit, we obtain
=v. This result applies, for instance, to the case in
which all slow-bond time delays are identical.) Thus,

various scaling forms for v may be obtained in the
contact-propagation regime, determined from the small-x
behavior of F(x) by implementing the functional inver-
sion in Eq. (2.8).

B. Crossover and corrections to scaling

We consider the implications of these results with re-
gard to the dependence of v on p if we assume that the
mean delay for slow bonds is equal to a, while the fast-
bond time delays all have a small finite value b <<a. (The
case b =0 was considered in Sec. Il A.) This formulation
is analogous to the generalization of the conductivity
problem in which a large but finite value is assigned to the
ratio of the mean conductivities of “metallic”” and “dielec-
tric” bonds.»?

Specializing to a square lattice with lattice spacing uni-
ty, and assuming that bonds are independently assigned to
be fast or slow with probabilities p and 1— p respectively,
v is necessarily an increasing function of p, with
v(1)=1/b. As p approaches p. from below, we antici-
pate a sharp rise in v near p., corresponding to the diver-
gence associated with the contact-propagation regime.
Above p., we expect the sharp rise to continue for a short
p interval, corresponding to the criticality associated with
the chemical-propagation regime. The degree to which
these features are evident for a given finite value of a /b
will now be addressed. The analysis is restricted to slow-
bond time-delay distributions F(x) which vanish as a
power of x for small x, so that the contact-propagation
scaling law, Eq. (2.2), is applicable. The method of
analysis is likewise applicable to the more general situa-
tion in which Eq. (2.8) is employed to obtain the scaling
of v in the contact-propagation regime, but the analysis
must then be implemented on a case-by-case basis.

Three features associated with crossover are analyzed.
First, we estimate the values p_ <p. and p, >p. for
crossover to the transition regime from the contact-
propagation and chemical-propagation regimes, respec-
tively. Second, we estimate the dependence of v(p.) on
the ratio a /b. Finally, we derive corrections to scaling as-
sociated with crossover to the transition regime.

Previously,'* we analyzed the transition regime by anal-
ogy to Straley’s?* homogeneous-function representation of
the conductivity problem. Alternatively, Straley’s finite-
size scaling analysis® of the conductivity crossover can be
carried over to the propagation problem. We proceed here
in a somewhat different fashion in order to indicate the
variety of different approaches by which the transition re-
gime can be analyzed.

For finite a /b, the first-passage time 745 from point 4
to point B may be expressed as the sum 7,5 =77+7, of
contributions due to the crossing of fast and slow bonds,
respectively. In the contact-propagation regime, the Eu-
clidean distance £ is typically traversed by crossing the
order-£* fast bonds comprising the shortest path across a
fast cluster, and then crossing one slow bond, so that
1'f~b§"s and 7, ~a£~*/k. (The latter result follows from
the scaling arguments of Sec. IIA.) Crossover occurs
when § is large enough so that slow-bond crossings are no
longer rate limiting, i.e., 7 ~7,. p_ is determined from
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the value of £ ~(p, —p_)~" for which the latter condition
is satisfied. Using Egs. (2.1) and (2.2) to express the result
in terms of the propagation exponents, we obtain

Pe—p_ ~(b/a)/'0+¥ (2.9)

In the chemical-propagation regime, crossover occurs
when £ is large enough so that it is “occasionally” advan-
tageous to bypass a tortuous path through the percolating
network of fast bonds by crossing a slow bond. If there
are j slow-bond crossings per traversal of a Euclidean dis-
tance & between points 4 and B, then the Euclidean dis-
tance between successive slow-bond crossings is of order
£/j, assuming that the minimum-time path is homogene-
ous (i.e., nonfractal) over distances greater than £/j. Tak-
ing &£/j to be the effective correlation length, the time to
traverse the fast-bond network between successive slow-
bond crossings is 77(j)~b(§/ j)® and the time to traverse
each slow bond is 7,(j)~a (£/j)~#/*. (These expressions
are obtained by replacing £ with £/j in the previous scal-
ings for 7, and 7,.) The Euclidean distance £ between
points 4 and B is therefore traversed in a total time

Tap ~ i)+ 75~ b (/)P +ja (§/)~#/% .

j is as yet undetermined. Since we are seeking the
minimum-time path, we minimize this expression for 75
with respect to j. Again using Egs. (2.1) and (2.2), we ob-
tain

(2.10)

j~Eb/a)y’e+Y 2.11)
which gives
745 ~a€(b/a)¥/0+¥ 2.12)

Crossover occurs when § is large enough so that j is of or-
der unity. Setting j=1 in Eq. (2.11) and proceeding as
before, we obtain

Py _pc~(b/a)l/(9+lll) .

Equations (2.9) and (2.13) indicate that
<(b/a)!/6+¥ is the transition regime.

Equation (2.12) is valid wherever j > 1, i.e., in the tran-
sition regime. Therefore, in the transition regime, and in
particular at p,., we obtain

V(pe) ~E/T a5 ~(1/b)(b /a)?/6+¥)

Finally, we consider corrections to scaling as the transi-
tion regime is approached. In the contact-propagation re-
gime, we derive the lowest-order correction with respect
to the small quantity 7,/7,. Using our expressions for
these quantities and expressing the final result in terms of
the propagation exponents, we obtain

v~(E/1 )N —1f/75)
~(1/a)(p,—p)~¥[1—(b/a)p.—p) % ¥] .

In the chemical-propagation regime, no analogous correc-
tion is obtainable in the framework of scaling theory, be-
cause slow bonds are not crossed except in localities where
the tortuosity of the percolating fast-bond network is
greater than the scaling value.

The results for crossover and corrections to scaling,

(2.13)
|p—pe|

(2.14)

(2.15)
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Eqgs. (2.9), (2.13), (2.14), and (2.15), have been expressed in
terms of the propagation exponents in order to highlight
the correspondence between these results and finite-(a /b)
effects in the conductivity problem. Substituting the con-
ductivity exponents s and ¢ for ¥ and 6, respectively, and
substituting 1/a and 1/b for a and b, respectively, (since
a and b represent bond conductances rather than bond
resistances in the conductivity literature), we find that
Eqgs. (2.9) and (2.13) are equivalent to Straley’s® Eq. (3.4),
Eq. (2.14) is equivalent to his Eq. (3.5), and Eq. (2.15) is
equivalent to the second line of his** Eq. (6) (except for a
sign error in the latter). However, the absence of a
chemical-propagation correction to scaling analogous to
the conductivity result [the first line of Straley’s®® Eq. (6)]
indicates that the propagation and conductivity problems
are formally equivalent in some but not all respects. The
relationship between the two problems is discussed further
in Sec. IID.

C. Distribution dependence of the chemical-propagation
exponent

Although we have characterized the scaling of v in the
contact-propagation regime for an arbitrary distribution
F(x) of slow-bond time delays, scaling in the chemical-
propagation regime (@ = ) is as yet characterized only
in the case that all fast-bond time delays have the same
value, here denoted as b. In the chemical-propagation re-
gime, v for given p is either unchanged or reduced if the
fast-bond delays are independently distributed (with mean
value b) rather than identically equal to b. To show this,
we consider the (not necessarily unique) minimum-time
path from A4 to B for a given realization of the case of
fast-bond delays all equal. In this case, 7,45 =>bl, where /
is the number of bonds in the path. If the fast-bond de-
lays for this realization are instead independently distri-
buted (with mean value b), then in the large-/ limit, the
crossing time along that same path is again bl. However,
there now exists the possibility that some other path of
length !’ > has a mean fast-bond delay less than bl /', so
that 7,5 <bl along the path /’. For any distribution of
fast-bond delays, this will occur for some realizations.
Whether this will result in a decrease in the ensemble-
averaged first-passage velocity v depends on the frequency
and the magnitude of the reductions in 75.

Lacking an exact method to address this problem, we
adopt a heuristic approach based on a variational method
previously applied'® to the conductivity problem. Specifi-
cally, we assume that the fast-bond time-delay distribu-
tion is of the form

0, x<1

h)=1g_1)x—F x>1,

(2.16)

where 1 <8 <2. (The analysis which follows is valid only
for B in this range.) v is approximated by first separating
the fast bonds into two groups: fast bonds for which
x > xg, and those for which x < x,, where the value x, is
determined shortly by a variational procedure. For the
first group, the time delays are set equal to infinity, i.e.,
they are redesignated as slow bonds. For the second
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group, the time delays are all set equal to their mean value
conditioned on x < x, i.e., the time delay

[ xhixdx gy x3P—1
To= 3 =5_ 1-8 °*
[ hoax 27F 1-x0

is assigned to each bond in this group. The fraction of
bonds designated as fast is now

(2.17)

07 .

X,
Po=P fooh(x)dx =p(l—x, (2.18)

The effect of these modifications is to increase the
first-passage time 7,3, since the average fast-bond delay
along the true minimum-time path will be less than the
conditionally averaged time delay, Eq. (2.17). For the
modified time-delay distribution, Eq. (2.1) is applicable, so
the modified propagation velocity v, obeys the scaling

vo~75 (Ppo—pc)® (2.19)

for po > p., where v, is smaller than the true propagation
velocity v. To minimize the error introduced by the
modifications, we choose the value of x, which maxi-
mizes vy. Substituting Egs. (2.17) and (2.18) into Eq.
(2.19), we solve dvgy/dxy=0 for x,, which depends on p,
0, and B. To lowest order in (p —p.), Egs. (2.17) and
(2.19) then give

vo~(p —p. )0+(2—ﬂ)/(ﬂ—1) . (2.20)
To compare this result to the variational estimate of the
distribution-dependent conductivity exponent, the ap-
propriate changes of variables are 6—t and B—2—a,
which yields Eq. (4.5) of Kogut and Straley.!° For 8
within its allowed range 1 < 8 <2, Eq. (2.20) indicates that
the effect of the assumed distribution, Eq. (2.16), is to in-
crease the value of the chemical-propagation exponent.

Alternative methods?®?’ for estimating the B8 depen-
dence of the conductivity exponent ¢ for the assumed dis-
tribution, Eq. (2.16), each give different results, indicating
the likelihood that none of the methods is exact. There-
fore, the variational estimate derived here serves primarily
to demonstrate that the chemical-propagation exponent
may be distribution dependent. This leaves open the
broader question of the precise scaling form of v in the
chemical-propagation regime for an arbitrary distribution
of fast-bond time delays. In this regard, the characteriza-
tion of the chemical-propagation regime is less complete
at present than the characterization of the contact-
propagation regime, discussed in Sec. II B.

D. Equivalence to a conductivity problem

If the time delays in the first-passage problem are rein-
terpreted as bond resistances in an electrical network, then
the minimum-time path, whose traversal time is the first-
passage time 7 4p, is also the lowest-resistance path from
A to B. It has been noted?® that this path determines the
onset voltage for current flow in the small-a limit of the
nonlinear resistor network in which the current-voltage
(I-V) characteristic for a bond with finite resistance 7 is

V=rl®, (2.21)
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where we take I to be positive. Based on this observation,
we derive relationships between the propagation exponents
6 and ¢ and the small-a values of the a-dependent non-
linear conductivity exponents ¢(a) and s(a), respectively,
for which scaling laws have been obtained.?®

We first consider the chemical-propagation regime,
seeking a relationship between 6 and t(a). We assign
resistance r =1 to a fraction p >p, of bonds on a d-
dimensional network (chosen to be hypercubic for con-
creteness) of edge L, with the remaining bonds assigned
infinite resistance. In the small-a limit, the I-V charac-
teristic of each bond is that of a bipolar Zener diode,
which allows current to flow only above a threshold volt-
age Vo=r =1. A voltage U is applied across two oppo-
site faces A4 and B of the hypercube, and we seek to deter-
mine the threshold value U, for current flow. Current
will flow only if every bond along some path from A4 to B
has a voltage drop of at least unity. The smallest value of
U for which this condition is satisfied corresponds to a
voltage drop of unity across every bond along the (not
necessarily unique) shortest path from 4 to B. Given our
interpretation of time delays as bond resistances, the
threshold value U, of the total voltage drop is therefore
equal to the first-passage time 7 5.

We now exploit the feature of the I-¥ characteristic,
Eq. (2.21), which originally motivated the analysis of this
functional form. Namely, any network whose elements
have this I-V characteristic has the same I-V characteris-
tic, with r replaced by an effective resistance 7. which
depends on the resistances of the individual elements and
the network geometry. In particular, a network of bipolar
Zener diodes is again a bipolar Zener diode, where the
threshold voltage is given by Uy=r.y. For the hypercu-
bic network, we therefore have

Teff=T4B - (2.22)

For given a, the application of Eq. (2.21) to our net-
work gives rqg=U/I* Substituting this into the consti-
tutive relation,

Pei~(U/L)NI/LE~ 1)@ (2.23)

for the effective resistivity p.s of the hypercubic network
of nonlinear conductors,?® we obtain

—Da-1

Pesi~TeseL (2.24)

For length scales L equal to or greater than the correla-
tion length &, the network is homogeneous, so the first-
passage time is given by 7,5 =L /v, where v ~(p —p,)? is
the first-passage velocity near criticality in the chemical-
propagation regime. In conjunction with Egs. (2.22) and
(2.24), we obtain

OL(d-——l)a
’

Pett~(p —pc)~ (2.25)

which is valid only in the small-a limit which was as-
sumed in the derivation of Eq. (2.22). We compare this to
the previously derived?® result for the effective resistivity
on length scales up to &,

at(a)
b

Pet~(p —pc)~ (2.26)

where t(a) governs the divergence of the effective con-
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ductivity  geg~(p —p)''¥ for  p>p.. Taking
L =£~(p —p.)”"in Eq. (2.25) and comparing Eq. (2.26),
we obtain

at(a)=0+(d —1)av . (2.27)

Equation (2.27) has been derived only for the limit a—0,
for which we obtain at(a)—6. However, the O(a) term
has been retained on the right-hand side based on the ex-
pectation that the analysis is valid to this order for small
but finite a.

To justify this expectation, we compare Eq. (2.27) to a
proposed scaling law for ¢(a) which is motivated by the
Skal—Shklovskii—de Gennes (SSDG) model* 8~ for the
conducting network just above the percolation threshold.
In the SSDG model, the network is represented near criti-
cality as a collection of effectively one-dimensional resis-
tor chains, connected at nodes with average separation &.
Assuming that the effective resistance of a typical resistor
chain diverges as 7.g~(p —p.) %, where { depends on d
and a, the scaling law

atla)=§—v+(d —1)av (2.28)

has been derived.?

In the small-a limit, the bonds of a typical resistor
chain are bipolar Zener diodes so, as before, the effective
resistance r.p is determined by the shortest conducting
path between chain ends A4 and B. Therefore,
resr=74p ~E*~(p —p.)~ "%, where we have invoked the
SSDG assumption that 4 and B are separated by a Eu-
clidean distance £. This gives rq~(p —p.)~*® for the
typical resistor chain. Thus, we obtain the anticipated
correspondence {,=v¢, where the subscript indicates that
¢ is evaluated at a=0. In other words, (2.28) reduces to
Eq. (2.27) in the limit a—0, lending support to the validi-
ty of Eq. (2.27) for small but finite . Our derivation
shows that the small-a result can be obtained without in-
voking the geometrical assumptions of the SSDG model.

The derivation of the analogue of Eq. (2.27) for the
contact-propagation regime with r=1 for all finite-
resistance bonds is essentially the same, except that the
scaling forms are now &~ (p. —p)~" v~(p.—p)~¥, and
Peti~ (D —p)* '@, Therefore, the scaling law for s(a) is
obtained by making the substitutions 6— —1 and t— —s
in Eq. (2.27), giving

as(a)=¢Y—(d—1)av. (2.29)

Again, this has been derived only for the limit a—0, but
the O(a) term has been retained to suggest a possible
finite-a generalization.

No such generalization has been proposed, but a rela-
tionship between s(a) and z(a) has been obtained for
d =2 by a duality argument. The duality relationship?®

as(a)=t(1/a), (2.30)
in conjunction with Eq. (2.28), gives
as(a)=v+al[é(l/a)—v] (2.31)

for d =2, where the a dependence of ¢ is now indicated
explicitly.
Comparison of Eqgs. (2.29) and (2.31) in the limit a—0

gives ¥=v, a result which was shown at the end of Sec.
II A to be valid for arbitrary d for slow-bond delays all
identical. If we assume Egs. (2.28) and (2.30) to be correct
to O(a), then we can equate the O(a) terms for d =2.
We obtain £( w0 )=0, implying that the resistance of a typ-
ical resistor chain is independent of p near criticality for
a= . This result is correct because a= « corresponds
to a network of saturating resistors®® in which current
flows without dissipation (i.e., no voltage drop) up to a
critical current at which the flow is choked. (This model
also represents superfluid flow in a random network with
a limiting flow velocity.?!) In such a network, the resis-
tance of a typical resistor chain is determined by the larg-
est bond resistance in the chain, which is independent of
chain length and therefore independent of p in this in-
stance because we have assumed that all finite-resistance
bonds have the same resistance. Thus, Eq. (2.29) as well
as Eq. (2.27) is found to be consistent to order a with re-
sults previously derived using the SSDG model.

We consider the implications of these results for criti-
cality in superfluid flow. t(co) is the exponent governing
the vanishing of the saturation current, above which the
maximum allowed velocity for superfluid flow is exceeded
and therefore the flow is choked.?® From Egs. (2.29) and
(2.30) we obtain

t(1/a)=y—(d —Dav (2.32)

for a—0. In particular, (o )=1. Based on our earlier
result Y=v, we have thus evaluated the exponent govern-
ing the critical vanishing of superfluid flow in two-
dimensional random networks, for which only a rough es-
timate was previously available.’!

Thus far we have considered only the case in which the
finite-resistance bonds all have identical resistance. How-
ever, the derivation of Eq. (2.29) is valid not only in the
aforementioned special case (for which ¥ =v), but general-
ly for finite-resistance distributions for which the scaling
law for ¢, Eq. (2.7), is applicable, namely distributions
which obey F(x)~x* for small x. The duality principle,
according to which ¢ is obtained from s by taking
a—1/a and reinterpreting the resistance distribution as a
conductance distribution,?® similarly generalizes. There-
fore, we obtain

t(o)=v+1/k, (2.33)

a result which may be of practical consequence with re-
gard to criticality of superfluid flow, since the exponent
depends not only on the toplogy of the flow network, as
previously recognized,’! but also on the distribution of
flow resistances of individual elements in the network.

Alternatively, one may consider a two-dimensional flow
network in which a fraction p <p, of flow channels is
wide enough to accommodate currents up to the satura-
tion value with negligible flow velocity. The remaining
fraction 1— p of the flow channels provides the flow resis-
tance. Arguments analogous to the derivation of Eq.
(2.33) then lead to the identification of 0 as the critical ex-
ponent governing the divergence of the saturation current
as p approaches p.. The crossover analysis of Sec. II B is
likewise applicable.
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E. Finite-size scaling

We now consider the p dependence of the first-passage
velocity v from edge A to the opposite edge B of a lattice
in the limit R — w0, as before, but now the lattice is as-
sumed to have finite span L >>1 in all transverse direc-
tions. On such a lattice, the fast bonds do not percolate
from A to B for p<1. Slow bonds must therefore be
crossed in order to traverse the lattice, so in the limit
a/b— «, slow-bond crossings are rate limiting for all
p < 1. [Finite-(a/b) effects are discussed at the end of
this section.] We therefore analyze the propagation prob-
lem for finite L by taking b =0 and assuming, as in Sec.
II A, that the slow-bond time delays are governed by a cu-
mulative distribution F(x) with the parameter k defined
as before. We specialize to a two-dimensional strip of
width L, since the analysis is readily generalized to higher
dimensions.

The analysis closely parallels the finite-size scaling
analysis for stirred percolation.’ In that analysis, the lat-
tice was viewed as a row of L XL boxes. The key step
was the estimation of the number % of adjacent boxes typ-
ically spanned by a fast-bond cluster, since this determines
the forward advance of the propagation front per cluster
contact event. [Here, L corresponds to b, and h to
1/(1—peonn), of the previous analysis.] Only the
discrete-time process was considered (the stirred-
percolation analogue of the limit k— «; see Sec. VIA),
so v was proportional to AL. The analysis of the first-
passage percolation problem for k— o (corresponding,
for instance, to the case in which all slow-bond time de-
lays are identical) is formally identical to the previous
analysis, so the results carry over directly. To generalize
to finite k, we need to estimate the time 7 between contact
events in order to estimate v ~hL /7. (For k— o, 7 is of
order unity for all L and p.)

As shown in Sec. IIA, r~n~!/k where n is now the
number of slow bonds common to the perimeters of fast
clusters 4 and B on the two-dimensional strip. We noted
earlier that, on a lattice which is unbounded in all direc-
tions, n~£&®, where ¢ is given by Eq. (2.6). Here we
adopt the scaling hypothesis, validated for other fractal
indices governing percolation clusters,’?** that the quanti-
ty n is fractal (i.e., self-similar) on length scales less than
£, and homogeneous (i.e., it scales with Euclidean dimen-
sion) on length scales greater than £. In particular, since §
diverges at p., L <& in some neighborhood of p.. There-
fore, the scaling hypothesis implies n ~L*? in this neigh-
borhood, so we obtain 7~L =4’k On the other hand, for
p —p. positive and of order unity, £ is of order unity,* so
L > £. Therefore, the scaling hypothesis implies n ~L in
this domain, giving 7~L ~!/%,

Combining these results and the previous results’ for
the dependence of h on L and p, we obtain the following

1

three finite-size scaling regimes for v. At p., the L
dependence of v is given by
v~L'+87k (2.34)

since A is of order unity at p.. For p —p. and 1— p both
positive and of order unity,
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v~L l+l/v+l/kexp[ oL 2/V(p —Pe )2

—2maL(p —p.)], (2.35)

where a is a lattice-dependent quantity defined in the
stirred-percolation analysis. Finally, in some neighbor-
hood of p =1, )

v~L'*VR1—p)~L, (2.36)

which is valid not only for large L, but for L of order un-
ity as well.

If we now take a /b to be finite, crossover from contact
propagation to chemical propagation must occur for some
p <1 because, in the absence of finite-(a/b) effects, v
diverges near p =1, according to Eq. (2.36). In fact, the
crossover can occur at any p, <p <1, depending on the
values of the governing parameters. We derive the cri-
terion for crossover at p. and we briefly indicate how the
criteria for crossover at larger p can be obtained.

Crossover occurs at p, if slow-bond crossings are no
longer rate limiting, i.e., 75 >7; in the notation of Sec.
IIB. At p., it follows_from the scaling hypothesis that
7;~bL?% and 7, ~aL ~%’*. Using Egs. (2.1) and (2.2), we
find that the criterion for crossover at p, is
a/b <L(9+¢)/V.

For p far enough above p, so that § is of order unity,
fast-bond clusters are homogeneous so 7y ~bhL. Like-
wise, 7,~aL ~'/¥. The crossover criterion is therefore
a/b<hL'*'k  Substitution of the functional forms
governing the dependence of 4 on L and p in the respec-
tive scaling regimes above p, gives the explicit forms of
the crossover criteria for these regimes. Thus, depending
on the magnitudes of the parameters a /b and L, as many
as five scaling regimes may be obtained: contact propaga-
tion below p., three finite-size regimes at and above p,,
and finally chemical propagation.

III. SMALL-CELL RSRG COMPUTATIONS

A. Scaling near the percolation threshold

The real-space renormalization group has proven useful
for computing geometrical and transport properties of
disordered networks.>* Here we use the RSRG to com-
pute v(p) and to demonstrate various qualitative and
quantitative aspects of the predicted scalings.

For small-cell RSRG computations, we adopt the usu-
al**—3¢ eight-bond Kadanoff cell for bond percolation on
a square lattice with length rescaling parameter L =2.
For purposes of determining the first-passage time from
one edge of the cell to the opposite edge, this cell is
equivalent to a five-bond Wheatstone bridge (Fig. 1 inset).
Each bond is assigned either a time delay b with probabil-
ity p or a time delay a >>b with probability 1—p. By
determining the first-passage time 7 for each of the 2°
configurations of time-delay assignments on the Wheat-
stone bridge, we obtain the probability distribution given
in Table L.

By analogy to the small-cell RSRG for the conductivity
problem,’” we might proceed by assigning time delays
drawn from this distribution to bonds of the renormalized
lattice and then constructing a new probability distribu-
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FIG. 1. First-passage velocity v versus fraction p of fast
bonds (time delay b =1) on the square lattice, computed from
recursion relations for an eight-bond Kadanoff cell, equivalent
to a five-bond Wheatstone bridge (inset). v(p) is shown for
slow-bond time delays a =10 and a =100, respectively, with
finite-(a /b) effects omitted (solid curves) and included (dashed
curves).

tion, analogous to Table I, for the first-passage time on a
five-bond Wheatstone bridge of renormalized bonds. We
could then deduce the critical exponents from the shifts of
the peaks of this (bimodal) distribution upon successive
iterations. However, for a >>b little error is introduced
by approximating the renormalized time-delay distribu-
tion given in Table I by two & functions located at
b'={(r|r=0(b))/L and a'=(r|7=0(a))/L, where
the rescaling of the bond length by the factor L =2 has
been included. (With this length rescaling, the renormal-
ized propagation velocity v’ is simply the inverse of the
renormalized first-passage time 7'.) The relative weights
of the renormalized time delays b’ and a' are p’ and
1—p’, respectively, where p’(p) is the usual
renormalized-bond probability, given by the recursion re-
lation

p'=2p°—5p*+2p3+2p? (3.1a)

for the five-bond Wheatstone bridge.>*~3¢ Now, the cell
renormalization is implemented by updating the parame-
ter set {a,b,p} to the renormalized set {a’,b’,p’}. Using
Table I to evaluate a’ and b’, we obtain the additional re-
cursion relations

a'=[(a+bp(1—p)2—pH+a(1—p)*1/(1-p’),
(3.1b)
TABLE I. Probability distribution of first-passage time for a

five-bond Wheatstone bridge. Bond time delay is b with proba-
bility p or a with probability 1— p.

First-passage time Probability
2b pH2—p?)

3b 2p¥1—p)?

a+b 2p(1—p)*(2—p?)
2a (1—p)*
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b'=b[14+p3(1—p)*/p'] .

Equation (3.1b) was derived previously’® for the special
case b=0. Equation (3.1c) has also been obtained by
Ohtsuki and Keyes,®® who investigate the chemical-
propagation regime using an approach similar to ours.

For p below the unstable fixed point p'=—;- of Eq.
(3.1a), successive iterations converge to the stable fixed
point p =0, indicating that the weight of the b-bond con-
tribution to the bond distribution vanishes. This result is
expected since this domain corresponds to the contact-
propagation regime p <p, (=~ for the square lattice) in
which crossings of the slow (type-a) bonds determine scal-
ing of the propagation velocity. However, the recursion
relation for a is coupled to the recursion relation for b, re-
flecting the fact that b bonds as well as a bonds are
crossed in the contact-propagation regime. This coupling
will enable us to compute finite-(a /b) effects.

Similarly, we find that the weight of the a-bond contri-
bution to the bond distribution vanishes upon successive
iterations for p > 3, the domain of attraction of the fixed
point p=1. Since the recursion relation for b depends
only on b and p, the recursion relation for a is irrelevant
in this domain. This is reasonable for a = « because slow
bonds are not crossed in the chemical-propagation regime.
The absence of a dependence for finite a indicates that
finite-(a /b) effects in the chemical-propagation regime
are omitted, a consequence of the approximation of the
distribution given in Table I by two 8 functions. [This ap-
proximation subsumes finite-(a/b) effects, which stem
from the (a +b) term in the distribution, into the recur-
sion relation for a.] This is another manifestation of the
observation in Sec. IIB that corrections to scaling for
chemical propagation are not obtained in the framework
of scaling theory.

In the limit a /b — «, we can set b =0 in the recursion
relation for a, so that the right-hand side of Eq. (3.1b) is
proportional to a. Thus, the a and b recursion relations
are decoupled from each other in this limit. We use these
recursion relations to estimate the propagation exponents
¥ and 6, respectively. To do this, we use the result of
Hong and Stanley®® that the critical exponent y for any

(3.1¢)

percolation  quantity Q(p) which scales as
Q(p)~ |p —p. |” is given by
y=—InAgy/Ink, , (3.2)

where AQ=8Q'/8Q|p=p. and A,=0p'/dp |p=p. are
derivatives of the recursion relations Q'(Q,p) and p’(p),
evaluated at p*. Taking Q to be a in the contact-
propagation and b in the chemical-propagation regime,
Eq. (3.2) governs the criticality of the first-passage time in
the respective regimes. Since the length-rescaled first-
passage time is the inverse of v, y = in the contact-
propagation regime and y=—6 in the chemical-
propagation regime. Therefore,

In(da’/da)

¥=""Tn(ap'/3p) bpt

(3.3)

and
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In(db’/9b)

In(3p’/p) |,_,» ’ (3.4

where a’(a) and b'(b) are given by the first-passage-time

recursion relations, Egs. (3.1b) and (3.1c), with b =0 in
(3.1b).

Evaluating these expressions, we obtain the estimates
Y=In(5)/In(4)=1.19 and 6=In(4%)/In(L)=0.12 for
d =2 based on the eight-bond Kadanoff cell. For d =3, a
similar analysis performed for a simple-cubic lattice using
a 24-bond Kadanoff cell with L =2 gives ¥=0.76 and
6=0.18. Given the approximations inherent in the
small-cell RSRG method,** these results are in rather
good agreement with the scaling prediction ¥=v (= for
d =2 and 0.88 for d =3) (Ref. 39) and with the computed
results? §=0.13 for d =2 and 0.31 for d =3. (In Sec.
VC, however, we obtain 6 values which differ from
these.)

B. Propagation velocity away from criticality

The recursion relations (3.1a)—(3.1c) serve not only to
estimate the propagation exponents, but also to estimate
the dependence of v on p for all 0<p <1. The method,
applicable in principle to any dynamical quantity which
scales near p., was demonstrated in recent analyses of
geometrical'! and transport'""!? properties of a random
network. The method consists of numerical iteration of
the coupled recursion relations for p and for the dynami-
cal quantity until p is close enough to a stable fixed point
so that further iterations give negligible increments. The
iterations begin at the unrenormalized values of p and of
the dynamical quantity. The method is based on the
premise that the small-cell RSRG embodies roughly the
correct dependence of the correlation length on p (as evi-
denced by the fairly accurate estimates of the correlation-
length exponent v obtained using small cells*>). Succes-
sive iterations renormalize the dynamical quantity until
the correlation length is reduced to the lattice spacing. At
this stage, the system is homogeneous, so further itera-
tions in conjunction with length rescaling [as incorporated
into the recursion relations (3.1a)—(3.1c)] have no effect.
The final value of the dynamical quantity is therefore in-
terpreted as its effective macroscopic value corresponding
to the original value of p.

This method has been employed to compute v(p) for
d =2 in the limit a/b—  for the contact-propagation
regime, using (3.1a) and (3.1b) with b =0, and for the
chemical-propagation regime, using (3.1a) and (3.1c). The
results are the solid curves of Fig. 1. (The curve to the
right of p =+ is the same as that obtained by Ohtsuki
and Keyes.”®) Since the propagation velocity is of order
1/a in the contact-propagation and of order 1/b in the
chemical-propagation regime, finite values must be arbi-
trarily assigned to a and b in order to plot the two re-
gimes on the same axes. In Fig. 1, we take b =1, which
fixes the scale for the chemical-propagation regime. In
the contact-propagation regime, two curves differing only
by a scale factor are shown, corresponding to a =10 and
a =100, respectively. The results of analogous computa-
tions for d =3, based on recursion relations for the 24-

o :
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FIG. 2. First-passage velocity v versus fraction p of fast
bonds (time delay b =1) on the simple-cubic lattice, computed
from recursion relations for a 24-bond Kadanoff cell. v(p) is
shown for slow-bond time delays a =10 and a =100, respective-
ly, with finite-(a /b) effects omitted (solid curves) and included
(dashed curves).

bond Kadanoff cell of the simple-cubic lattice, are shown
in Fig. 2. For this cell, we obtain the unstable fixed point
p*=0.21, which in this instance differs from the bond
perc?olation threshold p. =0.2492 for the simple-cubic lat-
tice.

The results are qualitatively similar to Fig. 1 of Efros
and Shklovskii,?> which shows the dependence of the ef-
fective conductivity of a random network on the relative
proportions of metallic and dielectric bonds. The similar-
ity reflects the close correspondence of the propagation
and conductivity problems, discussed in Sec. II.

The solid curves in Figs. 1 and 2 demonstrate the diver-
gence (vanishing) of v in the contact (chemical) propaga-
tion regime. Near p,, v(p) exhibits the scalings analyzed
in Sec. IITA, with critical exponents whose values are
equal to the estimates of that section, because the compu-
tational method is mathematically equivalent near p, to
the analysis which gave Egs. (3.3) and (3.4). The apparent
nonmonotonicity of v(p) is a consequence of the fact that
corrections to scaling for finite a /b were not included in
the recursion relations used to compute these curves. As
indicated by the analysis of Sec. IIB, the uncorrected
curves for the contact and chemical-propagation regimes
are upper and lower bounds, respectively, on the finite-
(a/b) curve. Thus, v(p) for finite a/b is a monotonic
function constrained to lie between the solid curves. Even
without a corrections-to-scaling analysis, Figs. 1 and 2 in-
dicate that this constraint assures a sigmoidal (“S-
shaped”) dependence of v on p. In Sec. III C, we estimate
the dependence of the v(p) curve on the numerical value
of the ratio a /b.

At p=1, the p derivative of v vanishes, while this
derivative is nonzero at p =0. This is due to the vanish-
ing of the p derivative of the b recursion relation, Eq.
(3.1c), at p =1, in contrast to the nonzero value of the P
derivative of the a recursion relation, Eq. (3.1b), at p =0.
v is insensitive to p near p =1 because the few slow bonds
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which are present have essentially no impact on the tor-
tuosity of the minimum-time path through the fast-bond
network. Near p =0, the few fast bonds which are
present determine the preferential paths and therefore in-
fluence v.

C. Sensitivity to the time-delay ratio

The method employed in Sec. III B to compute v (p) for
a/b = can also be used for finite values of the time-
delay ratio a/b. The recursion relations are iterated as
before, but instead of taking b =0 in Eq. (3.1b), the recur-
sion relations are initialized by taking b =1 [consistent
with the velocity normalization v(1)=1] and taking a to
be the value of the time-delay ratio. As before, the recur-
sion relation (3.1b) determines v in the contact-
propagation regime, while (3.1c) determines v in the
chemical-propagation regime. However, (3.1b) and (3.1c)
are now coupled through the dependence of the a recur-
sion relation on b, so all three recursion relations must be
iterated simultaneously in the contact-propagation regime.
The b recursion relation, though, does not depend on a, so
the finite value of a /b does not enter into the chemical-
propagation computation, as noted in Sec. ITA.

Focusing therefore on the contact-propagation regime,
we caution that Egs. (3.1a)—(3.1c) were derived under the
assumption that the renormalized time-delay distribution
consists of two widely separated peaks which can be ap-
proximated by & functions at a’ and b’. Since the effect
of renormalization is to shift the peaks closer,’ the ratio
a’/b’ is reduced with each iteration, so it is necessary to
check whether the final (fixed-point) value of this ratio is
large enough to assure that the use of Egs. (3.1a)—(3.1¢) is
valid. We adopt the criterion, that after each iteration,
the ordering of the magnitudes of the first-passage times
in the probability distribution of Table I (or the corre-
sponding distribution for d =3) must be preserved. For
the five-bond Wheatstone bridge, violation of this order-
ing occurs for 35’ >a’+b’, so we require a’/b’'> 2.

The results of computations for a/b=10 and
a/b =100 are indicated by the dashed curves in Figs. 1
and 2. Each curve spans the range of p for which the va-
lidity criterion is obeyed. These curves can be extrapolat-
ed visually until they meet the chemical-propagation
curve, providing an indication of the shape of the v(p)
curve. As we would expect from the scaling analysis of
crossover, in particular Eq. (2.9), the p interval over which
the dashed curves differ significantly from the corre-
sponding solid curves [which omit finite-(a /b) effects]
becomes narrow as a /b increases.

IV. LARGE-CELL MONTE CARLO RSRG
COMPUTATIONS

A. Computational method

The small-cell RSRG computations of Sec. III provide
a qualitative picture of the dependence of v upon p. To
obtain estimates of the propagation exponents with con-
trolled precision, we employ the large-cell Monte Carlo
RSRG method. Since the rationale of the method is dis-
cussed in detail elsewhere,>**! we outline the method

briefly in the context of the present application.

The recursion relations (3.1a)—(3.1c) for the square lat-
tice were derived based on rescaling of a cell of edge L =2
lattice spacings to a unit cell. This rescaling neglects
relevant couplings because the shortest path connecting
opposite edges of such a cell embedded in the square lat-
tice may not be entirely contained within the cell. Furth-
ermore, spurious couplings are introduced because the
time spent traversing cell edges is neglected, causing the
passage time along some paths to be underestimated. As
in the case of ordinary percolation, we anticipate that
both of these problems are mitigated by choosing a Ka-
danoff cell with L >>1. Now, the available paths within
the cell constitute a more representative sample of the to-
tality of available paths, the more so because the
minimum-time path is likely to be less tortuous than a
“typical” path.

As in the small-cell computations, each bond is as-
signed either a time delay b with probability p or a time
delay a >>b with probability 1 —p. Again the renormal-
ized time-delay distribution is approximated by two &
functions located at b'=(7|7=0(b))/L and
a'=(r|7=0(a))/L, where the indicated averages are
taken over configurations of the L XL cell. The weights
of the renormalized time delays b’ and a’ are p' and
1—p’, respectively, where p’(p) is the recursion relation
for ordinary percolation on the L XL cell. [p'(p) has
been computed for site percolation on the square*! and tri-
angular*? lattices for a range of L values.]

Provided that these recursion relations can be evaluated,
the derivation of Eqgs. (3.3) and (3.4) is again applicable,
thus providing estimates of the propagation exponents for
given L. However, evaluation of 7 for all possible config-
urations is infeasible for large L because the number of
configurations is of order 22£°. To overcome this difficul-
ty, a Monte Carlo method is employed in which 7 is
evaluated for a randomly sampled subset of the allowed
configurations.

A computational realization of the L XL box is gen-
erated by randomly assigning bonds a time delay b with
probability p* or a with probability 1—p*. As before,
the recursion relations a'(a) and b'(b) are proportional to
a and b, respectively, in the limit @ /b— o, since a and b
fix the time scales for the contact-propagation and
chemical-propagation regimes, respectively. Therefore,
the quantity (da’'/da) |p=p. in Eq. (3.3) is estimated by
(r|7=01(a))/L, where the expectation is taken over
those realizations for which at least one slow bond must
be crossed in order to traverse the cell horizontally. Simi-
larly, the quantity (db’/9b) |p —p* in Eq. (3.4) is estimated
by (7| 7=0(b)) /L, where the expectation is taken over
those realizations for which there is a connected path of b
bonds spanning the cell horizontally. (The horizontal-
spanning criterion corresponds to connectivity rule R, of
Ref. 41)

Since da’/da and 3b’/9b in Egs. (3.3) and (3.4), respec-
tively, need be evaluated only at p =p*, the simulations
need involve only realizations at this value of p. General-
ly, the fixed point p* of the recursion relation p’(p) for an
L XL cell is L dependent and must be evaluated for each
L by means of Monte Carlo estimates of p'(p) over a
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range of p values. However, the latter computation is not
needed in this case because p* is exactly + for bond per-
colation on an L XL cell of the square lattice.*>** For
given L, the evaluation of (3p’/dp) lp. in the denomina-

tors of Eqgs. (3.3) and (3.4) also requires computations over
a range of p values, but here we need only the lattice-
independent large-L asymptotic result*" (3p’/dp)| o*
=L l/v.

Substituting these results into Egs. (3.3) and (3.4), we
obtain

Y= —v[In{7|7=0(a))/InL —1] (4.1
and
O=v[In(r|7=0(b))/InL —1] . (4.2)

The conditioned means are evaluated for given L by
evaluating 7 for a set of realizations of an L XL cell of
the square lattice on which @ and b bonds are equally
probable, where a =1 and b =0 for contact propagation
[Eq. (4.1)], and a = o and b =1 for chemical propagation
[Eq. (4.2)]. The numerical evaluation of = for a given
realization is efficiently implemented by the method of
“burning,”** adapted to the present configuration.

Using this method, the propagation exponents can be
estimated for L values of order 10? or greater, depending
on the precision desired and the available computational
resources. Though the errors introduced by the finite-cell
biases described earlier decrease with increasing L, they
generally exceed the achievable statistical precision even
at L values of this magnitude. These biases can be miti-
gated, however, by extrapolating the results obtained for
various finite L values to L =«. Based on a simple
model of the L dependence of the bias effects, it was orig-
inally proposed*! that the estimated critical exponent de-
pends linearly on 1/InL for large L, permitting a straight-
forward extrapolation to L =« on a plot of, say, ¥ or 0
versus 1/InL. It has since been shown that the depen-
dence may be quadratic,*? or may have a more complex
form.** Details of the extrapolation procedure employed
here are presented in Sec. IV B.

The extrapolation procedure is predicated on the as-
sumption that finite-cell biases vanish in the large-L limit,
so that the propagation exponents could in principle be
determined to arbitrary accuracy, limited only by statisti-
cal error, from Egs. (4.1) and (4.2) in this limit. This im-
plies that the right-hand side of each of these equations
should converge to a constant value in the large-L limit,
thus providing unbiased estimates of the propagation ex-
ponents.

Finally, we note that the first-passage velocity for the
present configuration, in which the first passage from
edge A to opposite edge B of a square box is sought, is not
a priori equivalent to the first-passage velocity for the
configuration usually considered,? in which 4 and B are
points. However, the equivalence of the former, “line-to-
line” process to the latter, “point-to-point” process with
respect to ﬁrst-passa§e velocity has recently been
rigorously established.*” In fact, the box need not be
square, provided that its aspect ratio is finite in the large-
L limit. The first-passage velocity is thus sensitive to the

distribution of time delays but not to the boundary config-
uration, facilitating the application of scaling analysis to
the problem.

B. Application to contact propagation

The large-cell Monte Carlo RSRG estimates, Egs. (4.1)
and (4.2), for the propagation exponents were derived by
analogy to the small-cell analysis of Sec. IIIA. The
small-cell analysis was limited to networks for which
bond time delays take one of two values, a or b. This
limitation was motivated first, by the simple, explicit
form of the first-passage-time distribution (Table I) which
was thus obtained, and second, by the validity of repeated-
ly iterating the recursion relations (3.1a)—(3.1c) in this
case. (Repeated iteration was employed in Sec. IIIB to
compute the propagation velocity away from criticality.)

The large-cell Monte Carlo RSRG method for estimat-
ing the propagation exponents does not require an explicit
first-passage-time distribution since the random sampling
procedure ensures the correct distributional weighting.
Furthermore, the method does not involve iteration of the
recursion relations since the expressions for the critical ex-
ponents require only that the recursion relations be
evaluated at p‘=%. Therefore, the method is no less
applicable to more general time-delay distributions. In
particular, in the contact-propagation regime we again as-
sign a value b =0 to the fast bonds, but the slow bonds
may be assigned time delays drawn from any cumulative
distribution F(x) with mean value a of order unity. Pro-
vided that the slow-bond time delays are sampled from
this distribution, Eq. (4.1) provides an estimate of the
value of ¥ corresponding to this distribution.

For general F(x), comparison of the scaling law for ¥,
Eq. (2.2), and the large-cell RSRG estimate, Eq. (4.1), in-
dicates the physical interpretation of the large-L conver-
gence condition stated at the end of Sec. IV A, namely,

é¢/k =—In{r|7=0(a)) /InL 4.3)
in the large-L limit. This is consistent with the result

Tap~E (4.4)
stated earlier, where 7,5 is the first-passage time between
points A and B on distinct fast clusters [so that
748 =0/(a)], and the correlation length £ has the value L
at p=p®*, according to finite-size scaling.*! Thus, Eq.
(4.3) is simply the finite-size formulation of Eq. (4.4), so
the convergence condition will be satisfied provided that
the scaling arguments used to derive Eq. (2.2) are valid.

Computed estimates of ¢ for d =2 using Eq. (4.3) were
presented previously® for the cases of all slow-bond time
delays equal, corresponding to k = «o, and three alterna-
tive slow-bond time-delay distributions, with k values
ranging from 0.2 to 2. The data for the finite-k distribu-
tions are shown in Fig. 3. (—¢ is plotted for consistency
with the format of Fig. 2 of Ref. 6.) The numerical pa-
rameters of the exponential distribution F(x)=1
—exp(—x /0.95), for which k =1, and the distribution

F(x)=(2/m)arctan(x /0.81)% ,

with k chosen to be 2, were selected to minimize the L
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FIG. 3. Estimates of —¢ versus 1/InL for the following
slow-bond delay distributions: power law with k =0.2 (),
k=0.5(0), k=2 (0), exponential (A), and arctan with k =2
(V). Fitted curves are obtained from the correction-to-scaling
analysis discussed in the text.

dependence of ¢ to allow reliable extrapolation. Extrapo-
lation gave the estimates 0.76+0.01 and 0.70+0.01,
respectively, for ¢. We interpreted the statistically signifi-
cant discrepancy between these estimates as a consequence
of the fact that for these distributions, F(x)~x" is a
small-x approximation which is not exact in any neigh-
borhood of x =0.
The power-law distribution

F(x)=min{[kx /(k +1)]%1}

is advantageous in this regard, but the computed results
exhibit too strong an L dependence to allow reliable extra-
polation. Nevertheless, we can use the power-law results
to validate Eq. (2.6) indirectly by means of a correction-
to-scaling analysis. Namely, we adopt the usual®® func-
tional form

v(p)~(p. —p) "Y[1481(p. —p)°]
~§$/k+‘(l+c1§"""/v) , 4.5)

which defines the correction-to-scaling exponent . (&
and c¢; are constants.) Using Eq. (2.2), this form has been
expressed in terms of & Taking £=L, we obtain the
finite-size scaling formulation

v~ L#*+1(1 4¢,L—9%) . (4.6)

If we assume that the L dependence of v can be expressed
alternatively by means of an L-dependent exponent

v ~(p, _P)—¢(L)~§$(L)/k+1=L$<L>/k+1 ,
then for large L we obtain
S(L)/k =¢/k +(cy /ML) 1+(c; /e, )L ~°7*],  (4.7)

where ¢, is an additional constant. Here the notation
¢(L) exhibits the L dependence explicitly in order to dis-
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tinguish the L-dependent exponent defined by Eq. (4.3)
for finite L from the value ¢ of the exponent in the limit
L— .

Equation (4.7) closely resembles the finite-size scaling
expression for estimation of the correlation-length ex-
ponent.*® We could use Eq. (4.7) to estimate ¢ for given
F(x) by adjusting the parameters ¢, w, c;, and ¢, to fit
Eq. (4.7) to the computed results for ¢(L). Rather than
implementing this four-parameter fit to a limited data set,
we proceed by fitting Eq. (4.7) to the power-law data of
Fig. 3, assuming that Eq. (2.6) is exact, i.e., =1/v (=
for d =2), and requiring that © be universal, i.e., the same
for all three k values shown in Fig. 3. The amplitudes c,
and c, are taken to be nonuniversal, i.e., they are readjust-
ed for each k value. The curves fitted in this manner are
shown in Fig. 3. We obtain ©=0.96+0.01, where the es-
timated uncertainty is based on fits in which w is allowed
to be k dependent.

Despite the number of free parameters in the fit, we re-
gard the excellent agreement which is achieved over a
wide range of L values as significant, not only with regard
to confirmation of Eq. (2.6), but also with regard to con-
firmation of the correction-to-scaling analysis. In particu-
lar, we have obtained a rather precise estimate of the
correction-to-scaling exponent w, for which no scaling law
has yet been proposed. [Note that the finite-size
correction-to-scaling analysis based on Eq. (4.5) is distinct
from the finite-(a /b) correction to scaling, Eq. (2.15), for
which the amplitude as well as the exponent of the
correction-to-scaling term were derived in Sec. II B.]

The numerical results cannot exclude the previously
proposed scaling law for ¢, Eq. (2.3), since the difference
between the numerical predictions of the two proposals is
barely statistically significant. However, we regard Eq.
(2.6) as preferable because it has a sounder conceptual
basis.

C. Application to chemical propagation

The physical interpretation of the convergence condi-
tion for the estimate, Eq. (4.2), of the chemical-
propagation exponent is obtained by comparison to the
scaling law, Eq. (2.1). We obtain

¢=In{7|7=0(b))/InL , (4.8)

which is consistent with the scaling 7,5 ~ £*, where 4 and
B are now points connected by a path containing only b
bonds, so 745 =0/(b), and where finite-size scaling gives
E=Lat p=p*.

Carrying over the reasoning of Sec. IVB, Eq. (4.2) is
valid for any distribution of fast-bond time delays, provid-
ed that the right-hand side of Eq. (4.8) converges numeri-
cally for large L. (This might not occur for all distribu-
tions.) The chemical-propagation scaling law, Eq. (2.1),
may be generalized to such distributions by reinterpreting
¢ as a fractal index governing first-passage time rather
than chemical distance. As indicated in Sec. II C, no scal-
ing law governing the distribution dependence of ¢ has yet
been established. In fact, the relationship of ¢ to other
percolation exponents in the case of identical fast-bond
time delays has not yet been established. (Several propo-
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sals which have been offered are discussed in Sec. VC.)

To compute ¢, we evaluated the right-hand side of Eq.
(4.8) based on Monte Carlo RSRG computations for the
chemical-propagation regime, taking b =1 and a = .
The computed results are indicated by squares in Fig. 4.
The number of realizations per data point ranges from
50000 for L =2 to 300 for L =300. In this instance, the
estimates of ¢ exhibit strong L dependence. The non-
monotonicity of ¢(L) with respect to L is not unreason-
able in view of the finite-size effects discussed earlier,
which can introduce spurious couplings as well as omit
relevant couplings.

To check the qualitative validity of the results, ¢(L)
was recomputed by another method based on an alterna-
tive definition of p*. So far, we have adopted the usual
definition of p* as the fixed point of the ensemble-
averaged recursion relation for p. Alternatively, we can
prepare a realization by starting with an L XL cell with
all time delays equal to b, corresponding to p =1, and
changing randomly chosen bonds to time delay a until a
value of p is reached at which the b bonds no longer con-
nect the opposite edges. If we define p* for the. realiza-
tion as the percolation threshold for that realization
(based on the connectivity rule stated in Sec. IV A), then
value of 7 for the realization is the first-passage time at
the smallest value of p for which the b bonds percolate.
The computational procedure based on this definition is
applicable not only to the square bond lattice but also to
lattices for which p*(L) is not known a priori.

This method is computationally costlier than the
method used earlier because b-bond connectedness must
be checked after each bond change, as in the large-cell
Monte Carlo RSRG for percolation.*! Therefore, fewer
realizations were employed than in the earlier computa-
tion so the statistical error is greater. Results computed
by this method are indicated by circles in Fig. 4. ¢(L) ex-
hibits the same qualitative behavior as before,*’ and the
results obtained by the two methods appear to be converg-
ing for large L. The strong dependence of ¢ on L pre-
cludes reliable application of the extrapolation procedure
of Sec. IVB.

1.20

110 |

1.05 L L
0.0 0.5 1.0 1.5

1/inL

FIG. 4. Estimates of the chemical-distance exponent ¢, com-
puted in L XL cells by two different methods (squares and cir-
cles, respectively) defined in the text.
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FIG. 5. Mean first-passage time 7 versus cell size L from the
computations corresponding to the squares in Fig. 4. The slope
of the least-squares fitted line is ¢ =1.148+0.003.

In Fig. 5, computed estimates for the expectation value
in the numerator of Eq. (4.8) (which were used to obtain
the results indicated by squares in Fig. 4) are plotted in
the same manner as for previous computations'*>° of .
The slope of a log-log plot of this quantity versus L
should provide a direct estimate of ¢ based on the defini-
tion of a fractal index, provided that the range of L values
corresponds to the fractal regime. A least-squares fit to
the data gives ¢ =1.148+0.003, consistent with previous
computational results. Although a high degree of lineari-
ty on such a plot generally indicates the onset of scaling at
relatively low L values,*’ the conclusion drawn from Fig.
4 is strikingly different. Thus, we regard the results of
the large-cell Monte Carlo RSRG computation for ¢ as
inconclusive. We have therefore obtained'* estimates of ¢
by an alternate method. The method is outlined in Sec.
V A and the estimates of ¢ are discussed in Sec. V C.

V. COMPUTATIONS ON STRIPS

A. Computational method

To test the finite-(a /b) scalings predicted in the transi-
tion regime, in particular Eq. (2.14) for v(p.), the compu-
tational domain of Sec. IV A could be employed by taking
a and b to be finite and estimating v(p,) by L/{7),
where (7) is the mean first-passage time between opposite
edges of an L XL box. In this instance, however, the
RSRG is not invoked to interpret the results, so there is
no inherent advantage in taking the computational
domain to be a square box. Instead, we have simulated
the propagation process for finite @ /b on a long strip of
transverse span L (or transverse cross-section L XL, in
three-dimensional computations). The computational
domain is thus the same as that employed in the transfer-
matrix'> method for conductivity problems. The pre-
cision achieved by the transfer-matrix method at relative-
ly low L values indicates that the strip geometry may be
advantageous. We have also employed this geometry in
computations of gropagation exponents for stirred-
percolation systems.®°
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The computations are performed on square and
simple-cubic bond lattices. As in the RSRG calculations
(Secs. III and IV), each bond on the lattice is randomly as-
signed time delay b with probability p., otherwise time
delay a > b, except that here the limit of infinite a /b is
not taken. Starting from an edge of span L for d =2 (or
a square of area L? for d =3), the farthest distance x (t)
of a site on the propagation front from the starting edge
increases monotonically with time. For large t, x(t)/¢
converges to a constant, the first-passage velocity v.

We employ periodic transverse boundary conditions,
which avoid cluster-size bias associated with fixed
boundary conditions.’"">? Although strips of length 3L
are used for the computations, periodic longitudinal
boundary conditions are applied so that the computational
domain is traversed repeatedly, simulating propagation
along an infinite strip. New bonds are randomly generat-
ed just ahead of the farthest longitudinal advance x () of
the propagation front whenever x (¢) increases. Test cases
with longitudinal span larger than 3L confirm that our al-
gorithm is equivalent to propagation on an infinite strip.

B. Verification of scaling laws

Since we have assumed that all slow bonds have identi-
cal time delay a, Eq. (2.7) with k =0 gives ¢¥=v. In
conjunction with Eq. (2.1), Eq. (2.14) therefore becomes

v~a~Yasb)/?, (5.1)

valid for 1 <<a /b <<L?, where the upper bound follows
from the finite-size scaling arguments of Sec. IIE. For
a/b>L?%, Eq. (2.34) gives

v~L/a, (5.2)

where the factor 1/a has been made explicit.

Our computations probe the finite-(a /b) and finite-size
scaling regimes by varying the ratio a /b. Equations (5.1)
and (5.2) are formulated for fixed a, with a /b varied by
reducing b. For simpler processing, we first compute the
velocity v, at fixed b =1 for various integer values a > 1
and afterwards rescale according to v =(a /b)v, to obtain
the velocity scaled as in Eqgs. (5.1) and (5.2).

Each estimate of v is based on five independent repli-

TABLE II. Distance Dy, in lattice spacings, dedicated to the
initial transient, and distance D over which statistics were gath-
ered versus transverse span L, for square (d =2) and simple-
cubic (d =3) lattices.

L D; (d=2) D (d=2) D; (d =3) D (d=3)
6 720 7200 720 6480
8 960 9600 720 6480
12 1440 6480 360 3600
16 960 9600 192 768
24 1152 10368 288 1152
32 960 4800 288 1056
48 288 864
64 1920 7680
128 761 3840
256 2304 6912
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FIG. 6. Estimates of the first-passage velocity v versus the
time-delay ratio a/b for a square bond lattice at p =p.=0.5
with transverse span L =2 (), 4 (A), 8 (0), 16 (O), 32 (X),
128 (0), and 256 (+ ).

cate simulations, from which the mean value and the stan-
dard deviation of v are extracted. For each replicate,
propagation over a longitudinal distance of D; lattice
spacings is dedicated to elimination of initial transients,
and the first-passage velocity is taken to be the remaining
propagation distance, D =x (¢t)— D;, divided by the corre-
sponding passage time. Table II shows values of D; and
D for L values used to estimate ¢ (Sec. V C).

Figure 6 shows our calculated v as a function of a/b
for a square bond lattice at pc=% for L values 2 (V), 4
(A), 8 (0), 16 (O), 32 (X), 128 (0), and 256 (+ ). For
clarity, error bars (which are smaller than the plotting
symbols) and data for some additional L values are omit-
ted.

Figure 7 shows similar data emphasizing the finite-
(a/b) scaling regime for a simple-cubic lattice at
D.=0.2492 (Ref. 40) for L values 8 (), 16 (X), 32 (0),
and 48 (+). The computations clearly confirm the
finite-(a /b) and finite-size scalings, Egs. (5.1) and (5.2),
respectively, for d =2 and d =3.

C. Estimation of the chemical-distance exponent

The data in Figs. 6 and 7 provide estimates of the
chemical-distance exponent ¢. In accordance with the ar-
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FIG. 7. Estimates of the first-passage velocity v versus the
time-delay ratio a/b for a simple-cubic bond lattice at
p =p.=0.2492 with transverse span L =8 (0), 16 (X ), 32 (0),
and 48 (+).
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FIG. 8. Values of P(X%N) (O), the X? distribution evaluated
at the weighted sum of squared deviations X% and the
chemical-distance exponent ¢(L) (O ), as a function of the num-
ber of fitted points N from Fig. 7 with transverse span L =16.

guments in Sec. IV, ¢ is the infinite- L extrapolation of a
sequence of estimates, ¢(L). By Eq. (5.1), each finite-L
estimate, ¢(L), is the reciprocal of the slope in the finite-
(a/b) regime in Figs. 6 and 7.

Our goodness-of-fit procedure for isolating the finite-
(a /b) scaling regime exploits the X? distribution for N fit-
ted points, P(X? N), evaluated at the weighted sum of
squared deviations for the fit, X2. As points are removed
from either end of a range of points that is initially larger
than the scaling regime, P(X?,N) undergoes a transition
from values P (X% N)~0 characteristic of poor linear fits
to values P(X%,N)~0.5 in the finite-(a /b) scaling regime.
The inverse slope of a weighted linear least-squares fit
through a range of points that is well within the scaling
regime gives our estimate of ¢(L).

For example, Fig. 8 shows P(X%N) (0O) as a function
of N for a simple-cubic bond lattice with L =16 (X in
Fig. 7). Evidently, N <10 defines the finite-(a /b) scaling
regime, as evidenced also by constant values of ¢(16) (O).
The value N =6, for which 6 <a /b < 14, lies well within
the finite-(a/b) regime and gives the estimate
$(16)=1.56+0.02.

Estimates of ¢(L) obtained as above provide the extra-
polated estimates'* ¢=1.021+0.005 for d =2 and
¢=1.26+0.06 for d =3, thus raising the possibility that
the chemical distance is nonfractal (¢=1) for d =2.
These values favor a scaling law proposed by Roux,”
¢=(2+d)/4, over alternatives proposed by Alexan-
drowicz,** ¢=(2+d)/(3+d /6), and by Havlin and Nos-
sal,! p=d —(1+4B)/v.

VI. RELATIONSHIP TO STIRRED PERCOLATION

A. Propagation

The contact-propagation regime was originally identi-
fied in an analysis of stirred-percolation systems.® In the
simplest formulation of stirred percolation, the “allowed”
region of the lattice at any instant consists of sites occu-
pied by one or more independent random walkers, each of
which can move with equal probability to any nearest-
neighbor site. In a variant of this model,*> random
walkers are mutually avoiding, i.e., a site can be occupied

by at most one walker at any instant. In more elaborate
models®*®>7 representing the detailed time evolution of
physical systems such as microemulsions, the random
walkers are partially interpenetrating spheres which are
allowed to move in the continuum rather than being con-
fined to a lattice, and spatial correlations are introduced
by means of an interaction potential.

The propagation process for stirred percolation is for-
mulated as an irreversible change of state (from “unignit-
ed” to “ignited”) of the unignited walker(s) on sites adja-
cent to a site with an ignited walker. This change of state
occurs after an “induction time” b during which the unig-
nited and ignited walkers are adjacent. As the terminolo-
gy suggests, b is analogous to the fast-bond time delay of
first-passage percolation. In the limit b—0, all walkers
within any connected cluster of unignited walkers which
comes into contact with an ignited walker are immediate-
ly ignited, so the time 7 until the first such contact event
becomes rate limiting with respect to propagation of the
ignition front (hence the term “contact propagation”).

To further develop the correspondence between stirred
and first-passage percolation, we consider the distribution-
al properties of the contact time 7 of stirred percolation in
the contact-propagation regime b =0. If the fraction of
occupied sites at any instant is p <p., then there are large
clusters of ignited (unignited) walkers just behind (ahead
of) the ignition front. A pair of adjacent clusters on either
side of the front is separated by a layer of n unoccupied
sites analogous to the n crossing bonds defined in Sec.
IIB. Just as the n dependence of the time 7,5 until the

-first crossing depends on the distributional properties of

the slow-bond time delay a (through the parameter k in
748 ~n"'"%), the n dependence of the contact time 7 of
stirred percolation depends on the temporal random pro-
cess governing walker motion. For instance, if all walkers
move simultaneously at each integer time (a discrete-time
process), then for n >>1, a contact event is almost certain
to occur at time 7=1. This is analogous to the first-
passage result 7,5=1 if all slow-bond time delays are
equal to a =1. Extending the analogy to a continuous-
time process for which the time between successive moves
of a given walker is Poisson distributed, the contact time 7
should scale in the same manner as 7,5 for Poisson-
distributed slow-bond time delays. For the Poisson distri-
bution F(x)=1—exp(—Ax), k=1 and therefore
T4p~1/n. Thus, we obtain 7~1/n for the continuous-
time stirred-percolation process.

As we noted previously,®® the distinction between
discrete-time and continuous-time stirred-percolation pro-
cesses is crucial because different scalings and therefore
different critical exponents are obtained for the two pro-
cesses, the latter process being more relevant to physical
applications. In particular, we evaluate the propagation
exponent governing the divergence of v =§/7 as p—p,,
assuming that n scales for stirred percolation in the same
manner as for first-passage percolation [Eq. (2.6)]. The
results are identical to the corresponding cases of Eq.
(2.7), namely, v ~(p. —p)~¥, where

v, discrete-time process

¥= v+1, continuous-time process . 6.1
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For the discrete-time process, this gives ¥y=1.33 for d =2
and® 1=0.88 for d =3, compared to the computational
results® 1.48 for d =2 and 0.80 for d=3. For the
continuous-time process, this gives ¥=2.33 for d =2,
compared to the computational result 2.44. In view of
computational imprecision and possible systematic bias,’
we do not regard the differences between the predicted
and computed results as significant.

We do not expect that all stirred-percolation processes,
including those involving spatial correlations, are in the
same universality class. Nevertheless, the success of Eq.
(6.1) indicates that the analogy between first-passage per-
colation and stirred percolation has some quantitative as
well as qualitative validity. This suggests that other as-
pects of the scaling analysis of Sec. II, such as crossover
to chemical propagation and finite-(a/b) scaling, may
likewise be applicable to stirred percolation. In Sec. VIB,
we pursue this analogy further by reconsidering the trans-
port (conductivity) problem®!%%=3% for stirred percola-
tion.

B. Conductivity

We consider the conductivity of a stirred-percolation
system in the limits of infinite charge mobility in the “al-
lowed” region (i.e., sites occupied by one or more random
walkers) and zero charge mobility in the “forbidden” re-
gion (i.e., unoccupied sites). Thus, the charge density p
per site immediately equilibrates to a constant value over
the cluster whenever two clusters merge to form a single
cluster. We assume that the merger of clusters of radius &
is the dominant charge-transfer mechanism for large &,
and that the frequency of such mergers scales as 1/7,
where 7 is the contact time defined in Sec. VIA. The to-
tal charge transfer Q per merger event is proportional to
the product of the cluster size £ / times the charge-density
difference Ap prior to merging. Assuming that the ap-
plied field E is weak, the mean charge-density gradient is
constant, so Ap~£E. Defining the conductivity by means
of the relation o=j/E, where the current density is
j~Q/(E2~ 1), we obtain

d—d+2
o~E7

JT~EB (6.2)

where we have used the relation dy=d —B/v for the frac-
tal dimension of a percolation cluster.*?

For the discrete-time stirred-percolation process, we
showed in Sec. VI A that =1, so Eq. (6.2) gives

o~(p.—p)F=%, (6.3)

identical to the result obtained in previous'>>® analyses.
For the continuous-time stirred-percolation process, how-

ever, we showed that 7~1/n ~£~!/, so that
o~(p.—pF~>1. 6.4)

We expect that the continuous-time result, Eq. (6.4),
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rather than the discrete-time result, Eq. (6.3), should be
applicable to physical processes. Previous analyses'> >
omitted this distinction because 7 was taken to be the
characteristic time between walker moves, which is of or-
der unity in either case, rather than the time until the first
cluster-contact event, which vanishes due to the diver-
gence of the number n of sites at which the event may
occur. We therefore regard the reported!>>® agreement of
Eq. (6.3) with conductivity measurements in microemul-
sions as unexplained, since we have arrived at Eq. (6.4) us-
ing essentially the same reasoning as employed previously,
but with a more realistic treatment of the temporal ran-
dom process governing charge transfer.

One possible explanation is that some of the experimen-
tal data used to estimate the conductivity exponent fall
within the transition regime associated with the small but
finite charge mobility in the “forbidden region,” analo-
gous to the transition regime of Sec. IIB. Computer
simulations’’ of transport for continuous-time stirred per-
colation at finite mobility ratios give results in reasonable
numerical agreement with the discrete-time scaling, Eq.
(6.3). However, analysis of these data based on Eq. (6.4)
and considerations analogous to those of Sec. IIB indi-
cates that the computed results fall within the transition
regime. We therefore anticipate that the apparent agree-
ment with Eq. (6.3) will be supplanted by scaling in accor-
dance with Eq. (6.4) if the computations and the experi-
ments are performed at higher mobility ratios.

A limitation common to the present as well as previous
analyses of the conductivity of stirred-percolation systems
is the omission of dielectric and capacitive effects which
may influence the experimental results. (This omission is
implicit in the assumption of uniform charge density
throughout a high-mobility cluster.) In view of this and
the aforementioned considerations, caution should be ex-
ercised in the interpretation of the microemulsion mea-
surements.

VII. SUMMARY

We have shown that the composition dependence of the
first-passage velocity in a disordered medium exhibits
features qualitatively similar to those previously identified
in studies of transport problems. In a binary medium, the
first-passage velocity exhibits a sharp rise near the per-
colation threshold of the phase in which the intrinsic
propagation velocity (the inverse of the individual-bond
time delay) is higher. Scaling of the propagation ex-
ponents governing the criticality of the first-passage velo-
city on either side of the percolation threshold has been
examined. Corrections to scaling and crossover from the
contact-propagation regime, in which the high-velocity
phase consists of isolated clusters, to the chemical-
propagation regime, in which the high-velocity phase per-
colates, have been characterized as a function of the ratio
of the intrinsic velocities in the two phases. Computa-
tional results obtained by several different methods con-
firm key scaling predictions.

We have noted that scaling laws for first-passage per-
colation are applicable, by duality arguments, to two-
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dimensional superfluid flow, and are also applicable to
propagation processes in stirred-percolation systems. By
analyzing the distinction between discrete-time and
continuous-time stirring processes, we have obtained a
new scaling law governing transport in stirred-percolation
systems.
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