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We have measured the pressure dependence of the Mossbauer isomer shift S(P) for tin for the

pressure range 0&P & 310 kbar through the use of a diamond anvil pressure cell. Also, S(P) has

been calculated for this pressure range using a relativistic augmented-plane-wave model. In these

calculations, a Kohn-Sham, a Hedin-Lundqvist, or a Slater model was used to describe the electron-

electron interaction. A Dirac-Hartree-Signer-Seitz model was used to calculate the muffin-tin po-
tential. For the 92-kbar phase transition, the calculated change of the electron density at the tin nu-

cleus was found to be roughly independent of whichever of the above models was used to describe

the electron many-body interaction. Based on this, a value for the Mossbauer isomer-shift calibra-

tion constant of 0.072a0 mm/sec, and an approximate description of the measured S(P) for the
above pressure range is obtained. A comparison of our results with other measurements and calcu-

lations is made.

I. INTRODUCTION

We have measured the pressure dependence of the
Mossbauer isomer shift, S(P), for tin. S(P) is propor-
tional to a difference of electron densities at the tin nu-

cleus. We will define this difference below. Our measure-
ments of S(P) have been made for pressures P in the
range 0—310 kbar. For this range of pressure, the bulk
density of tin increases by about 30%o, and there is a
change of phase near 92 kbar.

The electron-electron interaction in a solid is a function
of the distance between the electrons. Thus a study of the
pressure, or electron density, dependence of some suitable
salid-state property may provide a useful way to study
this interaction. In several recent paperss we have sug-
gested that the study of the pressure dependence of the
Mossbauer isomer shift for tin may be suitable for this
purpose.

Here, we seek to explore the possible sensitivity of S(P)
far Sn to the mathematical model used to describe the
electron many-body interaction, through measurements, s

and through several relativistic augmented-plane-wave
(RAPW) calculationss of the pressure dependence of the
Mossbauer isomer shift. We have made the RAPW calcu-
lations of S(P) for the above pressure range, 0 &P & 310
kbar, and for several different approximate treatments of
the electron many-body interaction.

Earlier measurements of $(P) for tin to about 100 kbar
have ben made by Moiler ' and Mossbauer, ' and mea-
surements to a pressure of about 130 kbar have been made
by Panyushkin"' and by Panyushkin and Voronov. '2

Earlier calculatloils of [dS(P)/dP]o at P =0 have been
made by Inglesfield, ' Antoncik, ' Williamson et al. ,
Krak' et a1., and by Page et al. , but no previous cal-
culation of S(P) as a function of P through the 92-kbar
phase transition and to higher pressures has been made.

In the earher Mossbauer studies of the low-pressure
phase of tin, 'z the isomer shift S(P) was found to de-

crease with increasing P. Here, [dS(P)/dP]a&0. This
behavior was found to correspond to a decrease (rather
than to the increase one might expect) of the electron den-
sity at the nucleus as the pressure P, and the bulk metallic
density, areincreased. The several calculations ' ' of
this derivative mentioned above are in quahtative accord
with this result. The dependence, for tin, of the sign and
magnitude of the slope af S(P), with increasing P, on the
treatment of exchange and correlation are the primary
subject af this paper.

A. A qualitative discussion of the sign
and magnitude of [dS{P) /dP]0'

One may perhaps most easily see why the electron den-
sity at a nucleus might decrease as the density of the salid
is increased, or as the atamic or Wigner-Seitz volume V is
decreased, by considering the following picture. Imagine,
say, a cubic close-packed lattice of hydrogen atoms of
infinite-lattice parameter. At infinite-lattice parameter,
the electron density at or near a nucleus would be the
same as for a free hydrogen atom. When V is decreased
to a large but finite value, in a linear combination of
atomic orbitals (LCAO) model, the amplitude af the wave
function in the overlap region between the atoms would be
expected to increase faster than the amplitude near a nu-
cleus. In the normalized wave function, and at very large
V, as Vis decreased electron density will move away from
the nuclei into the overlap region, and the electron density
at a nucleus will decrease as the density of the solid is in-
creased. %hen the atoms are brought quite close together,
how&ever, in the LCAO model, this trend will reverse and
the electron density near a nucleus and the bulk density of
this supposed hydrogen solid mill be expected to increase
together. In this LCAO picture for hydrogen, there
would be a minimum in a plot of the electron density at
the nucleus versus 1/ V.

Because a more exact treatment of even this hydrogen
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problem is complex, some years ago, we felt that it might
be useful to make a preliminary, exploratory study of the
systematic behavior of the electron density at the nucleus,

p~(0), as a function both of 1/ V and of the atomic num-

ber Z, in a Dirac-Hartree-Wigner-Seitz-XC (DHWSXC}
model. ' Here, XC refers to the fact that the model in-
cludes a description of exchange and correlation in the
form of a local potential. We will describe some details of
this DH%'SXC model below in Sec. IV D.

For the moment, however, as is suggested by the LCAO
picture above, a minimum of p~(0) as a function of 1/V
is found for hydrogen in the DHWSXC model also. This
predicted minimum was found to occur at a Wigner-Seitz
radius near 1.1 a.u. ' The hydrogen lattice imagined
above, however, does not exist in the laboratory.

When p~(0) was calculated as a function of 1/V for
the elements in the DHWSXC model, a somewhat
more complex behavior than that for hydrogen was found
for values of Z near the inert gases. For each element,
1 & Z (92, however, there was a value for 1/ V= 1/V at
which a minimum, similar to that suggested above, was
found to occur. The reciprocal atomic volume for an ele-
ment is a function of the pressure, 1/V= 1/V(P) The.

sign of [d$(P) jdP]0 predicted by the model for an ele-
ment will thus depend on whether the normal reciprocal
atomic volume of the element 1/V(0), at P =0, is above
or below the value of 1/ V for the element.

For the transition and rare-earth elements, the
minimum is found to occur at a value for 1/V well
below 1/V(0) for the element. Here, one would expect
the electron density at the nucleus to increase when the
solid is compressed.

For the sp metals of the periodic table, however, this
minimum was found to occur at a 1/V value in the vi-

cinity of 1/ V(0) for each of them. For example, for Ag
the minimum was at a value of 1/V~, which was well
below 1/ V(0). For tin and antimony, however, the value
of 1/ V was quite near to the respective 1/ V(0) values.
For these elements, near their normal bulk metallic densi-

ties„ the DHWSXC model thus predicts that the electron
density at the nucleus should increase for Ag, that it
would change but slightly for Sn, but that it should de-

crease slowly for Sb with increasing 1/V(P) (see Sec.
VE). These minima are described in some detail in

several earlier papers.
As a result of these calculations, we measured $(P) and

[d$(P)jdP]0 for Sb for 0(P (70 kbar. ' 's These re-

sults were found to be in qualitative accord with the
DH%SXC model.

An accurate description of the properties of pyz(0) and
of $(P), such as those qualitatively depicted above, will

depend on the crystal structure and on the nature of the
bonding as well as on electron screening effects in the
solid. The DH%'SXC model which we have used above is
only a partial treatment of this problem, but it may serve
to indicate the systematic behavior of pyz(0) with Z and
1/ V(P}. As we have noted, the model contains a descrip-
tion of the electron-electron interaction.

In these DHWSXC-model studies it was found that, for
the sp metals, the value of 1/ V at which a minimum of
p~(0) would occur depended, not only on the element Z,

but also on the description of the many-body interaction
used. Calculations of p~(0) were made for the
Kohn-Sham's (KS), Hedin-Lundqvist2 (HL), and for the
Slater ' (SR) treatments of exchange and correlation. It
was found that for a given element and for the sequence
KS, HL, to SR, the minimum moved to higher values of
1/V . This would correspond to a less positive or to an
increasingly negative value for [dp~(0)/dP]0, for this se-
quence of descriptions of exchange and correlation. This
implies that information about exchange and correlation
is contained in the slope of the isomer shifts $(P) with
increasing I'.

This qualitative DHWSXC survey of the systematic
behavior of p~(0) with Z and 1/V suggested that tin
might be a particularly suitable element for a more de-
tailed study of the dependence of $ (P) and of
[d$(P)jdP]0 on the many-body potential. From the
DHWSXC-model studies of [dp~(0)jdP]0 as a function
of Z, [d$(P)jdP]0 for tin was predicted to have a rela-
tively small value, and the model indicated that, for the
sequence of interactions, KS, HL, to SR larger fractional
changes of the value of this derivative might be expected
than for other Mossbauer elements. The above survey to-
gether with considerations of experimental properties, Sec.
IIA, led to the present measurements and calculations of
$(P) for tin.

S. The present study

Returning now to the present work, we seek to continue
the study of the dependence of $(P) for tin on the many-

body potential. To this end, we have (a) made a more de-
tailed measurement of $(P) for tin for a wider range of
pressure and metallic density than was available from
earlier experiments, and (b) we describe a RAPW calcula-
tions of $(P). In comparison with the DHWSXC model,
this RAPW calculation should provide an improved
description of the dependence of $(P) on 1/V(P) and on
exchange and correlation.

The RAPW calculations of $(P) have been made for
the pressure range, 0(P(310 kbar, for the two tin
phases, and for the KS, HL, and the SR treatments of the
electron-electron interaction. In these calculations, apart
from the description of the electron many-body interac-
tion, the RAPW programs used for the several calcula-
tions were the same. Thus, for the sequence of interac-
tions, KS, HL, to SR, an indication is obtained in the
RAPW model of the trend with, and of the sensitivity of
the calculated $(P) to, the description of exchange and
correlation.

A comparison of these calculated $(P) curves with the
experimental $(P) data can indicate whether the changes
of the calculated $(P) curves between the KS, HL, and
SR treatments of exchange and correlation are compar-
able to, or larger than, the experimental errors in the mea-
sured $(P). This comparison may give a further indica-
tion, beyond our earlier DHWSXC calculations, as to
whether the measured $(P) and [d$(P) jdP]p, for tin,
contain information about exchange and correlation in a
form which is useful and accessible to an experimental
study. The contributions to $(P) from the core states and
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from the valence-band states, at the phase transition and
as a function of P, are estimated. As an aspect of this
comparison of the measured with the calculated S(P), an
estimate is made of the Mossbauer isomer-shift calibra-
tion constant and of the change of the " Sn nuclear size
when a Mossbauer gamma-ray quantum is absorbed.
Also, we were interested to see whether a minimum in

p~(0) as a function of P, or of 1/V(P), would occur
within the pressure range of the present study.

II. HIGH-PRESSURE ISOMER-SHIFT EXPERIMENTS

The Mossbauer isomer shift for tin is described by the
relations"

S(P)=(2'/3)(c/Er)Ze h(r )gbpp(0)

(lb)

(lc)

Here, c is the velocity of light, Er is the energy of the
Mossbauer y ray, Ze is the nuclear charge, and ht,'r2) is
the change of the nuclear mean-square charge radius
which occurs when the resonance y ray is absorbed. pp(0)
is the electron density at r =0, viz. , at the center of a tin
nucleus at a pressure P. dpi (0} is the difference between
the total electron density at r =0 within a tin nucleus in
the Mossbauer absorber at a pressure P and this electron
density at a selected reference pressure Q. g is the factor
by which we multiply Lips (0) to obtain the difference of
the electron densities averaged over the nuclear volume. a
is the Mossbauer isomer-shift calibration constant. In the
following, we will use Q =90 kbar as the reference pres-
sure. g will be found to have a value g =0.975. The
measurements were made at ambient temperature,
294—298 K.

A. The metallic tin Mossbauer absorber

There are several experimental reasons why metallic tin
is suitable for this study of S(P) in which a diamond an-
vil high-pressure clamp was used. Among the elements,
tin is relatively highly compressible ' and has a phase
transition within our pressure range. With its compara-
tively large cross section for the recoilless radiation pro-
cess)i Sn is one of the better elements for Mossbauer
isomer-shift measurements. The quadrupole splitting of
the Mossbauer spectrum is small 24'~5 only of the order of
the natural line width. This is helpful because a large
quadrupole splitting, in the presence of the pressure gra-
dients which may occur in the high-pressure cell, could
make it more difficult to measure S(P}. As a result of
the above, even with the quite small Mossbauer absorber
sample size that is available with a diamond high-pressure
clamp, it was possible to measure S(P} with a relatively
small statistical error.

B. The diamond anvil cell

The diamond anvil cell which we have used for these
measurements is similar in design to a cell described by
Block and Pierrnarini. All components of our cell were
fabricated from the maraging steel, Vascomax 300. The

diamonds used in this work ranged in size from —,
' to —,

'

carat and were of the standard brilliant cut. An anvil
high-pressure face was prepared by polishing off the culet
of a diamond to give an anvil face diameter in the range
of about 0.75 to 1.00 mm. We obtained pressures to 195
kbar with diamonds with anvil face diameters near 1.00
mm. To obtain higher pressures, smaller anvil face diam-
eters were used.

The tin Mossbauer sample was contained in the central
hole of a gasket, about 0.05 to 0.1 mm thick, which was
clamped between diamond anvils. The gasket hole ranged
in size from about 0.2 to 0.45 mm. The tin sample was in
the form of a small disk which was cut, or punched, to fit
the gasket hole closely. The tin sample thickness was in
the vicinity of 0.01 to 0.03 mm. In most cases, the sample
was prepared from tin of the naturally occuring isotopic
abundance, although, in several cases, a sample containing
96% "Sn was used. A 4:1 methanol-ethanol or a 16 3 1

methanol-ethanol-water mixture was used as the
pressure-transmitting medium.

The above gasket served two purposes. It served to
contain the tin sample at high pressures, and it also served
as a collimator for the 23.9 kev "9Sn Mossbauer y rays.
For the latter purpose, it was essential to use a gasket ma-
terial of high-electron density. W, Mo, and Re gaskets
were successfully used. Re was perhaps the best gasket
material. Of these elements, it has the highest atomic
number and density. Also, under pressure, Re seemed to
bond to the diamond anvil faces to some degree, and, in
comparison with W or Mo, the gasket hole diameter in-
creased but little as the pressure on the sample was in-
creased.

C. Pressure measurements

P =3808I [b A(P)/(6942 A)+1] —1I kbar . (2)

Near or below about 100 kbar, the pressures measured at
the several ruby chips agreed within a few kbar. Near 300
kbar, the agreement was within a range of about 10% of
P, or better. The average of the pressures measured for
the several chips was assumed to describe the pressure in
the cell.

D. Mossbauer measurements

The Mossbauer measurements were made with an ap-
paratus which was closely similar to equipment which we
have described previously. ' In each experiment, a mea-
surement of the six-line spectrum of a-iron was made
simultaneously with the measurement of the Sn

The pressure in the sample chamber was measured by
the ruby fluorescence method. Several chips of ruby,
about 0.025 mm in size, were placed in the gasket hole
along with the Sn sample and in the pressure transmitting
medium. The pressure was measured at each ruby chip
A He-Cd laser was used to excite the red ruby emission
lines, and the wavelength shift with pressure of the 8 i
line, hA, (P), was measured. Pressures were then obtained
from the formula of Mao et al. With hA, (P) in
Angstroms,
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Mossbauer spectrum. This provided a precise velocity
calibration, individually, for each tin spectrum measure-

ment. For the Sii spectra, calcium stannate Mossbauer
sources with activities of 0.7—4 mci were used. Depend-

ing on various factors, the tin y ray counting rate was

20—60 sec '. The counting time for a measurement of
S(P) was one to two weeks. Both the tin and the a-iron
spectra mere analyzed mth a least-squares Lorentz curve
fitting computer program. ' ' A single Lorentz line-

shape function was fitted to each individual Fe line. The
Sn spectrum consists of an unresolved quadrupole pair of
absorption lines. 2 We fitted a single Lorentz line-shape
function to the data for this unresolved quadrupole pair.
The velocity corresponding to the center of this single fit-
ted Lorentz line function, when suitably corrected for
geometry effects, was taken to describe the tin isomer
shift.

E. Corrections to the measured data
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III. DATA FROM THE HIGH-PRESSURE
ISOMER-SHOD MEASUREMENTS

The results of our measurements of the pressure depen-
dence of the isomer shift for the element tin are shown in
Fig. 1. The results of Panyushkin" are also shown. The
agreement between his results and ours is within the sta-
tistical errors.

A weighted least-squares fit of a straight line was made
to our five lowest pressure S(P) points for the lower-
pressure Sn-I phase, and to six of our points for the
higher-pressure Sn-II phase. These points are well
described by

S(P)=S(0)+(dS/dP)OP . (3a)

For the lower-pressure or Sn-I phase, and for our five
points at or below 62 kbar, the fit gave

S(0)=2.508+0.006 rnm/sec,

(dS/dP}0 —0.00177+0.000——22 mm/sec/kbar .
(3b)

For the Sn-II phase, and for our six points at or be-
tween 124 and 230 kbar, our measurements gave

S(0)=2.728+0.019 mm/sec,

(dS/dP)0 —0.000243+0.000——095 inm/sec/kbar .

We wish to obtain the value for the change in the iso-
mer shift across the 92 kbar phase transition M(92).
From the isomer-shift results given in Fig. 1, including

We have made estimates of possible corrections to this
measured isomer shift due to the second-order Doppler
shift, ' and due to the pressure dependence of the splitting,
and relative line intensities, of the components of the
quadrupole pair. i We find that the corrections to the
measured isomer shift, above, due to these effects, may be
expected to be smaller than our error of measurement of
about 0.01 to 0.02 mm/sec. We have not applied these
corrections to our measurements.

l l

800 200
PRESSURE (kbur)

l

500

FIG. 1. This figure shows the measured Mossbauer isomer
shift for tin as a function of pressure for 0 &P & 310 kbar. The
data shown include our measurements and those due to Pan-

yushkin (Ref. 11). The figure also shows the results of our cal-
culations of the tin isomer shift, see text and Table I. In these
calculations, the electron density at the center of the tin nucleus
was calculated by the RAPW method for the Kohn-Sham, the
Hedin-Lundqvist, and the Slater treatments of the electron
many-body interaction. It was found that, for the change of
phase at 92 kbar, the calculated change of electron density at the
tin nucleus had only a weak dependence on which of these three
descriptions of the many-body interaction was used. Using this
fact, together with the measured change of the isomer shift
across the phase transition, it was possible to obtain a value for
the Mossbauer isomer-shift calibration constant, (u) =0.072QO

mm/sec. With this (a ), we were then able to compare the mea-
sured and the calculated pressure dependences of the isomer
shift for tin for pressures away from the phase transition (see
text}. The lines which connect the calculated points are there to
lead the eye.

the results of Panyushkin, "we obtain

b,S(92)=0.32+0.02 mm/sec (4)

for this change in the isomer shift. %'e mill use this result
to obtain a value for the Mossbauer isomer-shift calibra-
tion constant a of Eqs. (1).

IV. CALCULATIONS OF THE ELECTRON
DENSITY AT THE NUCLEUS

The results of our RAPW calculations' of the electron
density at the tin nucleus are given in Table I, and the cal-
culated S(P} are compared with the above isomer-shift
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TABLE I. Electron density at the tin nucleus pp(0) calculated as a function of pressure in a RAPW model using a KS, HL, or SR

model for the electron-electron interaction. See text Secs. IV C and IV F. To obtain an electron density, add the number from column

1 to a number in the same rom from columns 2—8.

3.512

30

3.451

Pressure {kilobars)
60 90 98
%igner-Seitz radius (atomic units)

3.398 3.353 3.337 3.263

335

3.185

190434.619

77.86

19051248

0.000(5)

0.00{5)

0.00(5)

0.651(5)

—1.60(5)

—0.31(5) —0.80(5) —0.95(5) 3.69(10)

Electron density at the nucleus, pp(0), (atomic units) (Kohn-Sham)
Core

0.224(5) 0.443(5) 0.801(5}
Valence

—1.24(5) 2.88(10)

1.198{5)

2.26(10)

3.46(10)

1.664{5)

2.22(10)

3.89(10)

190438.611

78.81

190517.42

0.000(5)

0.00(5)

0.00(5)

0.648(5)

—0.58(5) 2.72(10)
Total

—0.35(5) —0.88(5) —1.10(5) 3.52(10)

Electron density at the nucleus, pp(0), (atomic units) (Hedin-Lundqvist)
Core

0.223(5) 0.442(5) 0.799(5)
Valence

—1.32(5} —1.75(5)

1.199(5)

2.06(10)

3.26(10)

1.664(5)

1.97{10)

3.63(10)

191750.511

86.78

191837.29

0.000(5)

0.00(5)

0.00(5)

0,688(5)

1,85(10)—0.93(5)
Total

—0.74(5) —1.42(5) —1.84(5) 2.54(10)

Electron density at the nucleus, pp(0), (atomic units) (Slater)
Core

0.185(5) 0.369(5) 0.546(5)
Valence

—1.79(5) —2.38(5)

1.026(5)

0.84(10)

1.87(10)

1.441(5)

—0.28(10)

1.16(10)

measurements in Fig. 1. As we will describe below, the
calculated results include contributions due to the core
electrons.

In Fig. 1, three RAPW curves for S(P) are shown.
These RAPW curves correspond to approximate descrip-
tions of the electron many-body interaction in terms of
the KS, Hl. , or SR models. Apart from this difference in
the treatment of many-body effects, the three calculations,
Table I and Fig. 1, were made by the same RAPW com-
puter programs.

The RAPW programs which we have used for the cal-
culation of S(P) were developed by Krakow' and Joseph-
son' who used the RAPW energy-band treatment
described by I.oucks as their starting point. %e would
like to sketch some of the details of our calculations here.

In these calculations we have specified, in Sec. IVA,
the nuclear charge, radius, and surface thickness parame-
ters for a finite tin nucleus, and in Sec. IVB the crystal
structure and lattice parameters of tin as a function of
pressure. In Sec. IV C, the several models which we have
used for the description of the electron-electron interac-
tion are outlined, and in Sec. IV D, the muffin-tin poten-
tial used is described. Otherwise, apart from the descrip-
tion of the electron-electron interaction in Sec. IVC, the
calculated electron densities follow from the same RAPW
computer programs. ' ' '

p„(r)=KI1+e px[(r —ro)ls] J (5)

The nuclear half density radius was taken to be

ro ——5.3324 fm, and the surface thickness parameter was
taken to be s =0.5666 fm. K is a constant which was ob-

tained by the normalization of p„(r), Eq. (5), to 50e, the
total positive charge on a Sn nucleus.

B. Tin crystal structure as a function of pressure

We need information about the crystal structure of tin
as a function of pressure, below, in connection with
RAPW calculations of S(P). An x-ray diffraction study
of the crystal structure and of the T,P phase diagram of
tin has been made by Barnett et al. Their measurements
were made for the pressure range 0&P & 100 kbar, and
for temperatures in the range 298& T&773 K. Their
pressure measurements were based on measurements of
the lattice parameter of NaC1.

For a temperature of 298 K, in the pressure range
0&P &92 kbar, they found tin to have a body-centered
tetragonal structure with two atoms in the unit cell. This

A. Description of the finite tin nucleus

The nuclear charge density distribution p„(r) used in
these calculations is described by a Fermi distribution,
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is referred to as the Sn-I phase. They found the phase
transformation to a higher pressure Sn-II phase to be at
92 kbar. Sn-II has a body-centered tetragonal structure
with a basis of but one atom in the unit cell. In the Sn-II
phase they described two structure measurements made at
93 and 98 kbar.

In their study of the phase diagram, they found that
along the phase boundary between Sn-I and Sn-II, in the
Sn-II phase, the c/a ratio of the tetragonal cell was con-
stant within experimental error over the pressure range
from 39 to 98 kbar. No detailed crystal structure data are
available above 98 kbar.

In order to continue our RAPW calculations of S(P)
into the Sn-II phase to 310 kbar, we have calculated the
volume of the tin unit cell as a function of pressure from
the shock-wave data of Walsh et a/. i and of Al'tshuler
et a/. i In the absence of any other information, we ob-
serve that neither the unit-cell volume as a function of P,
nor our S(P) measurements, suggest a change of phase
for Sn between 98 and 310 kbar. The fact that Barnett
et a/. found c/a for Sn-II to be independent of P, within
error, along the phase boundary between Sn-I and Sn-II
from 39 to 98 kbar may indicate that c/a has only a weak
dependence on P for T =298 K and in our higher-
pressure Sn-II region.

At 298 K, in the pressure range of Barnett et a/. from
0 to 98 kbar, we have used their x-ray diffraction data to
obtain the crystal structure and lattice parameters of tin.
For the higher-pressure region, 98&P &310 kbar, where
structure data are not otherwise available, we have used
the results of Walsh et a/. and of Al'tshuler et a/. i to ob-
tain the size of the unit cell, and we have assumed tin to
have a body-centered tetragonal unit cell with a one atom
basis like that found by Barnett et a/. at 98 kbar. We
have taken the unit cell to have the same ratio,
c/a =0.911, as that which they found for Sn-II at 98
kbar, and we have assumed this c/a to be independent of
P for the region 98—310 kbar. We will assume the NaC1
pressure scale used by Barnett et a/. to be the same as the
ruby fluorescence scale of Mao et a/. which we have
used.

V; (r) = J[(3/n )pp(r)]'~— (6a)

where from Slater '

J=3/2,
from Kohn-Sham'

J=l,
(6b)

and from Hedin-Lundqvist

(6c)

C. Many-body potentials

The many-body local potentials V;(r) which we have
used are described by

J(x)=1+Bxin[1+(1/x)],
and with

8 =0.7734, x =r, /21,

r, = I3/[4npi (r)]] '~

where pi (r) is the total electron density at r and at the
pressure I'.

Equations (6) are examples of many-body potentials
which have been of interest. The Slater and the Kohn-
Sham potentials may represent extremes of potentials of
this kind. Our present purpose is to compare these and
the Hedin-Lundqvist potential with our high-pressure
Mossbauer data. In the present study of the sensitivity of
S(P) for tin to the description of exchange and correla-
tion, we may regard these potentials as covering a range

of strengths. In this context, the SR potential is the

strongest, and the Kohn-Sham potential the least strong
of the three.

D. Dirac-Hartree-signer-Seitz muffin-tin potential

In RAP%' band-structure studies, calculations have
sometimes been based on an initial potential for the com-
ponent atoms of the solid which was obtained from a
solution of the Dirac equation, and in which free-atom
boundary conditions were used. The solution to the Dirac
equation was usually obtained in a self-consistent way,
subject to certain constraints. This initial free-atom po-
tential was then suitably modified to obtain the required
muffin-tin potential.

In the present RAPW calculations, we have obtained an
initial potential for the tin atom through the use of the
DHWSXC model. This procedure has much similarity to
the above method. In the DHWSXC model, '5 the solu-
tion to the Dirac equation for the component atoms of the
solid is also self-consistent within similar constraints.
The essential difference is that, in the DHWSXC model,
the wave functions and a total potential are obtained
within the Gnite volume V(P) of the appropriate Wigner-
Seitz sphere, of radius Rws(P), rather than for free-atom
boundary conditions in infinite space. Thus, the volume
per atom, or 1/V(P), which is the essential variable of
this study of S(P), is introduced through the initial poten-
tial at the first stage of the RAPW calculation. This
DHWSXC total potential was modified to obtain a
muffin-tin potential, as we will describe below.

%e would like to describe some details of the
DH%'SXC computer program here. For greater detail,
the reader is requested to refer to the DHWSXC paper,
Ref. 15. This program treats the atomic many-body prob-
lem in a self-consistent field approximation. The Dirac
equation is used to describe the motion of the individual
electrons. The self-consistent potential is chosen to be of
the Hartree type and provision is made for incorporating
exchange and correlation in the form of a local potential.
The local potential used was the KS, HI., or SR model as
described by Eqs. (6) above.

In a calculation of the wave functions and of the total
potential for an atom in this DHWSXC model, the
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Wigner-Seitz radius as a function of pressure Rws(P) and

the electron configuration of the atom must be specified.

Here

R ws(P) = [3V(P)/4ir]'~',

wh~~~ V(P) is the volume per tin atom in the solid at the
pressure P. A tabulation of the Rws(P) used is given in
Table I. In the following RAPW calculations for tin, the
DHWSXC total potential has been obtained for a 4d'0
core and an assumed 5s i~25p i &i valence ele:tron configu-2 2

ration. The slope of the large component of each of the
Dirac wave functions for the specified tin configuration is
required to be zero on this WS spherical surface at
Rws(P).

The wave functions around the origin, at r =0 and for
the first few percent of the nuclear radius, were obtained
through an analytic integration of the Dirac equation.
Beginning with these analytic results, a numerical calcula-
tion of the wave functions and of the total DHWSXC po-
tential was made at 249 radial points. The innermost
point for the numerical integrations was at a radius which
was a few percent of the nuclear radius ro, and the outer
point was at the Wigner-Seitz radius Rws(P).

These DHWSXC calculations were made to a self-
consistency of a few parts in 10 for all of the wave func-
tions, for the total potential, and for the eigenvalues. Evi-
dence for this self-consistency may be seen in the similar
behavior of the core electron densities at the nucleus for
the KS and HI. models shown in Table I. In that 50 elec-
trons have been included in the configuration for tin, the
total potential is that for a neutral tin atom.

For each pressure, and corresponding atomic volume
V(P) for tin, this program yielded wave functions and a
total DHWSXC potential which, within the constraints
indicated, are self-consistent including the core states.
This total potential has spherical symmetry.

In the construction of the muffin-tin (mt) potential, the
radius of the muffin tins r, was selected so that nearest-
neighbor muffin tins were in contact. The potential
within the muffin-tin radius was taken to be that obtained
in the above DHWSXC calculation. In the region exterior
to the muffin tins, the potential was taken to be a constant
equal to the average value of the DHWSXC potential
from r, (P) to Rws(P). In this model, a contribution
from the many-body potential is thus included in this ex-
terior region. As is usual in APW and RAPW calcula-
tions, there is a step in the muffin-tin potential at rm, . A
value for this step was obtained in the above calculation.

The DHWSXC treatment of the atom provides a way
to obtain a RAPW muffin-tin potential, and a set of core
wave functions, which within the constraints indicated,
have a self-consistency, and which also refiect the de-
crease of the Sn atomic volume as pressure is applied to
the tin metal. One ean then obtain an estimate of the
pressure dependent contributions to S(P) due both to the
valence (RAPW) and to the core (DHWSXC) electrons.

E. A value for g

In Eqs. (1), we need the value for g, the ratio of the
electron density averaged over the nuclear volume to this

density at r =0. Because the nuclear potential is dom-
inant near r =0, g will be nearly the same for the above
DHWSXG valence s states and for the RAPW valence-
band states. From the above DHWSXC 5s wave func-
tions, we obtain g =0.975 for tin.

F. Details of the RAP% calculation

In the IMPW method, ' the wave functions are
decomposed in terms of the angular-momentum quantum
number ~ inside of the muffin-tin radius, and in terms of
reciprocal-lattice vectors (RLV) autside. In the results
given in Table I and in Fig. 1, ~ was truncated at a=8
and 50 RLV's were used. The 50 RLV's were chosen
from a larger set as the 50 vectors closest to the point k in
k space for which the calculation was being performed.

Several tests of the convergence of the eigenvalues were
carried out for both the a and the RLV expansions. The
change in the eigenvalue for the point at the center of the
Brillouin zone was found to be about 10 Ry when the
maximum value of

~

a
) was increased from 5 to 10, and

also for an increase in the number of RLV's fram 50 to
98. We estimate that an error of this magnitude in the
eigenvalues will lead to numerical errors in the calculated
S(P) that are small compared to our experimental errors.

Calculations of energy eigenvalues were made at 75 k
points on an array of uniform density in an irreducible
part of the first Brillouin zone. This irreducible part has
a volume which is —,', of the volume of the first zone. 50
of these k points were entirely within this volume and, in
following calculations, had a weight of one, while 25 k
points were on an interface between two such volumes and
had a weight of 0.5. Thus there were, effectively, 62.5 k
points associated with this volume, or 1000 k points in
the first Brillouin zone.

Eigenvalues were calculated through an energy region
of about 1 Ry beginning at an energy slightly below the
bottom of the band and extending well above the Fermi
surface. For the above —,', of the first zone, and for Sn-I
at 30 kbar, for example, 343 eigenvalues were found.
These roots and their corresponding k vectors were or-
dered according to increasing energy.

In the reduced zone scheme, and for 1000 k points in
the zone, each (E,k) point will correspond to 2)&10
electron. In the Sn-I phase, with two atoms in the primi-
tive unit cell, one must account for eight electrons, and
for the Sn-II phase, with one atom in the primitive cell,
one must account for four electrons. Thus the Fermi en-

ergy will be in the vicinity of the 4000th root for Sn-I and
near the 2000th root for Sn-II in the above ordered se-
quences of the (E,k) states.

At each of the above (E,k ) states at or below the Fermi
level, the normalized RAPW wave function was then ob-
tained and the electron density at a tin nucleus for this
state was calculated. An estimate of the electron density
at the Sn nucleus due to the valence band was then ob-
tained by summing the individual densities for these
(E,k) states below the Fermi level. We estimate that the
numerical error in the RAPW valence electron densities
given in Table I, due to this approximate integration over
the Brillouin zone, is about 0.05ao for Sn-I and O. lao
for Sn-II. There is a small scatter of the calculated points
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for S(P) in Fig. 1, which comes mostly from this approx-
imate integration.

The electron densities at the nucleus given in Table I
are values calculated at r =0. The total values given there
for the core states are sums of the values for the core si&2
and p&~ levels obtained in the Dirac-Hartree-%igner-
Seitz-XC model, while the densities due to the valence
bands were those obtained from the above RAPW-model
calculations. The total electron density at the nucleus as a
function of pressure, including all of the core and valence
states, is given in Table I, and is described by pz(0).

V. PROPERTIES OF THE CALCULATED
MOSSBAUER ISOMER SHIrT S(P)

When graphs of the calculated total electron density at
the nucleus, pr(0), were made versus pressure, it was
found, as expected, that these total densities increased in

going from the Kohn-Sham to the Hedin-Lundqvist to
the Slater model for the description of the many-body
electron interaction. The Mossbauer effect cannot mea-
sure the total electron density at the nucleus, however, but
it can give a measure of changes in this density.

A. The Mossbauer isomer-shift cahbration constant e

We have used the calculated change of this electron to-
tal density across the 92-kbar phase transition A@92(0) to-
gether with dS(92), Eq. (4}, to obtain a value for the
Mossbauer isomer-shift calibration constant of Eqs. (lb)
and (lc). The three calculated values for +9~(0), in
atomic units, Table I, are 4.64, 4.62, and 4.38ao, where

ao is the first Bohr radius. With g =0.975, these results

give values for a of 0.071, 0.071, and 0.075ao mm/sec.
These three values for a are somewhat different in nature
in the sense that they are based on different models for
the electron many-body interaction. In comparison with
our experimental errors in the measurement of S(P), how-

ever, they will be seen to cluster fairly closely. In order to
display this clustering clearly, and in order to compare the
calculated pr(0) for the KS, HL, and SR models with the
measured S(P) in Fig. 1, we need to select a specific a
value. For this purpose of comparison and display, we

have used the average of the above three a values, viz. ,

(a) =0.072ao mm/sec . (7)

We have not given an error for this (a) value for we have
no adequate estimate, for example, of the errors intrinsic
to the RAPW model. If all of the error were associated
with the measurement of M(92), Eq. (4), the error for
(a) would be +0.005@0mm/six;.

The average (a), Eq. (7), is quite close to the value
0.0726ao mm/sec given by Antoncik, ' but is less than
the value obtained by Rogg wilier and Kundig,
a =0.0925+0.01a0 mm/sec. If we were to suppose an er-
ror of about 10% in our calculated electron densities at
the nucleus, the error bars for our (a) and for the
Roggwiller and Kundig a value would overlap. %e
have used (a) of Eq. (7) in Eqs. (lb) and (lc) in the com-
parison of the calculated pr(0) of Table I with the mea-
sured S(P) in Fig. 1.

A value for the nuclear size change b, (r ) can be ob-

tained from the value for (a ) of Eq. (7) and from the for-
mula for the isomer shift, Eqs. (1}. We obtain

b,(r )=0.0055 fm (8)

Either the Antoncik or the Roggwiller and Kundig a
value would give a quite similar value for 6(r ).

We note that the value for the Mossbauer isomer-shift
calibration constant (a) is obtained from the measured
change of the isomer shift across the 92-kbar phase transi-
tion, and that this (a) is then used in the comparison of
the calculated S(P) with the measured $(P) data for pres-
sures away from the phase transition. The experiment is
thus internally calibrated, and, in a sense, we compare the
step of the isomer shift at the phase transition with the
behavior of S(P) for other regions of P.

B. The reference pressure Q

Since the Mossbauer effect does not measure the total
electron density at the nucleus, but only changes in this
quantity, we may subtract suitable densities from the den-

sities given in Table I such that the calculated $(P) for
the KS, HL, and SR models may be fitted to the mea-

sured S(P) at one selected pressure value. We have

chosen to fit the three calculated S(P}curves to the mea-
sured data at 90 kbar. This is the reference pressure,

Q =90 kbar, of Eq. (lc). In this way, the clustered values
of the calculated M(92) at the phase transition, for the
KS, HL, and SR models, have been displayed and com-
pared with the measured S(P) in Fig. 1.

Because of this curve-fitting procedure, the calculated
90-kbar point S(90) acts as a kind of "pivot-point". The
curve calculated for the Slater model lies above the KS
and HL curves below 90 kbar, but lies below the latter two
curves for pressures above 90 kbar. The $(P) curves cal-
culated for the KS and HL models group relatively close-

ly together.

C. Calculated slope of S(P):
Comparison of RAP%' and DH%'SXC models

The [S(90)—S(0)] in Sn-I and [S(335}—S(98)] in
Sn-II, calculated in the RAPW model, Table I and Fig. 1,
are found to be increasingly negative the stronger the
many-body potential, viz. , for the sequence of interac-
tions, KS, HL, to SR.

In earher studies, 5 as described in Sec. I, we found
that [dS(P)ldP]0 calculated in the DHWSXC spherical
model was sensitive to the potential, Eqs. (6), used to
describe the many-body interaction. For the DHWSXC
model also, fdS(P)ldP]0 was found to be increasingly
negative for this sequence of interactions, KS, HL, to SR.

Our present RAPW calculations of S(P) are based on
DHWSXC muffin-tin potentials. Our earlier DHWSXC
and the present RAPW calculations of S(P) are thus re-
lated, and the results for S(P) and for [dS(P)/dP]0 for
the DHWSXC and RAPW models are found to have a
qualitative similarity. The OH% SXC model cannot
describe the 92-kbar phase transition, but, in the RAP%
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model, a description of hS(92) for the phase transition is

obtained.
Although the valence contribution is dominant, Table I,

the core and the valence electrons are found in the model
to make comparable contributions to the slope of $(P).
These contributions tend to be of opposite sign. With in-

creasing I', the core electrons move toward, and the
valence electrons away from the nucleus. Because the
core and valence electron contributions are found to be
comparable, $(P) for tin must be calculated in all-

electron treatment, as we have done in an approximate
way here.

pressure is increased to 335 kbar, this density decreases by
about 2ao or less, a change of a few percent. On the
other hand, the bulk density has increased by over 30%
for this pressure range. This behavior is a strong depar-
ture from that of a free-electron gas, but is qualitatively
like the result suggested by the DH%SXC model, Sec. I.
In this sense also, we may say that the slope of $(P) with
increasing P is small for tin. In contrast to tin, for metal-
lic gold near zero applied pressure, the electron density at
the nucleus is approximately proportional to the bulk me-
tallic density.

F. Existence of a minimal in S(P) as a function of P

D. ( E,K ) dependence of the slope
of $ (P), and the ground state

We have calculated the pressure derivative of the elec-
tron density at the nucleus near zero applied pressure
[dp(E, k,P, r)/dP]0 at r =P =0 for each of the individual
(E,k ) points obtained above in eigenvalue calculations for
the irreducible part of the Brillouin zone. We find that
this density derivative is less than zero for (E,k) states
near the bottom of the band structure, but is greater than
zero for states near the Feist.i surface. 's

Our result that the derivative [dp(E, k,P, r)/dP]0&0
for states near the Fermi surface is in q~)itative accord
with the Knight-shift measurements of Matzkanin and
Scott.3s In that our present treatment of the Fermi sur-
face is not sufficiently detailed, we have not sought to
make a calculation of the Kmght-shift result here.

In an integral of the above [dp(E, k,P, r)/dP]0 over the
band states at and below the Fermi level to obtain an
RAPW value for [d$(P)/dP]0, the positive contributions
from the states in the upper region of the band will cancel
with negative contributions from some of the states in the
lower part of the band structure, and the dominant contri-
bution to [d$(P)/dP]0, which is negative, Eqs. (3), will be
found to be due to states in the lower region of the band.
In this way, one may understand the q~~&itative similarity
of the [d$(P)/dP]0 calculated in the RAPW and
DHWSXC models. The energies of the DHWSXC model
states and of the RAPW states at the bottom of the band
are similar, and, in both models, [d$(P)/dP]o is due to
this ground-state energy region. The RAPW model gives
a much better description of the measured $(P} and of
f d$(P)/dP]0, but the DHWSXC model for the ground-
state region gives appreciably similar results to those of
the RAP%' model.

E. Is the slope of S(P) "large" or "small"7

In Sec. I, we have suggested that the slope of $(P) was
"small" or comparable to the changes of [d$(P)/dP]r for
the sequence of many-body potentials, KS, to HL, to SR.
For both the earlier DHWSXC work, and the results of
the present RAP& calculations shown in Fig. 1, this is
found to be the case.

We may compare the percentage change of the valence
electron density at the tin nucleus to the percentage
change of the bulk density as the pressure is increased.
From Table I, the calculated valence electron density at
the nucleus is near 80ao at zero pressure. %%en the

Earlier estimates of $(P}for Sn which we have made in
the DHWSXC model' suggested that in the vicinity of
300 to 600 kbar, $ (P) would have a minimum, Sec. I, and
begin to increase, rather than to.decrease, for a further in-
crease of P. Apart from the increase of $(P) at the 92-
kbar phase transition, the results of Fig. 1 show that the
measured $(P) decreases with increasing P in both the
Sn-I and the Sn-II phase, and is still decreasing with in-
creasing P near 310 kbar. A minimum in $(P) was not
found within our pressure range.

G. Self-consistency

Our RAPW calculations have not been made fully self-
consistent ' for the core and valence-band electrons.
Our present RAPW calculations of $(P) have a degree of
self-consistency, however. This is due to the fact that the
muffin-tin potential and the core wave functions, on
which the calculations are based, were obtained from the
DHWSXC model. Within the constraints indicated, the
DHWSXC model is self-consistent for all electrons within
the entire atomic or WS volume V(P} that is appropriate
to tin at the particular pressure P.

H. Use of $(P) measurements in the study
of the many-body interaction

The results of Fig. 1 show that, in our present applica-
tion of the RAPW model, the differences between the
$(P) curves calculated for the KS, HL, and SR models
are comparable to or larger than our experimental errors
in the measurement of $(P) and of [d$(P)/dP]0 for both
tin phases. These differences are found to increase as the
calculations are extended to higher pressures and Sn elec-
tron densities.

Within the limits of our present study, these results in-
dicate that the slope of $(P) for Sn is sensitive to the
strength of the potential used to describe many-body ef-
fects. In comparing the calculations with experiment, the
effective, or useful, sensitivity will be greater, the wider
the pressure range covered by the measurements and cal-
culations. This sensitivity may be helpful in further stud-
ies of the KS, HL, SR, and possibly other models for the
electron many-body interaction.

1. The many-body potential, V;(r)

In comparing the three calculated $(P) curves with the
experimental data in Fig. 1, the curve for the SR model is
found to fall somewhat closer to the measured points than
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the curves for the KS or HL models. This agreement is
fairly close for pressures at and below the phase transi-
tion. Above the phase transition, all three calculated
curves depart from the experimental data to an increasing
extent.

%e have given arguments above that the relative slopes
of the calculated S(P) curves are sensitive to the descrip-
tion of exchange and correlation used in the calculations.
The slopes of all three curves for S(P) will also be affect-
ed together, simultaneously, to some degree by the ap-
proximations made in the RAPW band-structure model.

It is usually expected that the KS or HL model should
give a better description of band-structure properties than
the SR model. The fact that the SR model gives a some-
what better agreement with experiment than the other two
interactions considered here may be related to the fact
that the RAPW band-structure model is itself approxi-
mate in nature.

VI. OTHER RESULTS

Insofar as we are aware a muffin-tin potential, con-
structed from a DHWSXC potential, has not been ex-
plored previously in band-structure studies. In Fig. 2 we
show the energy band structure for tin for a pressure of 30
kbar. These curves were calculated with the Slater in-
teraction from a DHWSXC —muffin-tin potential. The
energy bands obtained are quite similar in structure to re-
sults which have been obtained previously by Craven
who used an empirical pseudopotential method, and by
Ament and Vroomen who used the RAP% method.
Our determination of the Fermi energy is relatively crude.

FIG. 2. The upper curves show the calculated energy band
structure for tin in high-symmetry directions. These RAP%
calculations were made with the Slater treatment of the many-
body interaction, for Sn-I at a pressure of 30 kbar. The lower
part of the figure shows the Sn-I Brillouin zone and indicates
the high-symmetry points and directions (see text).

We note, however, that we obtain a Fermi energy of 0.82
Ry for the KS interaction at zero applied pressure. This
may be compared to the value found by Craven of 0.77
Ry and to that obtained by Ament and Vroomen of 0.83
Ry. Our value, which is also based on the RAP%
method, is close to the latter result.

The electron density ratio p5, (0)/pq, (0) has been mea-
sured by Bocquet et aI. ' by conversion electron spectros-
copy. They obtained a value for this ratio of
0.108+0.003. Using the DHWSXC model to find p4, (0)
and the RAPW model to find p5, (0), we obtain values for
this ratio of 0.100, 0.101, and 0.109, respectively, for the
KS, HL, and SR models. The range of our calculated
values is comparable to the error in the measurement of
this ratio but perhaps the SR model is somewhat favored.
This would be consistent with the results of Table I and

Fig. 1.

UII. SUMMARY

A measurement of the Mossbauer isomer shift S(P) has
been made for the element tin as a function of pressure
for the range 0 &P & 310 kbar. The bulk density of tin in-
creases by about 30% for this pressure range. RAPW cal-
culations of the electron density at the nucleus have been
made for this range of pressure. In these calculations the
electron-electron interaction was described in the Kohn-
Sham, the Hedin-I undqvist, or the Slater model.

It was found that the calculated change of electron den-
sity at the nucleus across the 92-kbar phase transition, in
comparison with our experimental errors, had only a weak
dependence on which of these models was used to describe
the electron many-body interaction. Thus a value for the
Mossbauer isomer-shift calibration constant (a )
=0.072ao mm/sec was obtained. This value is indepen-
dent, within a few percent, of the model KS, HL, or SR,
used to describe many-body effects. This (a) is in fair
agreement with other recent results for tz. With this value
for (u), it was possible to compare the RAPW calcula-
tions of S(P) with the isomer-shift measurements as a
function of pressure.

Because (a) is obtained from the change of the isomer
shift of tin at the phase transition, the experiment is inter-
nally calibrated. Thus, in a sense, we compare the change
of isomer shift across the phase transition with the
behavior of S(P) at other pressures.

Complete crystal-structure data are not available for
our entire pressure range, but, using the information that
is available, the RAP&-DH%SXC model provides an ap-
proximate description of the measured S(P). We find
that, away from the phase transition, this calculated iso-
mer shift has a significant dependence on the model used
to describe many-body effects. The RAPW-DHWSXC
calculations are also compared with some other measure-
ments and observations.

For our approximate RAP%-DHWSXC calculation,
the S (P) curve calculated in the Slater model falls some-
what closer to the data than the other curves. In making
further, possibly fully self-consistent calculations of S(P),
additional crystal-structure data for the high-pressure Sn-
II phase would be most helpful. Because core and valence
electron contributions to S(P) are found to be of similar
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magnitude, a further calculation of S(P) for tin should be
fully self-consistent for all of the electrons. Because S(P)
depends on the electron density near the nucleus where
electron velocities approach the velocity of light these
self-consistent calculations must be fully relativistic.
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