
PHYSICAL REVIEW 8 VOLUME 33, NUMBER 1

Ordering in ferromagnets with random anisotropy
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We summarize and extend our study (using real-space response and correlation functions) of the

properties of a continuous-symmetry ferromagnet with random anisotropy, distinguishing between

the cases of weak and strong random anisotropy. For the weak-anisotropy case we find three dif-

ferent magnetic regimes, according to the strength of the external magnetic field H. In zero H, the
net magnetization is zero, although the ferromagnetic correlation length (FCL) is large. We call a
ferromagnet in this first regime a correlated spin glass (CSG). It has a very large magnetic suscepti-

bility, and hence a relatively small coherent anisotropy converts it into a nearly typical ferromagnet-

ic domain structure. Also, a relatively small magnetic field nearly aligns the CSG, producing the
second regime, which we call a ferromagnet with ~andering axis (FWA). The FWA is a slightly

noncollinear structure in which the tipping of the magnetization with respect to the field varies over

the system. The tipping angle is correlated over a (field-dependent) correlation length which is

smaller than the FCL of the CSG. As the field increases the correlation length in the FWA de-

creases, until the third regime is reached, wherein the tipping angles (which are smaller than in the
FWA) are completely uncorrelated from site to site. We obtain the magnetization or susceptibility

(as appropriate) for each of these three regimes. We also show that the temperature dependence of
the (single-ion) random anisotropy strength can provide a plausible explanation for certain classes of
reentrant phenomena and susceptibility cusps observed in magnetization studies, Neutron scattering
studies appear to be consistent with the predicted H ' dependence of the FCL in the FWA re-

gime, and display the expected rise of the FCL in the CSG regime as the random anisotropy
strength decreases with increasing temperature.

I. iNTRODUCTION

A. Defining the system

Imry and Ma' showed that random fields, no matter
how small, destroy long-range order for spatial dimension
d &4 in systems with a continuous symmetry order pa-
rameter and a bending energy density proportional to the
square of the gradient of that order parameter. They em-

ployed both real-space domain arguments and k-space
fluctuation arguments.

Since the paper of Imry and Ma, a considerable amount
of work has been done on that system and on the related
one (which will be the subject of this paper), where the
randomness is due to random anisotropy. To help define
the discussion which follows, consider the macroscopic
energy density

e= ,
' a(V;M„}(V';M„)———,' P„(M.n, ) —M H,

where the magnetization M is assumed to be of fixed
length Mo (determined by the temperature and short-
range exchange constants), the constant a is proportional
to Ja (where J is a microscopic exchange constant and a
is an interatomic separation), and the constant P, is pro-
portional to a microscopic anisotropy D, . The quantities

e, = ——,'P, (M N) (1.2)

where N does not vary. (Such a term could be due to
magneto-elastic effects caused by the tensile stresses
which inevitably occur during the process of preparing
amorphous ferromagnets. ) It is to be contrasted with the
case of single-ion random anisotropy [the second term in
(1.1)], for which the directions of the anisotropy axes are
correlated only over a length R, of several atomic spac-
ings a. (However, observe that R, »a for the random
anisotropy associated with a sample composed of po-
lycrystallites. ) The effects of including a coherent aniso-
tropy will be considered in Sec. IV.

Note that random fields correspond to a onefold axis,
and random anisotropy corresponds to a twofold axis. It

a and P, are taken to be fixed (although a is expected to
increase with the magnetic impurity concentration x, and

P„ is expected to decrease with the temperature T, as will
be discussed in Sec. VI}. The element of randomness
comes in when one permits the anisotropy axis n, to point
in arbitrary directions and to change significantly over a
spatial scale E,

For the initial discussion, we will neglect the possibility
of a coherent (i.e., nonrandom) anisotropy, such as, the
uniaxial form
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H, :—P,Mp, (1.4)

and to the coherent anisotropy term of (1.2) we associate
the coherent anisotropy field

H, =—P,Mp . (1.5)

When the random anisotropy is large (H„~H,„), each
spin is directed almost along the random anisotropy axis
at its site. A representation of the magnetic state as a set
of arrows ("arrow representation") would be the same as
for a spin glass (SG). The magnetic susceptibility X in
this case is very small (X-Mp/H, ), and only in a very
large magnetic field does reorientation occur, with the
spina pointing in the hemisphere defined by the field. The
system exhibits a finite coercivity and hysteretic behavior,
which was studied in detail by Callen et al. Collective
behavior is only a secondary phenomenon in this case.
(Note that in Coey's terminology this system is called a
speromagnet. )

When the random anisotropy is weak (H, &H,„), the
system displays clear remnants of its collective behavior
in the absence of random anisotropy. Early work for
d =3 was done by Alben, Seeker, and Chi, who em-

ployed Imry-Ma real-space domain arguments to obtain a
characteristic correlation length —R, (H,„/H, ) (over
which the spins retain a local ferromagnetic order}, and
the susceptibility of the system in the low-field limit. A
study by Pelcovits et al. employed renormalization-
group arguments to show that the random anisotropy de-
stroys the long-range order for d &4. Fahnle and Kron-
muller performed a k-space fluctuation study of the
transverse magnetization in the presence of a large field
H, establishing that for d =3 the square of the transverse

is straightforward to generalize to the case of a p-fold
axis, but it turns out that, within the phenomenological
approach employed here, little depends on p. (However,
the temperature dependence of the anisotropy is strongly

p dependent, see Sec. VI.} Therefore, the p =2 results
that we describe in what follows are appropriate (with

only minor changes) for any p. Another point to be men-

tioned is that the results do not depend strongly on the
number n of the spin components, as long as n ~2 (to
give the spins a continuous degree of freedom). Al-

though n =3 is the experimentally relevant case, many of
the results we describe have been obtained for n =2. Fi-
nally, we note that the spatial dimensionality d is quite
significant, because the response functions show a strong
dependence on d. Most of the results we will describe
have been obtained for the physically relevant case d =3,
but other dimensionalities will also be considered.

B. Properties of the system: Summary

It will be useful to introduce a few definitions which

permit us to associate a characteristic magnetic field with

each of the terms in (1.1) and (1.2). These definitions will

be useful for future reference. To the exchange term in

(1.1) we associate the exchange field

H,„—=aMp/R, , (1.3)

to the random anisotropy term in (1.1) we associate the
randoin anisotropy field

magnetization varies as H '~, and therefore that the
magnetization deviates from saturation as H '~ . This
paper implicitly assumed that H, ~~H,„and H,„&&H,
and thus did not apply for H,„&H. In the latter case, the
results of Ref. 4, predicting an approach to saturation as
H for large H„, also apply for small H, .

More recently, two of the present authors undertook a
study emphasizing weak random anisotropy, using the
real-space analog of the Imry-Ma k-space fluctuation ar-
guments. " This involved consideration of real-space
response and correlation functions, whose properties have
helped to further reveal the behavior of this complex and
rich system. The remainder of this section will be devoted
to summarizing what has already been learned from the
real-space correlation function approach, and to indicat-
ing new results that have been obtained in this paper.

In addition to confirming the semiquantitative calcula-
tions of the correlation length, susceptibility, and satura-
tion field for the low-field state, the real-space correlation
function approach has yielded the inacroscopic anisotropy
constant K (due to a rigid rotation of the spin system). "
If one assumes that the macroscopic rotation angle is a
valid dynamical variable (by which we mean that the sys-
tem actually undergoes a motion involving a nearly uni-
form rotation in the long-wavelength limit), one finds a
triply-degenerate set of normal modes, " quite similar to
those expected for an isotropic Heisenberg spin glass with
weak random anisotropy. ' ' This resonance frequency,
like the inverse of the susceptibility, the saturation field,
and the macroscopic anisotropy, varies as H, /H, „, a very
small quantity for (H„/H, „)«1. Because this system
has no net magnetization, but only a local ferromagnetic
magnetization which changes direction significantly as
one moves by a distance on the order of RF
-R, (H,„/H, ) [which we call the ferromagnetic correla-
tion length (FCL)], we have given it the name correlated
spin glass (CSG). Note that, like ordinary spin glasses
(whose three-dimensionality is due to random exchange
rather than random anisotropy, and whose correlation
length is of the order of atomic dimensions), the CSG also
is expected to have multiple energy minima which are
separated by rather small energy barriers.

It is clear that a moderate field H ~ H„where

4 3H, =H, /H, „,

produces a significant moment. Part of our earlier work
focused on the intermediate field regime, where the sys-
tem is characterized by an approach to saturation which
varies as H ' [because the spins tip from the field by an
amount 0- (H /H, )

'~ j. In this paper, we extend our
studies of the intermediate field regime, showing that (for
any perturbation) the system is characterized by the corre-
lation length R~-R, (H,„/H)'~. We characterize the
system in this intermediate field regime as a ferromagnet
with wandering axis (FWA). A semiquantitative argu-
ment is given which relates 8 and Rz. It has been predict-
ed that the FWA should support both a transverse and a
longitudinal resonance in ESR.'
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II. LO%-FIELD REGIME—
CORRELATED SPIN GLASS

A. Overview

When the random anisotropy is weak (H„«H,„), one
may estimate the ferromagnetic correlation length, RF,
for the zero-field case using the arguments of Refs. 1 and
6. From (1.1), when H =0, if the system is distorted over
the spatial scale RF, the energy density averaged over the
corresponding volume is approximately given by

e= —,
'

aMORF —,' p,MO(RF/R, )—(2.1)

C. Organization of the paper

This paper is organized as follows. In Sec. II we treat
the low-field (CSG) regime, first using semiquantitative
real-space arguments, and then employing quantitative
response function arguments. For simplicity we consider
d =3 and n =2, but the 1=3 and n =3 results are also
given. In addition to summarizing the nature and results
of this approach, we also discuss the complications associ-
ated with divergent response functions in lower dimen-
sionalities. In Sec. III we consider the intermediate-field
regime (F'WA), using both semiquantitative real-space ar-
guments and quantitative response function arguments.
The physical case of d =3 and n =3 is considered expli-
citly. In Sec. IV we provide a brief summary of results
for the large field regime, which is includai largely for
completeness. In Sec. V we consider the effects of uni-

form (or "coherent") anisotropy, showing that in the
intermediate-strength regime the spina "wander, " as in the
FWA, although the system does successfully mimic an or-
dinary ferromagnet in many ways.

In Sec. VI we point out that the anisotropy constant P,
is not, in fact, constant, but rather is expected to decrease
as the temperature is raised. This has significant implica-
tions for the interpretation of magnetization versus tem-
perature data, and may provide an explanation for certain
classes of reentrant phenomena and susceptibility cusps.
In particular, for the case of strong random anisotropy at
low temperatures, the decrease of anisotropy with tem-
perature could lead to a crossover from a inagnetic phase
with an SG-like arrow representation and a small magnet-
ic susceptibility (the speromagnet), to a CSG with a large
FCL and a very large susceptibility, which might be inter-
preted (incorrectly) as being an ordinary ferromagnet.
(One of the central themes of this section will be to show
how one determines whether or not one has a ferromagnet
with random anisotropy which is mimicking an ordinary
ferromagnet. ) For the CSG regime, neutron scattering
studies appear to support a temperature-dependent aniso-
tropy, and for the FWA regime they appear to support
the predicted H ' correlation length. Finally, in Sec.
VII we provide a summary and discussion, emphasizing
what roles the diverse experimental techniques of low-
field susceptibility, high-field magnetization, ESR, neu-
tron scattering, Mossbauer effect, and nuclear orientation
may play in elucidating the properties of ferromagnets
with random anisotropy.

Minimizing this leads to

RF-R (H /H, „) ~ (2.2)

This shows that 4 is the marginal dimensionality, above
which long-range ferromagnetic order is not destmyed .It
also predicts a large FCL for d &4. This estimate of the
FCL, however, can be applied straightforwardly only for
d ~ 2. As will be discussed in Sec. II8, the analytical cal-
culations encounter complications caused by divergent
Green functions. This point is not revealed in the above
argument, which implicitly assumes that only spins
within a radius RF contribute.

We now estimate the zero-field magnetic susceptibility
for the physically relevant case d =3. Then (2.2) yields

Rp-R, (H,„/H, ) (d =3) . (2.3)

From (2.1) and (2.3), the energy associated with the for-
mation of a FCL in d =3 is of the order of

MOD, (R /R ) -Mo(H„/H, „) . (2.4)

Now observe that the magnetization induced by a small
magnetic field is of the order of the tipping angle 58 to-
wards the field. Since the exchange and anisotropy ener-

gies are minimized for 58=0, their energy change on tip-
ping is proportional to (58) and the FCL formation ener-

gy. Thus, the total energy change due to tipping is ap-
proximately given by

5m= MOH58+—Mo(H, /H, „)(58)

and minimization gives

58-H/(H, /H, „) .

Thus, we obtain

g -M058/H -Mo/(H, /H, „),

(2.5)

(2.6)

(2.7)

which is very large. ' An immediate consequence is that
the CSG exists only for fields, such as,

H &Mo/g-(H„/H, „)=H, , (2.8)

where H, is defined in (1.6). A field stronger than H,
aligns the CSG, leading to the "F%A" state, which will
be treated in detail in Sec. III.

B. Analytical results

For 0 =0, analysis ' shows that the spin-spin correla-
tion function decays exponentially over the FCL, which
means that the magnetization undergoes smooth stochas-
tic rotations over the sample. The net magnetization is
zero, whereas the ferromagnetic order persists over
any length scale smaller than RF. There are no sharp
boundaries between the ferromagnetically ordered regions,
unlike the typical ferromagnetic domain structure in
which domains whose spins are aligned in opposite direc-
tions are separated by a thin domain wall. In fact, the
subdivision into ferromagnetic regions in the present case
has a somewhat arbitrary character.

In our previous papers "we called the above type of
magnetic order a correlated spin glass. A ferromagnet
can be converted into a multitude of different CSG struc-
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tures with the same FCI, by weak random anisotropies —a
situation typical for a SG. Note that although the spins
are ferromagnetically correlated over a FCL, an arrow
representation of the system as a whole is that of a SG,
which accounts for the name CSG.

For simplicity we consider the case n =2 (the planar
ferromagnet), for which it is convenient to introduce the
angles 8 and P via

M(x) =MD {cos8(x), sin8(x) j,
n, (x)= {cos]}[](x),sing(x}j .

(2.9)

(sin2$(x')sin2$(x")) = —,'exp( —~x' —x"
~
/R, ) . (2.10)

The specific form given here for the spatial decorrelation
of the anisotropy is chosen for technical convenience.

The random anisotropy is assumed to be correlated over

R, due to short-range structural order. This implies (on

averaging over the disorder) that the random angle P may
be taken to satisfy

Any other reasonable form with the same characteristic
length R, would be acceptable.

The dimensionless quantity (H, /H, „)appears in nearly
all subsequent considerations. In the case of weak ran-
dom anisotropy, it is small. Minimizing the energy func-
tional of (1.1) for H =0, we obtain

(H, /H, „)
7~8(x)= sin{2[8(x)—P(x)]j,

2R~
(2.11)

where the index d stands for the dimensionality of space.
At this point we should emphasize that, unlike Ref. 18,

we do not solve Eq. (2.11) by iterations. For zero field,
because we expect that there are an infinite number of
solutions, each with the magnetization undergoing smooth
stochastic rotations in all directions, we do not attempt to
produce any particular solution to (1.1), but rather, we
study the way in which correlations of the magnetization
fall off with distance. Therefore, we employ the d-
dimensional Green function G~(x) of the Laplace equa-
tion to rewrite (2.11) in integral form, and then proceed to
compute the angle-angle correlation function:

(H, /H, „)
[[8(x2&—8(xi )] ]= ~" I f [Gs[x2 —x') —Gd[ZI —x )][Gd(x~ —x")—Gq(x, —x")]

2R,

X (sin{2[8(x')—P(x')] j sin{2[8(x")—P(x")]j )d x'd x" . (2.12)

We first consider d =3 and d =4. The qualitative considerations given in the Introduction indicate that 8 decorrelates
over a much larger spatial scale (the FCL) than does P, so that, to lowest order in (H, /H, „)',

(sin{2[8(x')—]}]](x')]j sin{2[8(x")—]}I](x")]j )=(sin[2$(x')]sin[2$(x")] ) .

Substitution of (2.13) into (2.11) yields

,' (H„/H, „) (
i
x2——xi

~
/R, ) (d =3),

([8(x2)—8(xi)] ) =
', (H„/H, „) ln(—

~
xi —x]

~
/R, ) (d =4) .

We now employ the recent argument that the system under consideration satisfies the relation

(M(x2) M(xi)) =Mo exp{ ——,
' ([8(x2)—8(x])]'& j .

Provided that (2.15) is true, the magnetization correlation function can be expressed as

(2.13)

(2.14)

(2.15)

~oe"p{—Ixz —x] I /[8(H, /H, „) R, ]j (d =3),
(2.16}

RF S(H, /H, „) R, (n —=2, d =3) . (2.17)

The calculation for three-dimensional spins (n =3) gives

in agreement with the qualitative predictions of (2A). In
particular, Eq. (2.16) gives a power-law (rather than ex-
ponential) decay in the marginal dimensionality d =4.

We may define the ferromagnetic correlation length as
the characteristic distance over which exponential decay
of the correlations takes place. From (2.16) it is given by

a slight renormalization of the FCL: '

Rp ——, (H, /H, „) R, (n—=3,d =3) . (2.18)

This renormalization (16 going to 15) on going from n =2
to n =3 holds for many phenomena to be considered in
what follows. To make our results more convenient for
comparison with experiment, we hereafter present our re-
sults for the case n =3. Clearly, the specific value of n is
not significant except to produce a slight renormalization
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V'g8(x) —58 sin[8(x)]

( H„/H, „)
sin I 2[8(x)—P(x)]I,

2R,
(2.19)

of certain coefficients. Note that (2.4) is in qualitative
agreement with (2.17) and (2.18}.

Eqs. (2.17} and (2.18) give (H, /H, „)'"'=1—3 as a cri-
terion to distinguish between the weak- and strong-
anisotropy limits. As mentioned in the Introduction, the
case of strong anisotropy

(H, /H, „)& (H, /H, „)'"', RF -R,
was studied by Callen et al. This case will be discussed
in more detail in Sec. V.

To compute the susceptibility in the CSG regime, ' one
must include the magnetic field term in (1.1). This modi-
fies (2.11) so that it now reads

Treating the field as a perturbation, and looking for a
solution to (2.20) in the form

8(x)=8o(x)+58(x), (2.21)

where 80(x) is a solution to (2.11) [the H =0 version of
(2.19)],one finds that 58(x) satisfies

V', 58(x)= 5„'sin[8,(x)]

(H, /H, „)+ i cosI 2[8O(x) —P(x)] I58(x) . (2.22)
R,

Although sin t 2[8(x)—P(x )] J becomes correlated to
'(}'&8(x) through (2.19), we expect that cosI 2[8O(x)
—P(x)]] remains basically random. Therefore, to lowest
order in H it does not correlate to 58, and hence the
second term on the right-hand side of (2.22) may be
neglected. Thus, the solution to (2.22) is given by

where

5H =(H/H, —„)R,

58(x)=5H f de'6 (x —x')sin[8p(x')] .

From this the susceptibility is obtained from

(2.23)

X= ( Ma/H) (cos[8(x)) ~ = —(Mo/H) ( sin[80(x) ]58(x))

(Mo/H)5—H f d'x'G(x —x')(sin[80(x')]sin[80(x)) )

32Mp

(H, /H, „)
1 4

2P, (H, /H, „)
(n=2, d=3). (2.24)

1 15

2P„4(H, /H, „}

3

(n=3, d=3). (2.26)

The susceptibility given in (2.26) can be quite large. '6'

We now consider the anisotropy constant E for the
CSG state, with a view toward finding the normal-mode
frequencies in the lang-wavelength limit. ' In this case,
true n =2 spins have no dynamics, so our calculations
are only appropriate to n =3, where the frequency is
giVen by 12& 13&2 1

~=y(&/X) '~', (2.27)

where y is the gyromagnetic ratio. Rather than compute
E for the n =3 CSG, we will consider the n =2 CSG,
where we will only make an estimate. Specifically,

&=(& &/&8 ) =P„M (cos[2(8—y}))
-aM (8;8) -aM /R

MpH, Mp

H,„X (2.28)

(See also Refs. 6, 17, and 19.) Here we have employed the
relation

&sin80(x')sin80(x") & = i exp( —
~

x —x
~
/RF), (2.25)

which follows from (2.16). For n =3 and d =3 one can
show that

By way of contrast, note that E-H„/H, „ for spin

glasses; hence, the result embodied in (2.28) cannot be

considered to be an obvious one. ' ' ' ' Combining
(2.27) and (2.28) yields"

yMp yH,
CO

H„
(2.29)

For H, &&H,„ this can be very low, and one can question
that this mode can actually be observed, on a number of
accounts. First, the rotational degree of freedom associat-
ed with this mode may not be a dynamical one. Note
that, in the superficially similar case of the SG, the rota-
tional degree of freedom is defined by the state produced
exclusively by the exchange interactions, and the anisotro-

py is a perturbation; whereas for the CSG one must em-

ploy the microscopic anisotropy to produce the very three
dimensionality which makes the rotation a degree of free-
dom that is independent of the magnetization. (The dif-
ferent dependence of K on H, and H,„ is surely an indi-
cation of this difference. ) Another (and perhaps
equivalent) point is that, due to the inhomogeneous nature
of the CSG, the resonance might have a significant inho-
mogeneous linewidth. Moreover, this oscillation frequen-
cy is so low that homogeneous broadening (i.e., T& relaxa-
tion) may make the mode unobservable. For wavelengths
smaller than the FCL (k ' ~RF) the normal modes are
expected to be ferromagneticlike magnons with

y~pk
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(H„/H, „) ~x2 —x, ~'
ln

]xi —xi f

(2.30)

It should be emphasized that the divergence in (2.30) is
not due to the approximation leading to (2.13), but rather
to the logarithmically diverging Green function. This
divergence, familiar from electrostatics in d =2, signals
that the more remote spins enter Eq. (2.12) with larger
~eights. Thus, the spins under consideration are extreme-

ly sensitive to the directions of the spins at infinity, which
causes the system to be totally unstable. %'e believe that
for the same reason one finds divergent time-dependent
single-site spin-spin correlation functions.

The presence of coherent anisotropy, however, provides
a natural infrared cutoff in Eq. (2.30): the Bloch domain
wall width 5ii. Furthermore, because of the slow logarith-
mic divergence, even a very weak coherent anisotropy
(compared to actual experimental situations} restores the
Imry-Ma picture [cf., Eq. (2.4)] with an FCL
-(H, /H, „z) 'R, . This result does not contradict the
conclusion of Cardy and Ostlund that for p & 8, a pure
XY phase exists over a finite temperature range. Indeed,
at lower temperatures (where we expect a phenomenologi-
cal approach to be valid} they find only short-range corre-
lations of the magnetization. However, as pointed out by
Goldschmidt and Schaub, a vortex-unbinding mecha-
nism might be equally important for understanding the
low-temperature phase. We hope to extend our analysis to
finite temperatures, including the effect of vortices, else-
where.

As follows from Eqs. (2.12) and (2.13), when one em-

ploys the d =1 Green function (which varies as
~

x
~

),
the angle-angle correlation function diverges linearly with
the size of the system. A CSG with a FCL of
-(H„/H, „) 2~sR, is recovered in this case [cf., Eq. (2.4}]
by imposing boundary conditions in a very large but finite
system: for example, one can flx the spins at the
boundaries. However, the details of the system would be
very sensitive to the actual boundary conditions imposed
on the spins.

A similar idea has been exploited by Vinokur et al. '
However, the correlation function they find is not the true
spin-spin correlation function: although their y~ is
indeed the orientation of the ¹hspin in the chain of
%+1 spins, their approach allows all the preceding spins
to relax, in order to adjust to the spin which has been
most recently accounted for. Thus, their yo is not the ad-
justed orientation of the spin at the origin.

Finally, we remark that the above discussion of the
divergences which occur in lower dimensionalities is in

C. Ordering in lovrer dinensionalities

As shown in Ref. 9, and outlined in Sec. II A, d =2 is
the marginal dimensionality for the straightforward im-

plementation of the qualitative arguments due to Imry
and Ma. ' Using Gi(x) and the results of Sec. I, one finds
that the angle-angle correlation function diverges logarith-
mically in an infinite system. Specifically, for a system
of dimension L, we find that

( [8(xq) —8(x i )] } A. Overview

According to (2.8), in a field on the order of H„ the
system becomes nearly aligned. Clearly, the assumption
that the system has no significant moment is no longer
applicable for H &H„and thus we must turn to a new
analysis. In this case, it is appropriate to consider that the
system is basically aligned, with the random anisotropy
providing a perturbation about the aligned state. For the
intermediate field regime (H, &H &H,„), this phase re-
tains its alignment due to the combined effects of both the
applied field and the exchange energy. Nevertheless, the
system is not completely ordered, since the random aniso-

tropy causes the local magnetization axis to wander
slightly as one moves about the system. For this reason,
we describe the system in this regime as a ferromagnet
with wandering axis.

Thus, the FWA is a slightly noncollinear structure in
which the deviation of the magnetization with respect to
the field varies over the system. The deviation angle 8 is
correlated over a (field-dependent) correlation length Rz.
To see this, one minimizes the energy, which is written as
a sum of each of its three contributions, expanded about
the angle 8 made by the magnetization with respect to the
field, and with the characteristic scale over which the
magnetization varies taken to be R:

T

(M 8 ) ——,'(P,M 8)(R, /R)

+MoH8 /2 . (3 1)

The first and third terms give the increase in the exchange
and Zeeman energies due to the noncollinearity, and have
no terms linear in 8 because 8=0 will minimize each of
these terms. The second term gives the decrease in the
random anisotropy energy arising from the adjustment of
the local magnetization to the spatial fluctuations of the
anisotropy axis orientations; it has a term linear in 0 be-
cause its minimum is not at 8=0.

Since all three terms in 0 are coupled by the minimiza-
tion conditions, they are of the same order of magnitude.
Consideration only of the 8 terms in the exchange and
Zeeman energies thus leads to the characteristic length

1/2

H
=R.(H,„/H)'" . (3.2)

[Note that the result (3.2) is independent of the nature of
the perturbation to the system. ] As for R~ of the CSG,
RF also has the meaning of a ferromagnetic correlation
length because the F%A, although aligned along the field,

disagreement with the work of Villain and co-workers,
who predict a power-law decay in d =3. ' Such a de-
cay, possessing no intrinsic spatial scale, is in disagree-
ment with the Imry-Ma argument, which is generally ac-
cepted as giving the characteristic spatial scale for the de-
cay of correlations in these systems.

III. INTERMEDIATE FIELD REGIME:
FERROMAGNET VfITH %'ANDERING AXIS
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preserves a nearly rigid ferromagnetic order only over a
length on the order of RF. On the other hand, in the

preceding section on the CSG, the quantity equivalent to
RF was called 58, and it was not the ferromagnetic corre-
lation length for the CSG. Also, note that RF-RF for
H=H„but Rz&Rz for larger fields H. Thus as H in-

creases, Rz decreases. Vfhen R+ becomes comparable to
R„one has H =H,„, and for larger H the system main-

tains its stability about 8=0 dominantly due to the pres-

ence of the field.
The full minimization of (3.1) leads to (3.2) and the

characteristic tipping angle

8-(R./R,')'"(H, ja)
-H„j(a,'„a)'"-(a,ja)'" . (3.3)

O=MX =MX [—H —p, n„(M.n, ) —aV M] . (3.5)

In the intermediate field regime, for which

M~MOA+Mi, (3.5} becomes (on dropping the subscript
on n, }

(H, /H, „)MO
[V —(RF ) ]Mi -— i (Ci ),

R,
(3.6)

hnear system) is so much less complex. To include fiel
effects' we include the Zeeman term —M H in the ener-

gy functional (1.1). For sufficiently large fields, the devia-

tion angle 8 is small, which allows us to treat the problem
perturbatively. Minimization of (1.1}for n =3, subject to
the constraint that

I
M

I
=Mo, gives

The characteristic tipping angle 8 gives the magnetization
deviation via CJ (M[[ni MJ n~~)(M~~n~~+Mi ni)/Mo (3.7)

5M =(Mo/2)8 -MOH„/(H, „H)'

-M, (a,ja)'"
in the approach to saturation.

B. Analytical results

(3.4)

It solution is given by

MOH,
&

exp( —
I

x —x'
I /RF)

Mi(x) = d~x' (Ci) .
4 R.'H,„ Ix —x'I

(3.8)
It is much simpler to obtain exact results for the FWA

than for the CSG, since the starting point (a nearly col- From (3.8} it then follows that

'I

(Mi(x) Mi(x+y))= i d x'd x", „(CiCi') .MOH, exp[ —(
I

x —x'
I

—
I
x +y —x"

I
)/R~]

4~R ia,„ I
x —x'

I I
x +y —x"

I

(3.9)

If the anisotropy decorrelates over a distance R„ then it is reasonable to assume that the average on the right-hand side
of (3.9) amounts to its value for x'=x" times an exponential decorrelation factor:

(Ci Ci')= exp( —Ix' —x"
I
/R, ) .

15
(3.10)

[In writing this, we neglect a factor of (1—
I
Mi I /2MO), which we take to be nearly equal to unity in the intermediate

field regime. ] Then, since R, «R~, (3.10) permits us to set x"=x' in
I
x+y —x"

I
of (3.9). The integral over x" is

then straightforward, so that (3.9) becomes

M08,
( Mi(x) Mi(x +y) ) = 4',H,„

For y =0, (3.11) yields

16', d'x' exp[( —
I
x —»'

I

—
I
»+y —»'

I
) /RF]

15
I
x —x'I I» +y —»'

I

(3.11)

( IMi(x)I )=
4n.R,H,„

T ' 1/2
S=—M15 0

16nR, I exp[ —2
I
x —x'

I /RF]

Ix —x'I ~

(H, =H, /H, „)—
1/2

= —,', (a„ja,„)'" (3.12)

Thus, the magnetization deviation is given by
1/2

(5M/Mo)=—(Mo —M)/Mo- 2 ( I Mi(x)
I ) = —,', (H /H )

i
0

1/2
H,

15 H
(3.13)
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Reference 8 was the first to obtain an approach to satura-
tion going as H '~. However, Ref. 10 was the first to
establish that this behavior is true only for weak random

anisotropy, and that (3.13}applies only in the intermediate
field regime. This approach to saturation has been ob-

served in recent experiments, after the ever present back-
ground term linear in H was subtracted from the data. 0 i'

Note that for 1=3 and n =2, the factor of 15 in (3.13) is

replaced by a factor of 16.' The analysis for d =2 and

n =2 is given in Ref. 24, where it was found that for the
intermediate regime the approach to saturation goes as
0-', rather than as 0-'~'.

Note that it follows from (3.13) that the differential
susceptibility in the FWA regime is given by

X=aM/aH = H„
(3.14)

3o (H,„H)'"

The interplay of the different parameters (random an-

isotropy, coherent anisotropy, exchange stiffness, magnet-
ic field, and short-range structural order) is studied in de-

tail in Ref. 16. In Fig. 1 we present a typical magnetiza-
tion curve for a ferromagnet with weak random anisotro-

py, as follows from Eqs. (2.26) and (3.13), assuming that
(3.13) holds throughout the FWA regime.

For y&0 (3.11) can be employed to provide a detailed
rationale for the FWA terminology. First, note that the
first exponential in (3.11) makes

~

x —x'
~

&RF. Thus,
for y & Rz, the second exponential in (3.11) forces
(Mi(x) Mi(x+y)) to fall off as exp( y/RF). H—ence
(3.11) and (3.12) yield that the transverse magnetization
correlation satisfies

( Mi(x) Mi(x +y) )

(
~
MJ (x)

~
)exp( —y/RF) (R, &&RF) . (3.15)

Clearly, Eq. (3.15) implies that true ferromagnetic order
holds only over a field-dependent correlation length R~.
As was mentioned in the Introduction, the F%A has some
similarity to the CSG, in that the spin adjustments to the

spatial fluctuations in the orientations of the random an-

isotropy axes are of great importance. In the FWA each
individual spin does not "feel" its individual random an-
isotropy, as is also the case for the CSG.

IV. LARGE-FIELD REGIME

5M/Mo ,', [H——„/—(H+H,„)] (H,„«H) . (4.1)

We repeat that (4.1) is also true when the random aniso-

tropy is strong relative to exchange (H, »H, „), so long
as it is still weak compared to the field. ~ This is not
surprising, since in both cases we deal with what is essen-

tially a single-site problem.

V. EFFECT OF COHERENT ANISOTROPY

We now consider the effects of coherent uniaxial aniso-

tropy [Eq. (1.2}]. Noting that H, (M N)N is like an ap-
plied magnetic field, and that for H, =0 and H &H, the
system is a CSG with M =XH, it is clear that for H =0
and H, &0, the system is a CSG whose "arrow represen-

tation" is skewed toward both +N and —N, and has no
net magnetic moment. In the presence of a field H &H,
along, say, +N, one has a skewing of the CSG toward

+N, due to H, but H, still tends to skew both +N. Thus
for the case of weak random anisotropy and
(H+H, ) «H, one has a CSG with magnetization ap-
proximately given by

In the large-field regime (H &H,„), the noncollinear
structure closes even further toward the field: each spin is
only slightly tipped from the applied field by the (random)
anisotropy at its site. The tipping angle is then of the or-
der of H, /H and, hence, the magnetization deviation in
the approach to saturation is proportional to (H, /H)
(this result applies also to the case of strong random an-

isotropy, where H„&H,„,provided that the field satisfies
H »H„). More specifically, it has been shown' ' "that
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FIG. 1. Reduced magnetization versus reduced field.
H,:—H, /H, „.

M =XH [(H+H, ) «H, «H, „],

where P is given by (2.26). Note that the FCI. continues
to be given by (2.18).

On the other hand, for H, & H, the system is very like a
FWA, with either +N or —N as the preferred direction,
and a coherence length given by 5, -R, (H,„/H, )'/.
This has the same form as the (Bloch) domain wall width
(in the absence of random anisotropy) of an ordinary uni-
axial ferromagnet. The difference between this case and
the ordinary case is that, although both have +N domains
(with the same domain wall width), in the presence of ran-
dom anisotropy the magnetization wanders even within a
domain, on the spatial scale 5„by a characteristic angle
on the order of (H, /H, )'~ [which is the obvious generali-
zation of (3.3)]. In the presence of a field H &H, along
+N, so that all domains align with the field, one needs to
simply replace H by (H+H, ). In this regime the mag-
netization satisfies
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02
5M/Mp ——» [H.'„(H+H, )]'"

[H, (((H+H, ) «H,„]. (5.2)

Moreover, for this same regime the FCL satisfies
' 1/2

RF' ——Z.
0,„

(H+H, )
(5.3)

Finally, for a field H &H, such that H,„«(H+H, ),
the obvious generalization of (4.1) is given by

5M/M, = ,', [H, —/(H +H, +H,„)]'

[H,„(((H+H, +H,„)]. (5.4)
0.0',

0.0 0.2 0.4 ne 0.8

VI. TEMPERATURE-DEPENDENT ANISOTROPY
AND ITS EXPERIMENTAL IMPLICATIONS

X( T)/X(0) = (1—T/T, ) (6.1)

The mechanism proposed above is probably operative
for rare-earth-based compounds with strong single-ion an-
isotropy. In particular, we consider the case where, at
T =0, (H, /H, „)p&(H, /H, „)'"'. Then, as T increases,
there is the possibility of a crossover to the weak-
anisotropy regime, where (H„/H, „)r«(H, /H, „)'"'. In
other words, the apparently random spin-glass —like struc-
ture (or speromagnet ) described in the Introduction be-
comes transformed into a CSG. The latter, due to its
large FCL (which increases as T increases), and its ability
both to align in relatively weak fields and to form
domains when subject to a relatively weak coherent aniso-
tropy, might very successfully mimic an ordinary fer-
romagnet. In contrast to the anisotropy-induced
speromagnetic "state,"which is very unpolarizable due to
the strong anisotropy [X(0)-P, '], the CSG is very soft

The length R„assumed to be of several atomic spac-
ings, over which the random anisotropy axes are correlat-
ed, can be ascribed to whatever short-range crystalline or-
der persists in amorphous magnets. This "residual" crys-
tallinity accounts for the fact that the strength of the ran-
dom anisotropy is indeed of the order of the strength of
the crystalline anisotro~y in the crystalline counterpart of
an amorphous magnet. It is well known, however, that
crystalline anisotropy can depend on high powers of the
magnetization. Therefore, starting at low temperature,
even a slight decrease of the magnetization with increas-
ing temperature might result in a sharp decrease of the
random anisotropy strength P,(T). Specifically, it follows
from Ref. 33 that P, -M{i"i'+"~21 2. For the present
case of p =2, we have P, -M, with A, = l. (Note that the
result of Ref. 33 is most rigorously established only at low
temperatures. Certainly, near T, it is not known how P„
behaves. Nevertheless, it is to be expected that the aniso-

tropy P„decreases as one increases the temperature, and
we will accept the result of Ref. 33 for the sake of argu-
ment. Therefore certain of the results which follow may
only have a qualitative validity. ) Since X-MpP„ for the
CSG [cf. (2.24)], if we take the mean-field result that
M( T)/M(0) =(1—T/T, )', we would then have

Rp-(H, /H, „)p (1—T/T, ) (6.2)

where A, may no longer be the mean-field value of unity,
and the subscript 0 denotes the T =0 value. We have also
employed the critical exponent P for the magnetization in
the critical region. On the other hand,

g'-(1 —T/T, ) (6.3)

where v is the critical exponent for the ordinary FCL.
Taking A, = 1 for the sake of argument, and noting that
2P=0.7 and v=0.7 for the Heisenberg model (n =3) in
d =3, we see that R~/g is nearly temperature indepen-
dent; since RF/g »1 at T =0, it should also be true near
the critical region. This leads to the conclusion that the
PM-CSG transition might well appear to be a typical
PM-FM transition, since the randomness does not destroy
the local ferromagnetic order until that ferromagnetic or-
der has been able to define itself. Recent neutron scatter-
ing results for H =0 (i.e., the CSG regime) indicate that
the correlation length needed to fit the energy-integrated
intensity I (Q) as a sum of a Lorentzian and a Lorentzian
squared increases significantly as the temperature is raised
toward T„in qualitative agreement with (6.2). This rise
is observed far from T„and is resolution limited in the
vicinity of T, . For the FWA regime the neutron scatter-
ing results yield a correlation length which, for large H,
decreases approximately as H '~ . Moreover, for inter-

FIG. 2. Reduced susceptibility versus reduced temperature.

(X(T)-13, '(T)[(H„/H, „) ]Tand (H, /H, „)z.(&1).
This can be summarized in Fig. 2, which is a plot of X
versus T [based upon (6.1)], which is in qualitative agree-
ment with the susceptibility cusps which have been seen
experimentally.

Since the approach employed in this paper assumes an
almost fixed magnitude for the magnetization, it is strict-
ly expected to apply only at relatively low temperatures
(and, thus, only far from criticality). Nevertheless, simple
estimates within the present framework show that the
FCL g of the typical paramagnetic-ferromagnetic (PM-
FM) transition is much smaller in the critical region than
the FCL of the CSG. To see this, note that near T„
(2.18) yields
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FIG. 3. Schematic phase diagram, accounting for the concen-

tration dependence of the exchange and the temperature depen-

dence of the anisotropy.

P„[TF(x)]/a(x)=(H„/H, „)'"'/R, . (6.4)

It is clear from (6.4) that, as x increases (so that a also
increases), so does P, [rF(x)]. As a consequence, TF(x)
decreases, as is observed experimentally (see, for example,
Ref. 35). Using the results of Sees. I and III, we can give
a qualitative description of the resulting phase diagram;
see Fig. 3. (Note that this description is based only upon
considerations of randomness in the anisotropy; random-
ness in the exchange, which certainly can occur, is com-
pletely ignored in the present discussion. This does not
mean that we do not think its effects can be considerable,
we simply wish to follow the implications of the model to
their logical conclusions. )

Finally, it should be noted that, even above T„ if there
is a large field-induced magnetization, there can be a sig-
nificant anisotropy, since the relationship P„-M is ex-

pected to hold for all T. Thus one can also explain why
magnetization experiments in large fields for T & T, need
a nonzero anisotropy for their interpretation.

VII. SUMMARY AND DISCUSSION

%e have studied the properties of ferromagnets with
random anisotropy in two limits. For (H/H, „)
«(H, /H, „), the system has no long-range order, al-

though it preserves ferromagnetic order for lengths
R & RF =R, (H,„/H, ) . Over larger distances it decorre-
lates, resembling a spin glass for lengths R »R~. This
has been called the correlated spin glass. For (H/H, „)
& (H„/H, „},the system is nearly aligned by the external

mediate fields the measured correlation length displays
small but definite hysteresis effects, an indication of the
metastability of the system.

Note that for single-ion anisotropy, the strength of the
random anisotropy P, is expected to depend on T but not
on the concentration x of the magnetic ions. On the other
hand, the exchange stiffness a should be independent of
T, but should depend on x. Namely, one expects that
a(x) increases as x increases. Incorporating the tempera-
ture dependence of P„and the concentration dependence
of a gives a condition on the reentrant transition tempera-
ture, which we denote by T~.

field, but the spins "wander" about the field direction
making a characteristic tipping angle 8-(H, / H,„H)'
whose orientation is locally preserved for lengths
R «RF R——,(H,„/H)'~. This has been called the fer-
romagnet with wandering axis.

There are at least six types of experiments which may
yield useful information about these systems: magnetic
susceptibility (H~0), magnetization in large fields, ESR,
neutron scattering, Mossbauer effect, and nuclear orienta-
tion. We will discuss each of them in turn.

(1) Magnetic susceptibility X. For the CSG, measure-
ments of X can yield (H, /H, „), via (2.26}, if Mo is
known.

(2) Magnetization in large fields. For the FWA, mag-
netization deviation measurements can also yield

(H„/H, „)by (3.13).
(3) ESR in the CSG takes place for co =y(H, /H, „), a

frequency so low that it is probably masked by damping
and spectrometer limitations. On the other hand, in the
FWA there is a transverse resonance, with a shift which
has not been calculated from a microscopic theory, and
(with less certainty} a longitudinal resonance, whose posi-
tion also has not yet been calculated from a microscopic
theory.

(4) Neutron scattering. For the FWA, it is possible to
study the transverse correlation function using neutron

scattering. Such measurements can yield both RF and

(H„/H, „), by (3.15), (3.12), and (3.2). Moreover, it is
also possible to study the correlation length RF [see
(2.18)] for the CSG.

(5) Mossbauer effect. This technique can be used to
study the noncollinearity of a system. This may be par-
ticularly useful in studying the FWA regime.

(6) Nuclear orientation. As in the case of the
Mossbauer effect, this technique can be used to study the
noncollinearity of a system, and should be particularly
relevant to the FWA. The authors of Ref. 39 obtained a
field-dependent parameter a for the angular spread of the
magnetization orientation. An analysis of the field depen-
dence of a was not given, but it was in qualitative agree-
ment with the dependence of (3.3).

Our discussion has not exhausted the possibilities asso-
ciated with ferromagnets with random anisotropy. For
example, we have not considered the re-orientation time
associated with the system "learning" a new direction for
the applied field, nor have we considered the question of
the linewidths for the transverse and longitudinal reso-
nances. It should be clear, however, that this system is
rich with possibilities and, due to the large number of ma-
terials from which such systems can be fabricated, there
should be a wide variety of systems to which the con-
siderations of our paper apply.
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