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Thermally detected EPR studies of Cr + ions in GaP
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From an analysis of the ground-state energies of the 1.03-eV zero-phonon optical line in chromium-

doped GaP crystals, an effective Hamiltonian appropriate to Cr + ions is produced. It is shown that some
of the lines seen in thermally detected EPR spectra can be accounted for from strain-stabilized sites in this

model whilst further lines arise from sites with zero strain.

In 1977, Krebs and Stauss' were able to identify the Cr'+
ion in GaAs by electron-paramagnetic-resonance (EPR)
techniques. This paved the way to the understanding of the
much-studied and -used chromium-doped GaAs system.
In contrast, the behavior of chromium-doped GaP is poorly
understood' although many EPR studies have been carried
out. So far substitutional Cr'+ (Ref. 3) and Cr~+ (Ref. 4)
have been positively identified but many other very compli-
cated lines exist. Recently, ' a Cr'+ center was also identi-
fied by thermally detected (TD) EPR techniques. (An
orthorhombic Cr + center has also been. reported but it is
believed now that this center is not substitutional Cr'+. ')

We report new TD-EPR experiments from which we
detect the substitutional Cr'+ ion for the first time. Our
analysis correlates the center with the ground states of the
1.03-eV zero-phonon line (ZPL) seen in both absorption'
and luminescence. '

The TD-EPR data have been obtained at liquid-helium
temperatures with magnetic fields 8 in the range 0-3 T.

Several semi-insulating crystals (from MCP Ltd. and The
Siemens Company) have been studied. Placing the sample
in the waveguide enables us to obtain results at frequencies
between 8.0 and 12.4 GHz and the technique is particularly
sensitive to strongly coupled ions. 9

Figures 1 and 2 show typical sets of results with 8 rotated
in the (110) and (111) planes at 9.3 GHz. Spectra in other
planes and at other frequencies have also been obtained.
The lines previously identified as being due to a Cr +

center are indicated. Note also that many experimental
points are shown connected as a guide.

We begin our analysis with the 1.03-eV ZPL. Eaves, Hal-

liday, and Uihlein' studied the angular dependence of their
Zeeman experiments which indicated that an S=~ ion is

present in GaP:Cr crystals. As the data are chromium relat-
ed, they suggested that they were observing a Cr'+ center,
with a 4Ti ground state. The excited state involves two
doublets split by 1.20 meV (9.7 cm ').

In contrast to Eaves et al. 'o (who analyze Zeeman data)
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FIG. 1. A plot of the TD-EPR spectra for a sample (No. V772E), from the Siemens Co. for 8 in the (110) plane at 9.3 GHz and liquid-
helium temperatures. %here experimental points (0) can be connected, they are indicated by fine solid lines. Points previously identified as
Cr2+ (Ref. 5) are connected by dashed lines. The theoretical strain-stabilized isofrequency curves are given by heavy solid lines and labeled
according to the levels between which the transition occurs and the symmetry of the site involved.
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y = —0.0114 +0.0004, b = —0.0024 + 0.0014

c = —0.0114 +0.0012, o. = —3.9 +0.35 cm
(6)
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The first fit is preferred on physical grounds because first-
order contributions to y must be positive and any negative
second-order terms are most unlikely to wipe out the first-
order term, particularly as b and c are negative. (This fol-
lows from evaluating all contributions to b and c including
terms other than ~F.'z)

In a Jahn-Teller model the effective Hamiltonian for the
magnetic field terms is

Tf~8 pB8' (ykt t 1+2S) + H2DZ
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FIG. 2. A plot of the TD-EPR spectra from the same sample as
in Fig. 1 for 8 in the (ill) plane at 9.3 6Hz. Notation as Fig. l.

A,n=yh. k) 'I ~ S+42eo+n12 (2)

where

~„,-}[c(E,E~+E,E;)+b(1 S)'] (3)

represents second-order spin-orbit coupling. o. I,' is the z-
type tetragonal random strain [a- (2/3) Vsgs] and (for the
z axis along [001])

E,=~t[3i,' I(I+I)],-E = (f' +12 ) .

Ef is E& with I replaced by S, etc. , kt is the isomorphic
constant ( = —3/2), X ( -83 cm ') is the spin-orbit cou-
pling constant, " and y is the, first-order Jahn-Teller T 8 e
reduction factor together with other second-order spin-orbit
contributions involving 1 S. The parameters b and e in-
volve second-order Jahn- Teller and crystal-field terms.
Sites with x- or y-type strain may also be described by Eq.
(2) if z is replaced by x, y with a - [ —(1/3) gs
+(v'I/3)g, ] Vs, and [(—I/3)gs —(v'I/3)g, ] Vz, respec-
tively.

Two sets of the parameters y, b, c, and n have been
found satisfying (1), viz. ,

y =0.0121+0.0007, b = —0.0009 ~0.0012,

c =0.0035+0.0025, o. = —3.3+0.8 cm '

we first look at the zero-field data to produce a ground-state
energy-level scheme in zero field consisting of doublets at

0, 0.27, 0.43, 1.01, 1.17, and 1.34 meV

(each with an error of +0.2 meV). This is a revised form
of the splittings given originally by williams etal, The
above suggests an effective ground-state Hamiltonian for a
typical ion in terms of the effective orbital angular momen-
tum (I=1) of the form"

EP-~(38,S,—8 S), etc.

Assuming we describe the excited states as did Eaves et al. '

the predicted optical ZPL Zeeman (OZ) pattern is in very
good agreement with the data especially for the preferred
fit (5). It is an improvement on the parameters given by
Eaves et al. ' which are equivalent to

y=0.027, b= -0.0097, c=0.0032

with strain described by SSz with 8= —0.09 meV (—0.73
cm ').

Having fitted the optical ZPL, we now try to predict the
EPR results from our fit (4) to optical work. Note, howev-
er, that there is no reason why the value of o, needed to fit
the EPR data should be the same as that for the ZPL peaks.
For optical transitions, o, = —3.3 cm ' can be interpreted as
the value of strain at which the intensity of transitions
between ground ("Tt) and excited (4T2 or 'At) states is a
maximum; e need not be the same for EPR transitions
within 4T~. All centers must be considered and they are
subjected to various random strains dominated by those of
E-type symmetry. Intensity calculations are needed to
determine which strains dominate the EPR spectra.

Figure 3 shows the zero-field energy level pattern as a
function of o. for z-type strains. The arrow indicates the po-
sition of the zero-field fit (5) for optical work. Experimen-
tally we propose that EPR peaks will be observed either (a)
where the product of transition intensity versus n and the
strain distribution function is a maximum (most probably at
zero strain) or (b) when resonances from different strain
sites superpose.

Computer calculations show that sites of negative strain
obey condition (b) for all a less than —20 cm '. These
EPR lines are said to be strain stabilized and are potentially
strong as many sites contribute to them (positive strain sites
do not become stabilized until physically unrealizable
strains). The computer-predicted isofrequency curves for
the (110) and (111) planes at 9.3 6Hz from these (nega-
tive) strain-stabilized sites are shown in Figs. 1 and 2. The
predominant states for each energy level are shown in Fig.
4. The computed predictions for the (110) plane can be ex-
plained, to a first approximation, by considering the splitting
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FIG. 3. The energy-level pattern for the 4Ti ground state as a

function of E~-type strain for fit (5).

8 = 38p sec&

Finally, the z site 11-12 transition (/r//=0, m, = + T) is

given by

8 = 380(4—3 cos'8)

(The formula is different for this transition because it is

of the doublets by gp, ~B S with g = 2. This predicts isofre-
quency curves for z sites between doublets containing
m, = +3/2 (namely, 1-2, 7-8, and 9-10) described by

8 = Bpsec&

where Bp=0.115 T for v=9.3 6Hz. Similarly the z-site 3-4
and 5-6 (m/= +1, m, = + T) transitions are given by

only with m/=0 and m, = +~ that S„and S~ in gp, ~B S
contribute to the energy splitting to this approximation. )

Curves for x and y sites are obtained from (9), (10), and
(11) by symmetry arguments. Note that the experimental
spectra (Fig. 1) show both the required K2 factor between
the resonance fields for 8 along [001] for z sites and 8
along [110] for x-y sites and the factor of 3 between lines
attributed to Eqs. (9) and (10).

The differences between the computer calculations and
this simple explanation, namely, that the z-type isofrequen-
cy curves cut the [110] axis at finite, rather than infinite,
values of 8, is that, because the eigenstates are not the pure
states (shown in Fig. 4) given by a first approximation, S„
and Sy will have small contributions to the lines. This also
means that lines predicted to be coincident by (9) or (10)
will separate as the field increases. However, they could not
be resolved experimentally so their mean is displayed.

The strongest resonances seen experimentally in the
(111) plane fit the predicted (1-2)y, (7-8)y, and (9-10)y
strain-stabilized isofrequency curves very well (Fig. 2). The
fit is also good in the (110) plane (Fig. 1), except for near
the [111] direction where some deviations occur. Three
peaks are observed in the region of 8=0.2 T near [111].
The middle one coincides with strain-stabilized predictions
but the two outer lines do not have a strain-stabilized coun-
terpart and are additional resonances. It is necessary there-
fore to look at zero-strain lines [most probably the result of
case (a)] in the region for 8 close to [ill]; Fig. 5 gives the
results. From this figure, it can be concluded that zero-
strain resonances are important along the high-symmetry
[ill] direction, but as we move away from [111] they de-
crease in intensity and therefore cannot be seen. Zero-
strain resonances are not seen for 8 perpendicular to [111],
namely, the (111)plane.

Bearing in mind that no fitting has been undertaken,
agreement between the experimental points and theoretical
predictions is good for 8 along [111]. Note that it will be
very difficult, if not impossible to predict whether strain-
stabilized or zero-strained sites will dominate as intensity
calculations must include the following:

(1) For case (a) an evaluation of the maximum of the
product of transition intensity as a function of strain and the
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FIG. 4. Schematic energy-level diagram of (a) negative strain-
stabilized sites shouting (b) splittings in a magnetic field, (c) approx-
imate eigenstates in terms of I //1/, rn, ), and (d) the level labels.
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FIG. 5. Experimental data and the zero-strain predictions near
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strain distribution function for the crystal.
(2) For case (b) a summation of intensities from all

strain-stabilized sites.
For both cases the following must be included:
(3) A summation of electrically and magnetically induced

transitions.
(4) An evaluation of the product of intensities of two or

more transitions which are close together.
(5) Thermalization. (The exact temperature of the sam-

ple is unknown. )
Therefore, we have to allo~ the experimental spectra to

dictate which of case (a) or (b) causes a particular reso-
nance. The intensities of strain-stabilized resonances will

depend mainly on the mean width of the strain distribution
in the crystal, whereas the intensity resonances around zero
strain will depend primarily on the Cr'+ concentration, so
correlating resonances from different crystals may help ex-
perimental identification of the two cases. Note also that
this means that the relative intensities of the Cr~+ reso-
nances will vary markedly from sample to sample making it
difficult to correlate the strength of EPR resonances with
the strength of the 1.03-eV ZPL.

If the experimental data are used to determine which case
dominates, it can be seen that the fit to that data is excel-
lent in view of the comments above. This is without any

change whatsoever in the parameter values obtained from opti-
cal work. [The fit (6) has been tested with EPR; its predic-

tions are much poorer than for (5)].
Our results and analyses have produced two very signifi-

cant conclusions. First, we have clearly identified the sub-

stitutional Cr + center in GaP. The main EPR spectra at
low fields come from tetragonal sites and the 1.03-eV ZPL
and the EPR spectra are both from Cr'+ ions. Second, the
importance of formulating a dynamic Jahn-Teller model in

which strain-stabilized sites often generate the observed
symmetry in the EPR spectra is again emphasized as in the
case of Cr + ions in GaAs. " Further theoretical work is in

progress to verify the nature of the optical excited state and
to explain phonon scattering. '"

The Laboratoire de Physique des Milieux Condenses is a
"unite associee au Centre National de la Recherche Scientif-
ique, No. 796."
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