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The thermodynamical and structural behavior of a (110) face of a fcc (12-6) Lennard-Jones solid
has been investigated by molecular-dynamics simulation on the solid-gas coexistence line. The tem-
perature dependence of the relevant structural and mass-transport properties shows the following.
(a) Despite the high degree of disorder which gradually appears on surface layers when the tempera-
ture is increased, the surface retains its solidlike character up to temperatures ( T =~0.64¢/kp) very
close to the triple point ( T, =0.68¢/kp). This conclusion does not confirm the findings of previous
theoretical work predicting the formation of a liquid surface layer well below the bulk melting point.
(b) The large concentration of vacancy-adatom pairs, produced at the surface in the high-
temperature range, accounts for the high values of the surface diffusivity. (c) The Arrhenius plot of
defect concentration indicates a progressive decrease of their formation energy for temperatures
ranging from 7,=0.8T,, to the melting point. Consistently, the order parameter decreases slowly
with increasing temperature up to 7, but from T =T, to the melting point it decreases much more
rapidly than predicted by the extrapolation of the low-temperature data. These results are qualita-
tively consistent with the onset of a surface-roughening transition, in agreement with recent experi-
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mental results obtained from helium scattering on (110) copper surfaces.

I. INTRODUCTION

The melting of solids has been the object of intensive
investigations from both the theoretical and the experi-
mental points of view. Due to the absence of observable
superheating effects on most materials, and particularly
on metals, the assumption has been made that melting is a
surface-initiated process or, more generally, an interface-
initiated process.

According to that assumption, premelting effects which
are absent in the bulk' can be expected on free surfaces or
interfaces, thus propagating melting into the bulk.
Theoretical arguments, based on sim?liﬁed analytical
models,>~* or computer simulations,’>~ agree about the
surface instability at temperatures lower than the melting
point. However, some additional work is still needed to
identify clearly the nature of this instability.

The surface-initiated melting can be driven either by a
structural instability of the surface, related to anharmonic
effects and the enhanced production of defects, or by the
formation of a surface liquid layer.

There has been a certain tendency to identify surface
premelting effects with the formation of a liquid layer on
the surface before melting.! The formation of a liquid
layer can be thermodynamically justified by considering
the interfacial free energies for the solid in equilibrium
with its own liquid and vapor phases:®

rsv +8F=Fsl+rlv ’

where I'y; is the free energy of the ab interface (s, /, and
v, respectively, denote solid, liquid, and vapor) and 8I"—0
when the temperature reaches the melting-point value.

The sign of 8I" determines the possible existence of a
liquid thin film on the solid surface for temperatures
lower than the bulk melting point.

The widespread opinion supporting this macroscopic
description of premelting phenomena®~>, has been recent-
ly weakened by the work of Broughton and
Gilmer,%® ¢ who have interpreted the surface instabili-
ty in terms of surface roughening.

On the experimental side, the earliest information con-
cerning the structure of surfaces in the high-temperature
range (T >0.5T,) was provided by surface-diffusion
studies. Gjostein® gave the first evidence of an upward
curvature in the Arrhenius plot of the diffusion coeffi-
cient of both fcc and bec metals for temperatures higher
than T=0.7T,,. This has been confirmed by a more re-
cent compilation of surface experimental diffusion data
by Bonzel.!® The Arrhenius-plot curvature has been inter-
preted either as a melting of surface layers!! or as a conse-
quence of a surface roughening'? and the subsequent ac-
tivation of new diffusion mechanisms when temperature
increases. The reason for these opposite points of view
can be ascribed to the fact that diffusion properties alone
are a rather poor tool with which to resolve the atomic
structure of surfaces.

More recently, Fritsch er al.'3®13®) measured the
specific heat of very thin disks of gallium in a tempera-
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ture range T=1.5 K just below the melting point. The
geometry of their samples was chosen in such a way that
they could study the contribution of the surface to the
specific heat. They observed a sharp increase of the
specific heat starting just before the melting temperature
(T=T,,—0.2 K). Their interpretation is that surface
melting occurs in that temperature range. We stress, how-
ever, that without an analysis of the surface structure,
such a conclusion cannot be justified. In any event, their
results are consistent with a structural instability of the
surface occurring in the given range of temperature.

A complementary indication of the existence of surface
instabilities comes from recent work by Lapujoulade
et al.'* They studied the structure of high-index surfaces
of copper as a function of temperature by helium scatter-
ing and found strong evidence for a surface roughening
starting from temperatures as low as 7’=0.37,,. Due to
the difficulties of deconvoluting the diffracted beam in-
tensities, the atomic positions on the surface could not be
obtained unambiguously. Nevertheless Villain et al.,'’
starting from an atomistic model of step roughness, were
able to give an interpretation of the decrease of the dif-
fracted beam intensities consistent with the results of
Lapujoulade et al.!*

These results support the idea that the structural insta-
bility of the surface is rather a kind of roughening transi-
tion than a melting of surface layers.

Grain boundaries, considered as phase boundaries, are
analogous to surfaces for many properties such as mass
transport and, presumably, premelting effects. A first re-
sult was obtained by Kikuchi and Cahn,'® predicting the
occurrence of a premelting transition for a lattice-gas
model of a grain boundary. More recently, Ciccotti
et al.'” showed that, with increasing temperature, high-
angle grain boundaries evolve toward a highly disordered
structure which remains, nevertheless, solidlike up to the
bulk melting temperature.

In the present work we proceed, as in Ref. 17, to inves-
tigate the temperature dependence of surface structure.
We find no evidence for surface melting, at least up to the
highest investigated temperature: T7=0.643 versus
T,, =0.68 (temperature is given in reduced units of £/kpg),
whereas for the special surface we choose, namely the
(110) fcc face, melting has been predicted to occur as early
as T=0.5T,,.}

Our results show that on surface layers a structural
transition occurs, monitored by the high rate of produc-
tion of point defects. This transition cannot be classified
as a solid-liquid transition, in agreement with the findings
of Goodman and Somorjai,'® but is rather connected to a
surface roughening.

These authors used the low-energy electron-diffraction
(LEED) technique to study bismuth and tin single-crystal
surfaces. They found that the surface structure remains
unchanged and that long-range order is maintained up to
the respective bulk melting temperatures for these materi-
als and for all the crystal faces investigated. Moreover,
we show that an overly large surface-to-volume energy ra-
tio can lead to bulk-driven premelting effects for the
simulated model at temperatures well below the argon
bulk melting point. Similar effects have been reported by

Briant and Burton for argon microclusters.!®

Previous studies by Broughton and Woodcock® and
Broughton and Gilmer®® may have underestimated this
fact because their choice of surface-to-volume ratio is un-
favorable.

In Sec. II we describe the computational model and re-
lated details; in Sec. III we present the results we obtained,

while Sec. IV is devoted to some concluding remarks.

II. MODEL AND COMPUTATIONS

A. Model

The model used for the computations consists of an as-
sembly of N point particles arranged on a fcc lattice. We
used systems of different sizes, namely N=673, 1345, and
2688. A box in the shape of a parallelepiped has been
used, with the X, Y, and Z directions along the [110],
[001], and [110] crystallographic axes, respectively. This
choice defines along the Z direction a repetition of (110)
planes in the well-known fcc-structure twofold stacking
sequence (ABAB - - - ) with a periodicity of a/v2, where
a is the lattice parameter [Fig. 1(a)].

The models of different sizes have an identical XY sec-
tion, so that the areas of the (110) planes and the number
N, of particles belonging to each atomic plane are con-
stant. The procedure generates systems with a number of
(110) atomic planes, N, =14, 28, and 56, respectively, for
the three values of N given above (Table I).

(b)

FIG. 1. (a) Geometrical arrangement of the first two layers
of our models, parallel to a (110) fcc surface. An adatom is
shown located on an equilibrium site. (b) Schematic view of the
computational box partially filled with the crystal.
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TABLE 1. Geometrical characteristics of the different systems used in this work. N is the total
number of particles, N, the number of (110) atomic planes parallel to the free surfaces, and N, the
number of particles contained in each atomic plane.

N N, N, Periodicity Remarks
673 14 48 6[001]x8[110]x 16[110] one adatom
1345 28 48 6[001]x8[110]x28[110] one adatom
2688 56 48 6[001]x8[110]x56[110]

Along the [110] and [001] directions we imposed the
ordinary periodic boundary conditions. On the other
hand, along the [110] direction the periodicity is defined
for a box length larger than the dimension of the lattice
along that direction [see Fig. 1(b)]. The empty parts of
the box left at the top and at the bottom of the crystal can
be filled by particles promoted to the vapor phase.
Periodic boundary conditions for the [110] direction
guarantee the conservation of N, because a particle escap-
ing from the top (bottom) is reinserted at the bottom (top).

In all the models the free surfaces are not allowed to in-
teract directly or with their respective images, their rela-
tive distances through the bulk or the vapor phase being
fixed at values larger than the cutoff radius for interac-
tions. The particles interact via the well-known Lennard-
Jones central-force, pairwise-additive potential: V(r)
=4e[(a/r)?—(a/r)%).

Reduced units are used throughout this work, o for
length, € for energy, and r=(mo?/e)!? for time
(0=3.405 A, £=119.8 K, and 7~2.156 10~ '2 s for ar-
gon).

The Newtonian equations of motion are integrated by
the usual central-difference algorithm with a time step
h=0.0046.2° Contributions to atomic forces were con-
sidered within a spherical cutoff radius r,=3.17, i.e., be-
tween the sixth and seventh neighbors. The values of the
thermodynamical quantities have been corrected, when
necessary, with the standard long-range terms. The calcu-
lated correction takes into account the presence of free
surfaces, as shown in the Appendix.

At each temperature the lattice parameter of the model
was fitted to the experimental value for solid argon in
equilibrium with the vapor phase, according to a compila-
tion of various experimental results due to Pollack.?!

B. Computations

To obtain equilibrium at a given temperature, the sys-
tem was allowed to evolve during 2000 time steps. Tem-
perature, potential, and total energy of the system were
satisfactorily stable after this initial equilibration run, but
the density profiles along the normal to the free surfaces
showed that equilibrium was not reached, especially in the
high-temperature range. Figures 2(a) and 2(b) represent
such density profiles obtained from averages over 100 and
2000 time steps, respectively.

The spurious aspect of the density profile in Fig. 2(b)
was the result of periodic oscillations of the interlayer
spacing along the direction normal to free surfaces.

These oscillations occurred with a period of a few hun-

dred time steps, thus explaining the differences between
short- [Fig. 2(a)] and long-time [Fig. 2(b)] density aver-
ages.

This phenomenon is induced by the undamped collec-
tive motion of atomic layers parallel to free surfaces and
is related to a nonzero value of their net translational
velocity although the total translational velocity of the
model is zero. To avoid this undesirable effect, the fol-
lowing procedure was used for all the runs during the first
2000 time steps: For each atomic layer parallel to the free
surfaces and each time step, we calculated the scalar prod-
uct s; =f;7;, where f; and T; are the total force and the to-
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FIG. 2. Density profiles in arbitrary units along a [110]
direction (normal to free surfaces) at T=0.556 for the N=2688
particles system. (a) Average over 100 times steps. (b) Average
over 2000 time steps.
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TABLE II. List of thermodynamical results; N is the number
of particles, T the temperature, p the density, U/N the potential
energy per particle, and BP/p the compressibility factor, both
including the long-range corrections, evaluated as in the Appen-
dix.

N T (e/kg) P U/N (g) BP/p
673 0.330 1.033 —7.316 —1.327
673 0.465 1.008 —6.937 —0.905
673 0.583 0.984 —6.492 —0.695

1345 0.617 0.971 —6.826 —0.663
2688 0.358 1.032 —7.820 —1.024
2688 0.556 0.984 —7.327 —0.812
2688 0.614 0.975 —17.147 —0.629
2688 0.643 0.969 —7.054 —0.551
1344 0.000 1.054 —8.602 —0.837
1344 0.342 1.032 —8.046 —0.780
13442 0.688 0.967 —1.317 0.187
*Perfect crystal.

tal velocity for layer i. If s <0, a new set of velocities was
assigned to the particles in that layer, sampled from a
Maxwellian distribution at the given temperature and
satisfying the condition of having a zero value for the
translational velocity 7;. For positive s; values the layer
dynamics was not modified.

This procedure gave satisfactory equilibrium properties
and required 2000 time steps. An additional unperturbed
trajectory of 2000 time steps was generated for each sys-
tem; this concluded the equilibration procedure. These
first 4000 time steps were excluded from the calculation
of thermodynamical averages.

We studied, at the solid-vapor coexistence density, the
three systems presented above at temperatures ranging
from T'=0.33 to T=0.643. Moreover, for reference pur-
poses, we simulated a perfect solid at various tempera-
tures and densities defined on the solid-vapor coexistence
line of the argon phase diagram.

The typical equilibrium computation lasted 4100 time
steps (41 ps). Each time step required ~4.9 s of CPU
(central processing unit) time on a Hitachi, Inc. NAS9080
computer for the largest system we used. A number of
thermodynamical results are collected in Table II.

C. Model reliability

It is necessary that the bulk in our model reproduces
the behavior of an infinite solid at the same temperature.
Figure 3(a) demonstrates that this requirement is not met
for the system of N=673 particles at T=0.583. The per-
turbation due to the free surfaces propagates into the bulk
and reduces to a few atomic planes the region for which
the interlayer spacing is equal to that of an infinite solid.
By increasing the thickness of the model up to N,=56
atomic layers [Fig. 3(b)], the bulk interlayer spacing along
the normal to free surfaces reaches a value which is close
to that of the infinite solid for the largest part of the sys-
tem, even at the highest temperature we investigated,
T'=0.643. It is for this reason that we use such a thick
model.

d(A) \
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193}
10 30 layers

FIG. 3. Interlayer-spacing profile used as a reliability param-
eter for the different models we used. (a) N=673, T=0.583.
(b) N=2688, T=0.556. The horizontal lines indicate the lattice
parameter of the infinite solid at the given temperatures.

Near the free surfaces, outward relaxation is observed
[Figs. 3(a) and 3(b)]. Lennard-Jones potentials lead sys-
tematically to outward relaxation of surface layers, as do
other empirical pair potentials.?> Whether such a relaxa-
tion is realistic or not cannot be checked in absence of ex-
perimental results for solid argon.

The surface-to-volume ratio S/V is another important
parameter which determines the thermodynamical
behavior of our models with respect to the phase diagram.
Figure 4 represents the E =E(T) experimental phase dia-
gram for argon,?® where E is the total energy per particle.
We report the thermodynamical data calculated for our
different models and the results of previous simulation
work on fcc solid argon obtained by Hansen and Klein**
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FIG. 4. Experimental argon phase diagram (solid line):
E =E(T) (Ref. 23). E is the total energy per particle and T the
temperature. Solid circles, periodic solid (N=1344); open cir-
cles, periodic solid data from Ref. 24; solid squares, free sur-
faces (N=2688); open squares, free surfaces (N=673); open tri-
angles, free surfaces (N=2688), data for bulk layers; solid tri-
angles, free surfaces (N=673), data for bulk layers; open dia-
monds, free-surface data from Ref. 5. The MD data of the
present study contain the long-range correction.
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and Broughton and Woodcock.” Moreover, for reference
purposes we report on this diagram the thermodynamical
points calculated for an infinite perfect solid of N=1344
particles.

This figure clearly shows that only the largest of our
models reproduces thermodynamical data in satisfactory
agreement with the infinite-solid data and experiment.
For small-size systems, N=673, and large S/V values,
the thermodynamical data lie well inside the solid-vapor
coexistence domain and justify the occurrence of bulk-
driven surface premelting effects, similar to those ob-
tained by Broughton and Woodcock.’

Therefore we used small systems only for preliminary
work and at low temperatures, as the main structural data
close to the triple point were obtained principally from the
largest system (N =2688).

The thermodynamic properties of our systems were also
investigated locally. For this purpose we computed on a
local basis, that is, for each atomic layer parallel to the
surface, the smoothed values of local density, potential en-
ergy, pressure, defect concentration, and the Kth com-
ponent, K =(0, 2m/a, 0), of the Fourier transform of the
density. In addition, for surface layers we computed the
velocity autocorrelation functions and their time integrals
(Kubo formulas) to determine the surface self-diffusion
coefficients. The computation of these quantities has
been detailed elsewhere.’

III. RESULTS
A. Local equilibrium properties

Near the free surfaces the local values of potential ener-
gy, pressure, and density are significantly different from
those obtained in the bulk. These values, corrected to in-
clude the long-tail contributions to the pressure and po-
tential energy as indicated in the Appendix, are given in
Table III for the different temperatures we studied.

Figure 5 shows a typical density profile averaged over
4100 equilibrium steps at 7=0.643 for the system of
N=2688 particles. The production of vacancy-adatom
pairs results in the creation of extra layers of adatoms
whose positions are shown by the arrows on this figure.
In addition, partial overlap of surface layers occurs be-
cause of (i) large vibrational amplitudes of atoms on sur-
faces as compared to those in the bulk, and (ii) very active
diffusion processes operating near the melting point.

The potential energy per atom rises from bulk layer
values, similar to those obtained for an infinite solid, to
values for surface layers which are much larger (Table
III). The values of the energy for the bulk layers do not
provide, however, a sufficient criterion to guarantee the
thermodynamical stability of our systems, as has been dis-
cussed above (Sec. I B).

The pressure profiles obtained for the N=2688 particle
system for the different temperatures we studied are
displayed in Fig. 6. The bulk of the crystal is in depres-
sion, as indicated by the small negative values of the “pla-
teau” region. This behavior is related to the fact that the
crystal dimensions parallel to the free surfaces, fixed at a
value depending on the experimental lattice parameter, are

P@ |
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-10
FIG. 5. Equilibrium densny profile along the [110] dxrection,
normal to the free surfaces: average over 4100 time steps,
N=2688, T=0.643. Arbitrary units are used for density. Ar-
rows indicate the position of adatom extra layers.

kept at this value by the periodic boundary conditions.
This value certainly differs from the equilibrium one
adapted to the Lennard-Jones potential at a given tem-
perature. Nonetheless, the difference is obviously very
small, because the values of the pressure in the bulk are of
the order of magnitude of the error made in evaluating
this quantity on the solid-vapor coexistence line. Near the
free surfaces the pressure values depart from the uniform
bulk value, but no simple relationship connects them to
the local density and temperature with respect to the
phase diagram.

Since steps or other defects are absent from our perfect
(110) surfaces, point defects at thermodynamical equilibri-
um are generated by adatom-vacancy pairs. The averaged
concentration of vacancies (adatoms) has been evaluated
for the first two atomic layers at the different tempera-
tures we studied; these results are shown in the Arrhenius
plots in Fig. 7.

The creation of point defects is a thermally activated
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FIG. 6. Equilibrium pressure profiles, N=2688. (a) Solid
line, T=0.556; (b) dashed line, T=0.614; (c) dotted-dashed line,
T=0.643. The long-tail correction (see Appendix) has been in-
cluded.
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FIG. 7. Arrhenius plots of the vacancy concentration for the
two first layers of our systems. Solid circles, N=2688, solid di-
amonds, N=1345; solid squares, N=673.

process whose activation energy is given by the slope of
the linear least-squares fit of the vacancy-concentration
data. One can see from Fig. 7 that the data obtained for
the first surface layer cannot be fitted by a single straight
line.

The activation energy we determined is E,=3.76 for
the second atomic layer, while for the first we have
E,=3.15 at low temperatures (T <0.5) and E| =0.63 in
the high-temperature range (T > 0.5).

To promote a (110) surface atom from a kink site to the
vapor phase, an energy (sublimation energy) L,==6¢ is re-
quired, where @ is the bond energy in a nearest-neighbor
interaction model. An adatom-vacancy pair creation on
this perfect surface requires an energy E,=7¢—5¢
= L /3, the coordination numbers of a surface atom and
an adatom being equal to 7 and 5, respectively.

The value E;=3.15 is in good agreement with the
value E;=L,/3=2.6, where L is the experimental sub-
limation energy for argon.?®

The very low apparent activation energy for defect
creation in the first atomic layer at high temperatures in-
dicates that the creation process becomes nearly athermal.
The high concentration of point defects can explain such
a behavior: The probability of creating new defects at the
vicinity of preexisting vacancies increases when their con-
centration increases, thus decreasing the number of bro-
ken bonds and the associated apparent activation energy.
This mechanism is the one invoked by Burton et al.%¢ to
justify the possible onset of a surface-roughening transi-
tion.

The saturation we observed for the defect concentration
in the first layer (Fig. 7) implies that the structure of the
surface changes when temperature increases and can be
taken as a first qualitative indication of a surface
roughening.

A phenomenological interpretation of our defect-
concentration data using the methods developed by Bur-
tox;7et al. has been given recently by Pontikis and Rosa-
to.

B. Order parameter

The high-temperature structure of atomic planes paral-
lel to the surface may be characterized by computing the
local order parameter:

ok1=(V1/N1)(pk1>=(1/N1)<Eexp(iﬁ-?j)> .
j€l

where j €/ means that particle j belongs to the layer /, k
is the smallest vector of the two-dimensional reciprocal
lattice corresponding to a (110) atomic plane k
=(0, 27 /a,0), a is the lattice parameter, N is the number
of particles contained in layer / at T=0 K, and V is the
volume of the considered layer.

Choosing a lattice site as the origin of the reference sys-
tem, we obtain for a perfect layer oy =1, while for a com-
pletely disordered one oy, =0. This order parameter com-
puted at the surface, say oy, adequately characterizes the
surface structure and thus its possible melting.

Figure 8 shows the results obtained for o4, as a function
of layer number at two temperatures. One can see that
for surface layers the value decreases more rapidly than
for bulk layers.

In Fig. 9 the values of o, as a function of temperature
are shown. The open square is obtained from the MD
data of Allen et al.,”® using the following approximate ex-
pression for the order parameter:

oxs ~1—k}u}) /2. )

Equation (2) is easily obtained in the following way:
Let us write

Yi=Yiotuy , (3)

ki

o8}
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5 17 29 41

layers

FIG. 8. Local order parameter versus layer number along the
normal to free surfaces, N=2688. (a) Solid line, 7=0.358; (b)
Dotted-dashed line, T=0.643.
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TABLE III. Results of the local analysis at thermodynamical equilibrium. N is the total number of particles, N, the number of
(110) planes parallel to free surfaces, T the temperature, and a the experimental lattice parameter we used (in angstroms). L is the
number identifying each layer: L =1, vapor phase; L =2, adatom layer; L =3, the first surface layer, etc. L =B corresponds to an
atomic layer representative of the bulk. p, E, U, P, oy, and C, are, respectively, the values of density, total energy, potential energy,
pressure, order parameter, and vacancy concentration calculated on a layer basis. The reported values are averaged over equivalent
atomic layers of the two free surfaces. For bulk layers the values reported represent an average over ten atomic bulk layers.

N N, T a L p E U P Oks C,
673 14 0.330 5.3469 2 0.018 —2.845 —3.340 —0.028 0.009
3 0.969 —4.108 —4.603 —0.973 0.917 7.11x1073
4 0.990 —6.163 —6.658 0.281 0.972 4.23x%10~*
5 1.020 —7.072 —17.567 —0.001 0.980 0.0
6 1.025 —17.343 —17.838 —0.153 0.983 0.0
B 1.030 —17.498 —7.993 —0.332 0.984 0.0
0.465 5.3901 2 0.144 —2.355 —3.053 —0.159 0.092
3 0.800 —3.699 —4.396 —0.754 0.687 1.30x 107!
4 0.925 —5.456 —6.153 0.103 0.906 1.42x 1072
5 0.983 —6.410 —17.107 0.106 0.958 1.18x 1073
6 0.996 —6.984 —17.681 —0.071 0.969 1.15x 104
B 1.008 —17.022 -7.179 —0.317 0.974 0.0
0.583 5.4340 2 0.263 —2.123 —2.997 —0.275 0.102
3 0.680 —3.308 —4.182 —0.548 0.428 2.51x107!
4 0.862 —4.733 —5.607 —0.144 0.703 5.20x 1072
5 0.923 —5.666 —6.540 0.119 0.866 8.36x 1073
6 0.952 —6.151 —7.025 0.016 0.922 4.49x 1073
B 0.984 —6.526 —17.400 —0.221 0.950 0.0
1345 28 0.617 5.4577 2 0.325 —2.135 —3.060 0.092
3 0.684 —3.300 —4.225 0.292 2.73x107!
4 0.835 —4.486 —5.411 0.512 9.87x1072
5 0.884 —5.311 —6.236 0.708 2.65x 1072
6 0916 —5.603 —6.528 0.839 1.54% 102
B 0.964 —6.486 —7.411 0.953 0.0
2688 56 0.358 5.3486 2 0.031 —2.770 —3.307 —0.055 0.009
3 0.931 —4.000 —4.537 —0.887 0.876 2.85x1072
4 0.974 —6.035 —6.572 0.334 0.957 2.19%x1073
5 1.015 —6.962 —7.499 0.099 0.969 6.4x10~*
6 1.022 —17.253 —17.790 —0.049 0.973 2.18x10~*
B 1.031 —7.482 —8.019 —0.403 0.979 0.0
0.556 5.4342 2 0.320 —2.396 —3.230 0.104
3 0.715 —3.593 —4.427 —0.599 0.433 2.46x107!
4 0.867 —4.956 —5.790 —0.149 0.686 8.62 102
5 0.932 —5.829 —6.663 0.018 0.837 2.79x 1072
6 0.963 —6.283 —7.117 —0.044 0.903 6.84 1073
B 0.988 —6.745 —7.579 —0.443 0.964 0.0
0.614 5.4507 2 0.312 —2.161 —3.082 0.114
3 0.683 —3.292 —4.213 —0.602 0.294 2.83x 107!
4 0.843 —4.523 —5444 —0.345 0.512 1.14x 10!
5 0.922 —5.398 —6.319 —0.156 0.704 2.74x 102
6 0.944 —5914 —6.835 —0.079 0.846 5.99%x 1073
B 0.975 —6.504 —17.425 —0.345 0.952 0.0
0.643 5.4621 2 0.398 —2.254 —3.218 0.076
3 0.700 —3.336 —4.300 —0.598 0.266 2.81x10°!
4 0.805 —4.441 —5.405 —0.291 0.456 1.64x 10!
5 0.880 —5.203 —6.167 —0.043 0.659 5.60x 102
6 0.920 —5.675 —6.639 0.049 0.807 1.66x 102
B 0.969 —6.364 —7.328 —0.274 0.943 0.0
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FIG. 9. Temperature dependence of the order parameter for
the first atomic layer of our models. Solid circles, N=2688;
solid squares, N=673; solid diamond, N=1345; open square,
data from Ref. 28. The dashed line is just a guide to the eye.

where y;o and u,, are, respectively, the y components of
the equilibrium lattice position and the relative displace-
ment around it of atom i. Introducing Eq. (3) into Eq. (1)
and developing to second order in u;,, one obtains Eq. (2)
with

<u,2)=(1/N,)<2u,~§> . @

Note that in the harmonic approximation, (u})~T.
From Fig. 9 one can see that the value given by Allen
et al. is in fairly good agreement with those obtained in
present study.

The values of 0, remain positive up to a temperature
T=0.643 very close to the melting point T, =0.68.
Therefore they do not support the hypothesis of a liquid-
like structure of the surface layers below T,. However,
the steep decay of the order parameter, although inade-
quate to describe properly the roughening transition,
seems to be consistent with its existence. To confirm this
point let us analyze the different processes explaining the
decay of og,:

(i) The vacancy concentration at the surface, C,,
reduces the order parameter by a multiplicative factor:
1—C,. To correct for this effect we define a new order
parameter,

Oks =0y /(1 —Cpg)=(1/N, )< > exp(ik,y,)) , (5)
i€s

where N; is the mean number of particles belonging to
the surface.

(ii) Intralayer diffusion will also reduce the order pa-
rameter. The importance of this effect can be roughly es-
timated by calculating o, only over the portions of the
atomic trajectories corresponding to a nondiffusive

motion. Let us call this overall quantity Of;,. This leads
to

Ol ~oys(T7+7') /1, (6)

where 7 and 7’ are, respectively, the mean residence time
and the mean jump duration. To evaluate 7 we used the
results of De Lorenzi et al.?® These authors showed that
the exchange mechanism dominates diffusion on (110)
surfaces at low temperatures. Assuming this persists up
to the melting point, we evaluated 7 at each temperature
by extrapolating their results. They are, in reduced units,
71=22.2 and T7,=71.43, respectively, at temperatures
T1=0.28 and T,=0.24.
The value of 7' is estimated through

r=b/(v?), (7

where b is the mean jump length and (v?) the mean-
square velocity at the given temperature.

Correcting the order parameter for these two effects,
one obtains a value which includes only the effect of
thermal motion of atoms around their equilibrium sites.

In Fig. 10, Of; is plotted as a function of temperature,
and we compare it with the linear extrapolation of the or-
der parameter from the low-temperature range, where dif-
fusion and defect concentration are negligible.

The temperature corresponding to the departure of Of;
values from the extrapolation of the low-temperature data
can be used to define the roughening transition tempera-
ture. The value we obtain, T=0.55, is consistent with
that deduced from the vacancy-concentration data given
in Fig. 7, T~0.5. The validity of our conclusions de-
pends on whether or not our systems really reached the

) q Tm
025 05 T

FIG. 10. Temperature dependence of the order parameter
Of and comparison with the extrapolation of its low-
temperature behavior up to the melting point. Solid circles,
N=2688, solid diamond, N=1344; solid squares, N=673; open
square, data from Ref. 28.
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thermodynamic equilibrium. This has been checked by
investigating the phase diagram, but this procedure can-
not identify a possible metastability of the surface-layer
structure. More specifically, one can ask if the surface
roughening we observed is just the dynamical process of
surface melting possibly not completed during our MD
runs. A strong indication against this possibility and sup-
porting our main conclusions is given by the following ar-
gument:

In our systems surface melting can occur through the
collective motion of surface atoms, which was interpreted
in our analysis as the spontaneous creation of point-defect
pairs. Close to the bulk melting point, the activation ener-
gy E}=0.63 we determined for this process gives an or-
der of magnitude of the associated characteristic time by
using the expression

7. =Toexp(—0.63/T) , (8)

where 7o=1/Vpay, and vp,, is the maximum vibrational
frequency of the solid. Taking vp,,~2 Thz,® T=0.643,
one obtains 7,~1.33 ps, corresponding to a trajectory
length of 133 time steps. We therefore argue that the sur-
face melting can easily take place during the equilibration
trajectories (4000 time steps) and the equilibrium ones
(4100 time steps), but this was not observed even at the
highest temperature we investigated.

In a recent paper Gorse et al.® reported experimental
results obtained by helium atomic-beam diffraction on
(110) copper surfaces. They observed a dramatic decrease
of the diffracted intensity by increasing temperature, simi-
lar to that previously observed for copper vicinals.'* This
is interpreted as the onset of a high disorder on the sur-
face. Their results are consistent with the onset of a
roughening transition on the (110) surface, and are very
similar to those obtained in present study.

C. Self-diffusion

The detailed study of the surface self-diffusion con-
firmed the results of previous MD studies®3! and the
suggestions of recent experimental work.’? According to
them the diffusion process on (110) fcc surfaces is dom-
inated by the exchange mechanism in the low- and
intermediate-temperature range. It allows for parallel or
cross-channel migration of the adatoms. Figures
11(a)—11(c) illustrate this mechanism for a cross-channel
adatom jump. Figure 11(b) shows the saddle-point atomic
configuration.

In the high-temperature range and for N=2688 the
atomic surface self-diffusion coefficient has been calculat-
ed using the Kubo formulas. An activation energy
Ep=5.58 was obtained. Due to the surface roughening
and to the various delocalized jumps which contribute
considerably to diffusion at these temperatures,'>?° the
respective contributions to Ejp, resulting from the forma-
tion and the migration energies of the defects, cannot be
simply resolved.

As mentioned in the Introduction, the high surface dif-
fusivities observed experimentally have been sometimes
attributed to the possible melting of surface layers just be-
cause their values were comparable to those obtained for

FIG. 11. Snapshots illustrating the exchange mechanism for
adatom migration on (110) surfaces. (a) and (c), adatom in the
equilibrium sites; (b), saddle-point position.

the bulk liquid. In order to test such a qualitative argu-
ment, we report in Fig. 12 the Arrhenius plots of our re-
sults together with diffusion data obtained for (i) liquid
argon [experimental (Ref. 33)], (ii) the surface of a super-
cooled liquid (MD, Ref. 34), (iii) the bulk supercooled
liquid [MD, Ref. 6(a)], and (iv) the (110) argon surface
[MD, Refs. 6(c) and 31]. One can see from this figure
that our results (solid circles) are in good agreement with
those obtained by Broughton and Gilmer®® (solid dia-
monds rhombs) and by Mruzik and Pound®! (solid trian-
gles). The surface diffusivities reach values comparable
with those of a supercooled liquid surface only near the
melting point.

In the high-temperature range they are greater than the
diffusivity values for the bulk supercooled liquid and the
ones corresponding to liquid argon at the triple point.
Moreover, diffusion is an athermal process in liquids but
is thermally activated for the MD data of the (110) sur-
face presented in Fig. 12, as indicated by the slope of the
line fitting our results. This behavior confirms that sur-
face layers are not melted, but are highly disordered at
high temperatures.

To conclude let us emphasize that an overly simplistic
comparison of surface and liquid diffusivities can lead to
wrong conclusions concerning the structure of surfaces.

IV. CONCLUSION

In the present paper we have studied the temperature
dependence of the structure of a (110) surface of solid ar-
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FIG. 12. Arrhenius plots of diffusion coefficients. (a) (110)
surface; solid circles, this study, N=2688 data for the first
atomic layer; solid diamonds, data from Ref. 6(c); solid trian-
gles, data from Ref. 31. (b) Dotted line, surface diffusivity for a
supercooled liquid from Ref. 34. (c) Dashed line, extrapolation
at p=0 from the experimental diffusion data for the bulk
liquid, from Ref. 33. (d) Open diamonds, diffusion data for a
supercooled liquid from Ref. 6(a).

gon. We have found that the stability of the MD model
strongly depends on the surface-to-volume energy ratio.
Therefore small models with large surfaces are unreliable
because the melting of these systems occurs at tempera-
tures lower than the thermodynamical melting point. We
used a model large enough to avoid such an instability.

Upon increasing the temperature, the surface undergoes
a structural transition which can be qualitatively identi-
fied with a roughening transition. This conclusion is sup-
ported by the saturation of the defect concentration and
the decay of the order parameter in the high-temperature
range T >0.7T,,.

In spite of the roughening, we find no evidence of sur-
face melting up to the melting point. In fact, the order
parameter retains a high nonzero value up to T,,. This
supports the point of view that the structure of the sur-
face is greatly disordered but still crystalline.

The results obtained for self-diffusion coefficients are
in agreement with the given picture of the surface struc-
ture. They are close to the diffusion coefficient of a su-
percooled liquid surface, but only the diffusion on a crys-
talline surface is an activated process.
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APPENDIX

Potential energy and pressure should be corrected to in-
clude the long-range contributions (LRC’s). These correc-
tions are not the “standard” ones due to the existence of
free surfaces in our model and are evaluated by as follow-
ing:

Une=1p [, 8(nV(nd’r (A1)
‘PLRC=_%P2 ng(r)r—d—Z%d% , (A2)

where p is the density, g(r) the radial distribution func-
tion, ¥V (r) the potential, and D the domain of integration.

For our systems the domain D is the complement to the
spherical domain displayed in Fig. 13. The last is defined
by a sphere, the radius of which is equal to the potential
cutoff radius and, eventually, its intersections with the
free surface depending on the location of the considered
layer.

Thus, for energy, Eq. (A1) becomes

R
Uee=mp | [ sin6do [, viortdr
/2 R
+ f," sindo | ‘V(r>r2dr], (A3)
0 c

where

d, d; 1
R,= , cosfp=—;
cos@ 7.

FIG. 13. Scheme illustrating the domain over which the
long-range correction for energy and pressure is calculated for
our models.
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we set g(r)=1for r>r. and V(r)=—4elo/r)®. A simi-
lar equation is obtained for pressure.

The final result for energy and pressure, respectively,
for a layer I lying at distances d; and d, from the free
surfaces are

_mpdi 4mp | 11
rd 3 |4d3 2|’
d1<rcyd2>rc
Uirc= (A4)
Campfifa, 1) 2
3 14 |dy az| )
di>r.,d,>r,

2mp’d 8
— ———p4 ! + _7T_p2
rg 3

Pipc=

di>r.,dy>r..

The case d| <r. and d, <r, is not considered, because
even for the smallest system we studied, the thickness of
the model, L, is such that L =d | +d, > 2r,.
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