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Electronic structure and stability of different crystal phases of magnesium oxide
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Three different crystal phases of magnesium oxide [81 (NaC1), 82 (CsC1), and 88~ (inverse

NiAs)] are investigated theoretically. An ab initio all-electron linear combination of atomic orbitals
Hartrce-Pock approximation is adopted; extended basis sets are used which have been variationally

optimized in each case. In ordinary conditions, the 88l and 82 structures result less stable arith

respect to the rocksalt structure by 0.44 and 1.77 eV, respectively. %'ith increasing pressure, the
transition 81~82 is estimated to occur around 2.2 Mbar, while it is not excluded that a pressure in-

terval exists around 2 Mbar where the 8Sl phase is the most stable of the three structures. Data on
the electronic properties of the three phases are provided and discussed: Mulliken populations,
charge-density distribution, electron momentum distribution and anisotropy, magnesium core defor-
mation, and band structure.

I. INTRODUCTION

In connection with problems of material science and
geophysics, there has been a renewed interest in factors
determining the crystal structure of complex solids. For a
comprehensive presentation of the different aspects of this
subject, reference can be made to the contributions con-
tained in a recent review book. Semiquantitative correla-
tive schemes, based on different properties of the constitu-
ent atoms, have been proposed, which are generally suc-
cessful in predicting the stable crystal structures within a
given class of compounds. For relatively simple systems,
a direct approach to the problem is now becoming feasi-
ble: it consists of calculating and comparing with each
other the cohesive energy of different hypothetical struc-
tures. For this purpose, ab initio computational schemes
must be used with a high degree of sophistication, since
very small differences have to be revealed between rela-
tively enormous total crystal energies. As a consequence,
such an approach entails a substantial computational ef-
fort and does not lend itself to providing simple predictive
schemes for application to a number of different com-
pounds. In return, it produces valuable information on
the electronic structure of the system under investigation,
and its use can be extended in a natural way to the study
of other problems of crystal physics, such as, for instance,
structure and stability of surfaces, defect concentration
and mobility, and so on. Remarkable successes have been
achieved along this line through the use of a pseudopoten-
tial technique, in conjunction with a local-density ab initio
Hamiltonian. Getting rid of core electrons from the
start has two main advantages: First, much smaller ener-

gy terms have to be handled and compared with each oth-
er; second, with "soft-core" pseudopotentials the wave
function of valence electrons is relatively smooth and can
usually be described very accurately using as a basis set a
reasonable number of plane waves, with great simplifica-
tions in the computational procedure. An alternative
computational scheme of comparable sophistication
and accuracy can be used for the solution of the same

problem. It is based on an ab initio all-electron
crystalline-orbital LCAO (linear combination of atomic
orbitals) HF (Hartree-Fock) approximation. This compu-
tational procedure has some drawbacks with respect to the
pseudopotential one; in particular, the nonorthogonality
of basis functions can give rise to linear-dependence prob-
lems; correlation effects have to be evaluated a posteriort',
while they are included self-consistently (though in an ap-
proximate way) in schemes that adopt a local exchange
and correlation potential; the presence of core electrons in
the calculation makes it impossible, for the time being, to
treat systems containing high-atomic-number atoms. The
LCAO-HF procedure has, however, some undeniable mer-
its. The exchange term is treated exactly, which is very
important when short-range repulsive forces have to be
accurately evaluated; the variational character of the com-
putation makes it possible to choose in an unbiased way
the best basis set within a given functional space; as a
consequence, relatively few atomic orbitals (AO's) per
molecular unit can accurately describe the electronic
structure; easy reference can be made to current interpre-
tative schemes in molecular quantum chemistry; finally,
the all-electron character of the computation allows us to
reveal possible deformations of the cores in the crystalline
field. Regarding the crystal-structure problem that con-
cerns us here, we believe that the HF total energies can be
used with great confidence since correlation contributions
do not usually differ appreciably from one hypothetical
structure to another.

In the present paper the LCAO-HF procedure is ap-
plied to the calculation of the relative stability and the
electronic structure of three different crystal phases of
magnesium oxide. Knowledge about the polymorphs of
one of the major components of the earth's mantle will
enable a better understanding of the crystal chemistry in
the earth's interior. ' Figure 1 represents the three struc-
tures and the associated geometrical parameters. Phase
81 (NaC1) is the stable one in ordinary conditions, and
very rich information is available about its properties.
The transition from phase 81 to phase 82 (CsC1) is well
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FIG. 1. Crystal structures of magnesium oxide considered in
the present work, labeled by their Pearson symbols. Magnesium
and oxygen atoms are identified by small and large sohd circles,
respectively. Phase 88& is characterized by three parameters, a,
c, and u (distance of a layer of oxygen ions paraHel to the basal
plane from the underlying layer of magnesium ions); in the case
of perfect octahedral coordination of the magnesium ions with
respect to oxygen, a /c =V3/8 and u /c =0.25.

knawn in halides and has been found to occur in BaO
(Ref. 11) and CaO (Ref. 12) at pressures around 150 and
650 kbar, respectively; no such transition has been ob-
served in MgO below 1 Mbar ( in the euth's mantle pres-
sures can reach as high as 1A Mbar). The possibility of
the 81r82 transition has been considered in a number of
theoretical investigations, based on widely different ap-
proaches. Cohen and Gordon" used a modified electron-
gas (MEG) model for evaluating short-range interactions
between ions; the 0 ions stabilized by the crystal field
were described according to the Watson ( + 1 well}
inodel' or the Yamashita model. ' The model calculation
by Singh and Sanyal employs complicated interionic po-
tentials with parameters fitted against a number of static
and dynamical properties of the crystals. The Korringa-
Kohn-Rostoker (KKR) investigation of Yamashita and
Asano' was based on a local-density description of the
exchange and correlatian potential' and on the use of the
frozen-core and muffin-tin approximations; the latter is
believed to be the main source of error in the determina-
tion of total energies by this method. Recently, Chang
and Cohen's have performed a very accurate study of the
81 and 82 phases using the pseudopotential ab initio ap-
proach previously mentioned. As much as 1120 plane
waves per molecular unit were used, which is believed to
provide an accurate description of valence electrons, and
of the static and dynamical properties of the two struc-
tures up to pressures above 10 Mbar. That investigation
is nearest to the present one in method and scope, and will
be often referred to in the following as CC. The pressure
for the transition 81~82 calculated in these studies cov-
ers a wide range, from 1.17 Mbar (Ref. 16) to 10.5 Mbar
(Ref. 5). According to Navrotsky, ' the former transition
is less likely to occur than is the transition from the rock-
salt phase to phase 88i (inverse NiAs), as is observed in a
number of sulfides, selenides, teHurides, and transition-
metal oxides. By extrapolating a curve based on available
data and correlating the standard free energy for the tran-
sition 81~88i with the standard formation energy of the
rocksalt phase, Navrotsky estimates a transition pressure
of about 3 Mbar in the case of magnesium oxide. To our
knowledge, no ab initio theoretical treatment of the NiAs
phase of MgO has appeared to date.

The plan of the present work is as follows: In Sec. II

the choice of the basis set for the different structures and
lattice parameters is discussed in a rather detailed way;
this is, in fact, a very important problem when small ener-

gy differences must be revealed. In Sec. III the results are
presented and discussed. Energy data are first considered,
both concerning the equilibrium conformation and the
behavior at high pressures .The electronic structures of
the three crystal phases are compared to each other; par-
ticular attention is given to electron momentum distribu-
tions where anisotropy effects appear more clearly Fi.nal-
ly, the valence-band structures are reported and comment-
ed on with reference to the CC results.

II. BASIS-SET PROBLEMS

The variational optimization of the basis set for the
various crystal phases in the different geometrical config-
urations has required the evaluation af more than one-
hundred energy points. In order to reduce costs, the com-
putational parameters that cantrol the truncation of the
Coulomb and exchange series have been fixed to values
for which the residual numerical error is not entirely
negligible. The most unfavorable situation occurs with
the 88i phase, which has twice as many atoms in the unit
cell and half the number of symmetry operators with
respect to the other two structures. In that case the nu-
merical error associated with the truncation parameters
that were adopted was estimated to be around 0.1 eV per
molecular unit; in the two other cases it was considerably
smaller. As will appear in the following, such a numeri-
cal error is not a constant since the effectiveness of the
truncation criteria in a direct-space approach depends in a
complicated way on basis set, crystal geometry, and lattice
parameters. The computational cost was not the only
problem to be faced; with very large basis sets or with
crystal configurations and atomic-orbital sizes giving rise
to large overlaps, pseudo-linear-dependence between basis
functions may appear, giving rise to catastrophic
behaviar. Within the limits imposed by these problems,
the strategy adapted for the basis-set optimization is dis-
cussed in the following; reference is made to the set re-
ported in Table I, which has been used for all the calcula-
tions concerning the 81 phase at the conformational
minimum.

For oxygen we started from the basis set used in the
previous study of lithium oxide. It is essentially a split-
valence set (3 s- and 6 p-type functions) derived from a
standard 6-GTO (Gaussian-type orbitals) basis set. ' The
exponent a of the single Gaussian in the 3sp shell has
been optimized for the different conditions. As expected,
the results for phases 81 and 88i are very similar, while
phase 82 requires the use of a larger outer Gaussian (at
equilibrium, the optimum u exponent is 0.18 a.u. for 82,
to be compared with a=0.21 a.u. in the two other cases}.
%%en compressing or expanding the crystal, the optimum
exponent is also changed, but to a much lesser extent than
that corresponding to a geometrical scale factor: for 81,
a=0.20 and 0.22 a.u. for lattice-parameter values of
a =4.45 and 3.90 A, respectively. Only for the 81 phase
at equilibrium did we explore the effect of releasing the
outer Gaussian (a=0.53642 a.u.} of the oxygen 2sp shell,
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TABLE I. Exponents (in a.u. ) and coefficients of the Gaussian functions used for the calculation of
the 8 1 phase at the conformational minimum. The contraction coefficients multiply normalized indivi-

dual Gaussians. In other calculations the Gaussians labeled by an asterisk may have been used in a dif-

ferent way, by changing the exponent, or by using them as independent functions, or by dropping them

altogether (see text and Table II).

Coefficient

Atom

Magnesium

Shell Type Gaussian Exponent

68 371.9
9 699.34
2041.18

529.863
159.186
54.684 8
21.235 7

8.74604

0.000 222 6
0.001 898 2
0.011045 1

0.050062 7
0.169 123
0.367031
0.400410
0.149 870

9
10
11
12
13
14'

156.795
31.033 9
9.645 3
3.7109
1.611 64
0.642944

—0.006 24
—0.078 82
—0.079 92

0.29063
0.571 64
0.30664

0.007 72
0.06427
0.2104
0.343 14
0.373 50
0.232 86

sp 15' 0.4 1.0 1.0

Oxygen 4000.
1 355.58

248.545
69.533 9
23.886 8
9.275 93
3.820 34
1.235 14

0.001 44
0.007 64
0.053 7
0.168 18
0,36039
0.386 12
0.147 12
0.071 05

sp 9
10
11
12

52.187 8
10.329 3
3.210 34
1.235 14
0.53642

—0.008 73
—0.089 79
—0.04079

0.37666
0.42248

0.009 22
0.070 68
0.204 33
0.349 58
0.277 74

sp 0.21 1.0 1.0

TABLE II. Influence of the basis set of magnesium on total energy, kinetic energy, and magnesium
Mulliken net charge for the 81 phase of MgO at the experimental lattice parameter. hE~ (4T&) is the
total- (kinetic-) energy difference between case j and case 1 (E~ ———274.6601 T& ——274.7214 a.u.). The
oxygen basis set reported in Table I has been used for aH cases; the reference "ionic" Mg basis includes
the first two shells of Table I, and corresponds to an optimized isolated Mg~+ solution; the other six
bases have been obtained from the reference one by releasing the outer Gaussian of the 2sp shell (G14 in
case 2, G13 and G14 in case 3) or by adding an additional s (case 4) or sp (cases 5—7) shell with ex-
ponent a. Case 6 corresponds to Table I.

Case Mg basis

ionic
split G14
split G13,G14
+ s (a=0.4)
+ sp (a=0.35)
+ sp (a=0.40)
+ sp (a=0.45)

Number of
Mg AO's

5

9
13
6
9
9
9

hE
(a.u. )

—0.0025
—0.0028
—0.0006
—0.0029
—0.0024
—0.0021

hT
(a.u. )

—0.&0
—0.13
—0.01
—0.03
—0.04
—0.05

Mg net
charge

+ 2.00
+ 2.01
+ 2.01
+ 2.00
+ 1.96
+ 1.98
+ 1.99
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a (A)

3.70
3.80
3.90
4.20
4.45

EE ' (a.u. )

0.0095
0.0056
0.0030
0.0025
0.0023

AT~ (a.u. )

0.49
0.34
0.27
0, 10
0.07

0.0001 0.05

TABLE III. Magnesium-ion relaxation energy (hE ) as a

function of the lattice parameter (a) for the B1 phase. hE~ is

defined as the difference between the total energies obtained us-

ing an ionic contracted or uncontracted basis set (cases 1 and 2
Table II, respectively). The corresponding change in kinetic en-

ergy (h, T~) is also reported. The last row refers to the isolated
ion.

(cases 4—7) permits, in principle, less ionic configurations
to be realized. It is seen that the population of the addi-
tional valence shell increases regularly with increasing or-
bital size, but always remains very small, thus confirming
the fully ionic character of magnesium oxide. The energy
gain associated with the additional variational freedom is,
in all cases, less than 0.1 eV, and split-core sets perform
about equally well as core-plus-valence sets. In corn-
pressed crystals, core-relaxation effects become more im-
portant, as shown in Table III; frozen-core approxima-
tions could become questionable at very high pressures.
Split-core sets corresponding to case 2 of Table II have
been used for the 81 and 88i phases when considering
V/V~ values below 0.85, and in all cases for the 82 struc-
ture.

i.e., using it as an independent function. The energy gain
associated with this additional variational freedom was
very small, of the same order as for the isolated atom, but
could become more important in compressed structures.

For magnesium two points were considered, the need
for valence 3sp functions and the relaxation of the ion in
the crystal field. The ls and 2sp functions reported in
Table I correspond to a very accurate solution for the iso-
lated Mg + ion, and form what we call the ionic set. The
effect of enriching the ionic set is documented in Table II,
with reference to the 81 phase at equilibrium: Split-core
sets (cases 2 and 3) serve to explore the importance of ion
relaxation, while the addition of an outer "valence" shell

III. RESULTS AND DISCUSSION

The dependence of energy on the geometrical parame-
ters was investigated using the criteria discussed in the
preceding section. The results are reported in Table IV.
Note that in all cases the kinetic energy is quite close to
the absolute value of the total HF energy, which is good
check of the accuracy of the calculation. For the calcula-
tion of the HF cohesive energy, we have subtracted the
minimum tota1 energy E per molecular unit in the crystal
from the sum of the HF energies of the isolated atoms.
The latter were obtained using the best basis set within the
same functional space that was variationally explored
for describing the crystals (see Sec. II): their values

TABLE IV. Energy data and geometrical parameters at equilibrium, and parameters for
Murnaghan's equation of state for the three crystal structures.

Calc.
B1

Expt.

Crystal structure
B2

Calc.
BSi

Calc.

Energy data at equilibrium
(a.u. per molecule)

HF total energy Eo"
HF kinetic energy To"
HF cohesive energy E,""
Total cohesive energy E,

—274.663
274.642

0.267
0.366 0.384'

—274.598
274.651

0.202
0.301

—274.647
274.665

0.251
0.350

Geometrical equilibrium
0

parameters (A)
ao
Co

4.201 4.21 2.573 2.900
4.988

Parameters of Murnaghan
equation of state (a.u. )

Vp 125.10 125.90 115.07 122.60

'See Ref. 24.
'Sm Ref. 26.
'See Ref. 27.
See Ref. 28.

0.00631

3.53

0.00551"
' 0.00527'

0.00605
2.94

0.00631

3.47
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are EM~ ———199.6037 a.u. and Eo ———74.7928 a.u. ,
to be compared with the respective HF limits

E~g ———199.6146 a.u. and Eo"———74.8094 a.u. The
contribution of correlation effects to the cohesive energy
was evaluated by considering the nearly perfect ionic
character of the crystals (see below); that is, summing —in

all cases—the difference in correlation energy between

0 and 0 ( —0.148 a.u. ) (Ref. 22) to the difference in

correlation energy between Mg and Mg + (0.049 a.u. )

(Ref. 23). The experimental cohesion energy for the rock-
salt phase at zero temperature, as obtained from thermo-
dynamic data, is reasonably close to the calculated re-
sult. The corresponding equilibrium lattice parameter is
also very near the observed value. Phase 82 appears to be
unstable with respect to phase 81 at zero pressure by
0.065 a.u. , which is similar to the result of CC (O.OSS a.u.);
the other theoretical determinations are scattered over a
relatively wide range: 0.027, ' 0.124, 0.150,' and 0.209
a.u. '6 On the other hand, the equi1ibrium lattice parame-
ter for phase 82 (2.574 A) is appreciably smaller with
respect to the CC determination (2.628 A) and is closer to
that reported by Yamashita and Asano, ' 2.593 A. The
determination of the equilibrium structure for phase 8 8i
involves, in principle, three parameters, a, c, and u (see
Fig. 1}. However, reducing the crystal syinmetry by
displacing the layers of oxygen atoms parallel to the basal
plane with respect to their central position between adja-
cent magnesium layers (i.e., changing the u value from
c/4) results in a net energy increase. The optimization of
the other two parameters results in a slight stretching in
the c direction (the c/a ratio is changed from 1.633, as in
the ideal octahedral case, to 1.72}, but the molecular
volume is approximately the same as in the rocksalt
phase, and the gain in energy associated with that stretch-
ing is minute (less than 0.1 eV). It can be noticed that the
NiAs phase is nearly as stable as the NaC1 one, which is
expected because of the similarity of the two structures.
Table IV also reports the parameters of the Murnaghan
equation of state for the three structures:

E( V) =ED+(BV/8')[( Vo/V) /(8' —1)+1]
—VoB/(8' —1) .

A few comments can be made upon these data: (a) The
parameters have been obtained by fitting HF energies; it is
therefore implicitly assumed that correlation energy is not
appreciably dependent on volume and crystal structure.
On the other hand, changes in correlation energy over the
explored range are probably less important than the un-
certainty associated with basis-set effects. (b) For the hex-
agonal Bgi phase, due to the high cost of the computa-
tions, only isotropic compression was considered, with
conservation of the ideal octahedral structure. We do not
believe that taking into account crystal deformation
would matter very much since the energy gains associated
with the optimization of the c/a ratio were only slightly
beyond the present numerical precision. (c} The range of
V values explored was relatively small; the probleins of
pseudo-linear-dependence mentioned in Sec. II prevented
us from considering V/Vo ratios below about 0.7.

Figure 2 shows the best-fit E( V) curves and the energy
data on which they are based, in order to give a more pre-

-274. 50

E "'(,V&

(a. u. )

-274. 70
10

V ('A ')
FIG. 2. Hartree-Fock energies for the three crystal structures

as a function of molecular volume. The symbols indicate calcu-
lated points; the curves correspond to the Murnaghan equation
with the best-fit parameters listed in Table IU.

cise idea of the number and range of data points, and of
their dispersion about the best-fit curve; it is apparent that
the quality of the 8 8i results is poorer than for the other
two structures for the reasons mentioned in the preceding
section. The numerical error affecting the parameters
within the present model was roughly estimated by con-
sidering, for each crystal structure, the results obtained
with different subsets of data points. As expe:ted, 8' is
the parameter affected by the largest relative error, while
Eo and Vp are very accurately determined. The error in
the 8 parameter (bulk modulus) was estimated to be about
2% for the rocksalt phase. The present estimate of the
bulk modulus (1.86 Mbar) is somewhat too high with
respect to the experimental determinations, 1.62 Mbar, ob-
tained by ultrasonic interferometry, 1.55 Mbar, obtained
from neutron-scattering data, 2~ and 1.78 Mbar, resulting
from compression measurements:2 it is still more at vari-
ance with the CC determination, 1.46 Mbar, but close to
the KKR result, ' 1.71 Mbar. Inclusion of zero-point
motion effects, acting as a negative pressure, could im-
prove the agreement with the experimental data. 4

Figure 3 illustrates the dependence on pressure of the
zero-temperature free energy (G =E+p V) of the 82 and
Bgi phases, referred to G~i(p), the free energy of the
rocksalt phase. It is seen that Gii2 becomes less than Ga i
around 2.2 Mbar; this is still too high for the transition to
occur in the earth's interior. Note, however, that the
present estimate is much lower than that by CC (10.5
Mbar); this difference is far beyond possible extrapolation
errors. The molecular volumes at 2.2 Mbar are 11.65 and
10.39 A for the 81 and 82 phases, respectively; the
transition-volume change, b, V, =1.26 A, is appreciably
larger than that predicted by CC (0.33 A ). Since the
difference between the molecular volumes does not depend
very much on pressure, and due to the term pV in the
free-energy expression, we can expect, in general, that
high calculated transition pressures hp, correspond to
small volume differences at zero pressure, AVO, and vice
versa. As a matter of fact, the various calculated values
of p, and b, Vo are strictly anticorrelated, as appears from
the following list (p, in Mbar, b, Vo in A ): 1.17 and 4.04
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FIG. 3. Difference of the zero-temperature free energy
of the B8& or B2 phase with respect to the B1 phase
(h.G =AE+p iV), as a function of pressure. The shaded area
indicates the estimated margin of error. The calculated paints
are all located to the left of the vertical dashed line; extrapola-
tion was effected according to the Murnaghan equation, using
the parameters listed in Table IV.

(Ref. 16); 2.2 and 1.49 (present calculation); 2.56 and 2.00
(Ref. 13, Watson model for 02 ); 3.72 and 1.21 (Ref. 13,
Yamashita model for 02 ); 10.5 and 0.35 (Ref. 5). The
difference between the present description of the relative
stability of the two phases and the pseudopotential results
can therefore be traced back to the different determina-
tions of the equilibrium configuration of the 82 phase.
For that crystal structure, characterized by very dense

packing of positive and negative iona, the pseudopotential
frozen-core approximation might undergo a partial
failure. The stability of the NiAs phase at high pressure
with respect to the NaC1 one is less easily discussed pre-
cisely because of the similarity of the two molecular
volumes. As shown in Fig. 3, the two free-energy curves
run, in fact, nearly parallel to each other, and the intersec-
tion point is located approximately at the same pressure as
in the preceding case. Due to the relatively high estimat-
ed error affecting the results for the 88i phase, the
present investigation does not rule out the possibility that
a pressure interval exists, where the NiAs phase is the
most stable of the three structures.

Let us now consider the electronic structure of the three
crystal phases. In a related paper the electron charge
and electron momentum distribution of the rocksalt phase
of magnesium oxide at the equilibrium configuration have
been analyzed accurately, with reference to the rich exper-
imental and theoretical information that is available. The
main results of that study were as follows. The classic
description of magnesium oxide according to the configu-
ration Mg 0 was confirmed to be essentially ade-
quate. The Mulliken gross population on magnesium
exccxxh ten electrons by less than 0.03 electrons, while
bond populations between neighboring ions are very small
and slightly negative. Differential charge-density maps
with respect to an atomic superposition model clearly ex-
hibit the large charge transfer from the magnesium atom
to the valence region of oxygen. On the other hand, the
differential charge density is near zero outside core re-

gions when ionic superposition models are taken as a
reference, using the classic descriptions of the oxygen ion
as stabilized by the crystal field ' appreciable differen-
tial densities are found in these cases only in the region of
the oxygen core, where the present description is inter-
mediate between those obtained using the %atson' or
Yamashita' model, and in the region of the magnesium

core, due to a small expansion of that ion in the crystal
field. The calculated structure factors are in agreement
with experimental determinations ' within the declared
experimental error; the latter is, however, too large for de-

finite statements to be made about the accuracy of the cal-
culated charge density. The electron momentum distribu-
tion exhibits appreciable anisotropy (up to about 8% at
1.5 a.u.), which is attributable to orthogonality effects be-

tween neighboring oxygen ions. The analysis of the aver-

age Compton profiles further supports the ionic model.
The present discussion makes reference to those results,
and its primary purpose is to evidence the role of crystal
structure and pressure on the electronic properties.

Consider first the results of the Mulliken-population
analysis. The ionicity is practically complete in all cases,
the magnesium population never exceeding 10.05 elec-
trons. It is difficult to identify different degrees of ioniza-
tion for the three structures because there are changes in
Mulliken populations related to modifications of the basis
set (see Sec. II) which are of the order of a few hundredths
of an electron. The bond population between neighboring
ions is always negative; for first-neighbor magnesium and
oxygen it is about —0.01 and is negligible for neighboring
magnesium ions, in all cases; regarding first-neighbor oxy-
gen ions, the bond population is again —0.01 for the
rocksalt and NiAs structures, while it is as large —0. 1 for
the CsC1 structure, where the O-O distance is much small-
er. With increasing pressure there are no substantial
changes in the above picture; the most important effect is
the large increase in the antibonding population between
neighboring oxygen ions in the 82 phase, which is nearly
doubled at V/Vo ——0.7. It is interesting, finally, to briefly
comment on the value of the multipoles of the charge dis-
tributions assigned to each ion according to the Mulliken
analysis. Only in the hexagonal NiAs phase can nonzero
multipoles lo~er than the hexadecapole ones exist by sym-
metry; in that case the quadrupole moment of the oxygen
ion, associated with a slightly different population of the

p, with respect to the p, and p» orbitals, is exceedingly
small and, in fact, not meaningful. The hexadecapoles of
the oxygen ion in the 81 and 88i phases are small in
comparison with other anions, such as H in LiH (Ref. 9)
or N in Li&N (Ref. 33); their sign indicates a compres-
sion of the ion in the direction of the neighboring mag-
nesium ions. In the 82 phase the hexadecapoles are larger
and correspond to ion compression in the direction of the
neighboring oxygen ions.

Charge-density data confirm the results of the Mulliken
analysis. The charge densities for the three phases at zero
pressure are very similar to each other except in the ionic
interstices. The conclusions drawn for the 81 phase (fully
ionic character, shght expansion of the magnesium ion,
intermediate character of the oxygen ion between the
Watson and Yamashita models) can therefore be extended
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Mg-Mg
O-O

Mg-O

ence Lip(p) between the density of electron momenta along
assigned crystallographic directions, and the average
EMD, p(p). In the present case the EMD anisotropy has
to be entirely attributed to p electrons of oxygen. The
selected directions have therefore been chosen to corre-
spond to dirix:tions of interest of electron momenta as
viewed from a nucleus of oxygen: The first one (identified
by open circles) points toward one of the nearest magnesi-
um ions, the second (pluses) toward one of the nearest ox-
ygen atoms, and the third (asterisks) points the farthest
from neighboring magnesium ions. The Bl and B8i an-
isotropies look strikingly similar to each other: In both
cases electrons are slowest in the direction of neighboring
magnesium ions, and faster in the other two directions,
where antibonding oxygen-oxygen interactions are more
important. The EMD of the B2 structure is much more
anisotropic; the oxygen-oxygen direction is clearly dis-
tinguished from the others, especially for the large peak of
relatively slow electrons about 1 a.u. ; high-momentum
electrons are also particularly abundant in that direction.
Compressing the crystals obviously causes a general in-
crease of electron velocities, which is, however, not uni-
formly distributed in all directions. This is exemplified in
Fig. 5, where the EMD's of the Bl phase at V/Vo ——1 and
VlVo ——0.68 are compared to each other. It is seen that
there is an important increase of the density of high-
momentum electrons moving along the oxygen-oxygen
(110) line; the depopulation of slow electrons is quite uni-
form, while at intermediate momenta (1—2 a.u. ) the
changes in momentum density along the various direc-
tions act in the sense of diminishing the EMD anisotropy
with respect to the uncompressed crystal.

A more detailed discussion of the EMD of the oxide
ion in different crystal environments is deferred to further
work. The analysis will be performed in direct space, by
considering the Fourier transform of p(p), the so-called
autocorrelation function B(r); ' s that representation al-
lows a transparent interpretation of all the important
features of the EMD in relation to the crystal structure
and chemical properties of the system, and permits a
direct comparison with experimental data.

Let us finally briefly comment on band structures. The
basis sets adopted here, chosen according to strictly varia-
tional criteria, do not permit any useful information to be
gathered about virtual levels; therefore, the discussion is
confined here to valence bands. The oxygen p bands for
the 81 and 82 phases, represented in Fig. 6, are very simi-
lar to those reported by CC. The 88& band structure
bears some resemblance to the 81 one: along the three-

to the other structures. Table V reports some density data
at points of interest; the similarity of Bl and B8i phases
is again apparent. As noted by CC, compressing the crys-
tal makes the density more uniform; the location of the
minimum between nearest-neighbor oxygen and magnesi-
um is progressively displaced toward the middle point of
the segment. Although the general features of the present
results are similar to those reported by CC, we did not
find, in the differential charge densities (calculated minus
atomic superposition density), any kind of fine structure
such as that appearing in their Fig. 3: those oscillations
could be an artifact, associated with their use of the
plane-wave basis set.

The electron momentum distribution (EMD), particu-
larly its anisotropy, may reveal interesting features of the
electronic structure. Figure 4 describes the END aniso-
tropy for the three crystal phases by reporting the differ-
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FIG. 4. EMD anisotropies %psalm(p)= peak((p) p(p) as a fu—nc-
tion of electron momentum p, for the three crystal phases at
zero pressure. The same label in the various plots identifies cor-
responding directions (see text). The scales are the same in all
cases and are reported only in the bottom plot.

TABLE V. Minimum electron charge density along the atom-atom directions for the three phases;

81, 82, and 881 refer to the calculated equihbrium structural parameters reported in Table IV. 81+
refers to a calculation performed with a =3.70 A; numbers in parentheses indicate the distance of the

minimum from Mg, in units of dM o. Charge density is expressed of 10 ~ e /a. u. '.
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same free energy. At much higher and lower pressures
the B2 and 81 phaes, respectively, are undoubtedly the
most stable structures. Due to the uncertainties of the
present calculation, it is not excluded that a pressure in-
terval exists where the 88~ structure is the most stable
one; the range could include pressures that exist in the
earth's interior. If this were the case, it would be
worthwhile to perform a more accurate study of the

structural and dynamical properties of phase 8 8, in those
extreme conditions.
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