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We present an envelope-function approach designed to describe a large class of weakly inhomo-

geneous semiconductors. This model is a generalization of Kanes eight-band k.p model with
remote-band effects included in second-order perturbation theory. It is used to study subband levels

of single and multiple quantum wells fabricated by layers of GaAs and Gal Al As. The depen-
dence of these levels on variations of input parameters such as effective masses and band offsets, as
well as sample parameters such as alloy concentration and layer thickness, is investigated. Compar-
ison of our results with experimental data on single GaAs/Gal Al As quantum wells demon-

strates that experimental uncertainties in sample length and alloy concentration do not allow a
unique determination of the band offsets. For recent data on quasiparabolic wells, we find that the
level splittings for electrons and holes cannot always be explained by a unique choice for the offsets.
However, in agreement with previous observations, we find that these structures favor nearly sym-

metric band offsets.

I. INTRODUCTION

Over the last several years, layered structures of semi-
conductors have become of considerable interest, mostly
because they open the door to new semiconductor de-
vices. ' The fabrication of artificially periodic structures
leads to band structures that differ considerably from that
of a typical semiconductor. Using thin layers of proper
semiconductor alloys allows one to model space-
dependent band gaps which may vary over a wide range
of energies. ' Sophisticated structures, combined with
selective doping of certain layers, have been successfully
used to create devices with extremely high carrier mobili-
ties. ' Layered structures have also been used to build
elementary devices on the submicrometer scale. On the
other hand, such structures are also interesting from a
more academic point of view. They allow the study of
confinement in microscopic structures, quantization nor-
mal to the interfaces, many-particle effects in quasi-two-
dimensional systems, and others. Charge carriers in su-
perlattices may show negative differential mobilities and
hope exists that they will allow a test of the existence of
Bloch oscillations. The properties of layered structures is
significantly influenced by how the energy bands of the
different materials line up at the interface. Various
theoretical approaches have been used to address this
question. Envelope-function approaches (EFA's) may be
used for moderately thin layer thicknesses. They require
the band offsets as input. Attempts to extract the
valence- and conduction-band offsets have been made by
comparing calculated levels to photoluminescence data on
single and multiple quantum wells. ' Other models,
such as tight-binding and pseudopotential models, have
been used to investigate structures with small layer
thicknesses. ' ' These approaches can, in principle,
directly predict the band offsets for (ideal) interfaces.
However, despite the considerable effort made over the
last few years, this question has not even been solved sa-

tisfactorily for the most investigated heterostructures con-
sisting of layers of GaAs and Ga& Al„As.

Here, we present an envelope-function formalism,
which is suited to the investigation of layered structures in
semiconductors. We use eight I -point Bloch functions to
expand the wave functions of the confined states and in-
clude remote bands in second-order perturbation theory. '

The basis is chosen such that the spin-orbit interaction is
diagonal for k=o. ' The eigenvalue problem becomes a
system of coupled differential equations in the envelope
functions. This system can be decoupled for the individu-
al bands only if motion normal to the interfaces (in the z
direction) is studied and terms higher than second order in
d/dz are neglected. This model is used to investigate sin-
gle and multiple quantum wells consisting of thin slabs of
GaAs and Gaj ~A1 As. We calculate the subband levels
for single quantum wells of varying thickness and alloy
concentration and compare them to experiment. The in-
fluence of input parameters (effective masses and band
offsets), sensitivity to uncertainties in the sample specifi-
cation (layer thickness and alloy concentration), as well as
deviations from an ideal rectangular barrier profile at the
interface are examined. We also study quasiparabolic
quantum wells produced by layers of GaAs and
Ga& „Al„As of varying layer thickness recently presented
by Miller et aI. ' En Sec. IE we outline the envelope-
function model used here. Sections III and IV contain our
results and a comparison to experiment for single and
multiple quantum wells, respectively. Our summary and
conclusions can be found in Sec. V.

II. ENVELOPE-FUNCTION MODEL

The envelope-function approach used here can be
viewed as a generalization of Kane's k.p method used for
bulk materials to describe semiconductors inhomogeneous
in space. ' A set of "near bands" must be selected to
serve as a basic upon which to expand the wave function
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of the system. As we are interested in energy levels close
to the main gap of the semiconductor, we use six valence-
band states (including spin) from the I point (heavy-hole,
light-hole, and spit-off band) and two from the
conduction-band edge. Then the wave function can be
written as

%(x,y, z) =exp(ikey) g fz(z)u/(x, y,z),

where z denotes the direction normal to the interface and

y is a direction parallel to it. In this ansatz it is implicitly
assumed that the periodicity of the crystal parallel to the
interface is maintained. The basis I ui I is chosen such
that the spin-orbit interaction is diagonal at the I point
and the 8&(8 matrix decouples into two 4X4 matrices.
This can be accomplished by the following choice for
Iuj. j:

ul =ST, u2=( 3 ) Zt+( 6 ) (&&i+XI), u3 — ( 2 ) ( iI'1+Xi)y ug —( 3 ) (Z1 iI't Xl)

u5 ———S» u6 ———( —', )'/2Zi, +(—,
' )'/ (i Fl+Xt), u7 ———( —,

' )'/ ( iF—l+Xt), us ———( —,
' )'/ (Zi+iFL+X&) .

X, 1; Z, and S denote the bulk Bloch functions at the valence- and conduction-band edges, and t and i denote the spin
direction. With this choice for I ui I, one obtains a set of coupled differential equations in the envelope functions f/(z)
with two matrix operators of the form

kyV(z)+E, +ak EP—
aZ 2

31/2
+ Pky 1P a

21/2

8 + p

Bz 2
31/2

+ Pky

V(z) ~ak E—0

V(z)+ak E—
0

2

pl /2 ()z
+ 0 bp+ V(z)+ak' E—

The upper sign is for the matrix coupling of the first four
envelope functions, while the lower sign is for the last
four envelope functions, P is ( —', )' lri/(imp) times the
momentum matrix element, ' and hp is the spin-orbit
splitting at the I point. All energies are measured relative
to the valence-band edge. V(z) may be an external poten-
tial, an image potential, a Hartree term, etc. Furthermore,
we use

V(z)+E, E —a, f—l(z)
dZ

+P f2(z)+ P f4(z) =0,1 d
dz

d d2
P f, (z)+ V(z) —E —ai f2—(z)

dz dZ

(6a)

2 l/2 d 2

(M L) f4(z) —=0, (6b)
3 Z2

82
k2 I 2 1 21/2

i/2 P f, (z)+ (M L) 2 f2(z)—
where mp is the free-electron mass.

As we are not interested in motion parallel to the inter-
faces, we set k„=0. This allows the inclusion of remote-
band effects, in second-order perturbation theory without
introducing coupling terms between the two 4)&4 blocks.
In addition, the two blocks become identical and the dif-
ferential equations for f3(z) [f7(z)] can be decoupled
from the rest of the system. One obtains

b,p+ V(z) E —a„ fg(z) =0, —

V(z) E —al, f3(z) =—0,
dz2

with

(6c)

(6d)



3870 W. PGTZ, W. POROD, AND D. K. FERRY

o;, =ca+A,

n~ ——o, +M,
a) ——a+ —,(2L +M),
a„=a+—,

' (L +2M) . (10)

V(z)+E, (z) E — a—, (z) f, (z)
d

+IIf2(z)+
&&&

Ilf4(z) =0, (1 la)
1

21/2

A, L, and M are k p coupling terms from the "remote"
bands, which in the case of k p calculations are necessary
to give the correct effective masses at the I point, ' and
8/Bz is replaced by d/dz.

In order to be able to describe inhomogeneous semicon-
ductors, such as alloys with varying concentrations of the
constituent atoms or layered structures, one makes the
coupling terms P, A, L„,M, and the band edges z dependent.
This is an intuitive step based on the idea that if the inho-
mogeneities are weak on the scale of a lattice constant, the
carriers locally will still be under the infiuence of a
periodic crystal. However, if they travel on a macroscopic
scale, i.e., over many unit cells, the character of the crys-
tal will gradually change. This is expressed in the z
dependence of the crystal properties, where z has the char-
acter of a macroscopic variable. Therefore, the set of dif-
ferential equations becomes

tions to its right. This set of equations contains both
remote-band effects and the k-independent spin-orbit in-
teraction in order to ensure an accurate representation of
the bulk properties close to the band edges. V(z) can be
used to solve Eqs. (11) self-consistently and to take
many-body corrections into account. However, these ef-
fects as well as strain at the interface are not investigated
here.

The set of coupled differential equations for the en-
velope functions fj.(z) can be decoupled if terms higher
than second order in d/dz are neglected. Then the sub-
band levels associated with band j can be found by solving
an eigenvalue equation, which is nonlinear in the eigen-
values E,

V(z) +EJ(z) E — —uj(z) —
IIPJ (z)II f j (z)=0,d

where j stands for conduction (c), heavy-hole (h), light-
hole (I), or split-off band (so), respectively. EJ(z) is the
z-dependent band edge of band j, and

$2
aj(z) = (14)

2mJ(z)
'

where m~(z) is the free-electron mass, renormalized by
remote-band effects, for band j. The pj(z) are given by

1 O. S
E+E (15)

—Ilf ~ (z) + V(z) +E,(z) E — a~(z) — f2(z)
dz dz

Z'~' d+ [M (z) L(z) ] f4(z) =—0, (1 lb)
3 dz dz

21/2 dIIf~(z)+ [M(z) L(z)] fz(—z)21/2 3 dz dz

Pp, (z)=0,
1

P((z) =

0.5
Pso(

(16)

+ b,o(z)+ V(z)+E„(z) E — a„(z)—
Xf4(z) =0, (1 lc)

V(z) ~E„(z)—E — ap, (z) f3(z) =0 .
dz dz

(1 ld)

E„(z) is the z-dependent valence-band edge. The matrix
has been written in a symmetric form in order to keep it
Hermitian. It should be noted that there is no unique way
of symmetrizing this matrix, as quantum mechanics does
not give a unique prescription of how to convert functions
into Hermitian operators. In fact, different symmetriza-
tion rules have been used in the literature for phenomeno-
logical equations that contain space-dependent effective
masses. ' Here, the kinetic-energy terms have been
chosen in a BenDaniel-Duke form. 's In the off-diagonal
terms, we chose a symmetric form by using

r

II=—P(z) + P(z)1 d d
dz dz

(12)

where, as in (11), d/dz operates on all z-dependent func-

Equation (13) has to be solved numerically and self-
consistently in E. We use a finite-difference method to
perform this task. The energy dependence in the Pz(z)
takes account of (part of the) nonparabolicity in the c, 1,
and so bands. It should be mentioned that the additional
term of second order in d/dz takes the same symmetry
structure as the kinetic-energy terms containing aj(z)
when P is independent of z. Equation (13) allows us to
study various macroscopically continuous forms of inter-
faces, as well as semiconductor alloys with continuously
varying composition.

Interfaces between two different semiconductors are
usually assumed to be macroscopically abrupt. In this
case, one has to match the envelope functions of the two
different regions at the interface. The discontinuities in
the renormalized masses, the momentum matrix element,
and the band edges imply that the envelope functions and
their first derivatives may be discontinuous. In order to
obtain the boundary conditions, we integrate (13) across
the interface. Assuming that fz(z) has only a discontinui-
ty of finite height, one obtains the condition that the ex-
pression
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{a(z)+[&(z)] P, (z)I f (z).

has to be continuous across the interface. This means
that, at the interface of two different semiconductors,
de(z)ldz has a step of finite height. Consequently, the
second boundary condition is that fj(z) is continuous
across the interface, consistent with the original assump-
tion on its behavior.

The use of the EFA for systems with macroscopically
abrupt interfaces may appear doubtful because the effec-
tive "potential" varies abruptly at the interface. As this
approach is phenomenological, quantitative estimates of
the induced errors are difficult. Qualitatively, one can ex-
pect it to work well as long as the bulk domains dominate
the interface regions, i.e., if the envelope functions are not
predominantly localized at the (abrupt) interfaces. For ex-
ample, this is usually guaranteed if the layer thicknesses
are large compared to the lattice constant. Therefore, the
solutions obtained have to be checked afterwards for con-
sistency with this assumption. Recently, alternative ap-
proaches have been presented and may be used to test the
EPA 14, 15

Here, we want to study layered structures of GaAs and
Gaq „Al As. The direct energy gap Eg in Ga& Al As
is assumed to vary linearly with x. This is a good approx-
imation for x&0.5. ' Then the z-dependent band edges
relative to the valence-band edge in GaAs can be written
as

E, (z) =E,(GaAs) + bEzx (z),
Qe+1

(20)

Et, (z)=EI(z)= — hE x(z),1

Q

E„(z)=ho(GaAs)+El, (z)

+[60(A1As) —Ao(GaAs)]x (z), (22)

where &&z is the increase in Ez per unit x, and Q, is the
band-offset parameter that gives the fraction of b,Ez that
is given to the conduction-band. Here, Q, is assumed to
be independent of x.

The host properties, such as band structures and effec-
tive masses of GaAs and A1As, are fairly well
known. ' ' ' They are needed to determine the coupling
parameters P, A, I., and M. The remote-band coupling A
is taken from a recent fit to experimental data that includ-
ed coupling to the I 7 and I 8 conduction bands. Then P
can be determined from the conduction-band mass in
CxaAs. P is assumed to be the same in GaAs and A1As.
Finally, the remote-band coupling parameters are obtained
from the experimentally known h and l masses in GaAs
and AIAs. Generally, the alloy Cxa~ „Al„As is modeled
by a linear interpolation of the band structure of GaAs
and AlAs. For the main energy gap, bowing is taken into
account. ' The input data taken from experiment are list-
ed in Table I. We need the main energy gap Eg, the posi-
tion of the 1 7 conduction band, Eg, the coupling strength
between the I'6 and (I 7+1 s) conduction bands, Ez, the

TABLE I. Bulk parameters used in the envelope-function
formalism as defined in the main text and as taken from the
literature (Refs. 13, 22, and 24). Energies are in eV, and effec-
tive masses are given in free-electron masses mo.

GaAs AlAs

~o

m,*

1.519
0.341
2.969
0.171
5.0
0.0665

—0.450
—0.088

3.130
0.275
1.530
0.0
5.0

—0.752
—0.137

spin-orbit splittings b,o and 60, and effective masses I;*.
E& is assumed equal for GaAs and AlAs. 6o is set equal
to zero in A1As. This leaves Q, as the only adjustable in-
put parameter once the structure of the sample is defined.
Different multiple quantum wells enter via the z-
dependent Al concentration x (z).

Other simplified versions of k.p models have been used
to calculate energy levels in semiconductor heterostruc-
ture, and a brief comparison of these models to our ver-
sion may be useful at this point. Independently, Bas-
tard, White and Sham, and Altarelli developed
effective-mass models that are similar to each other.
Compared to ours, they all neglect the split-off band and
confine themselves to abrupt interfaces. In addition, Bas-
tard and White and Sham neglect remote-band effects and
set 0., and ng equal to zero. White and Sham only consid-
er motion normal to the interface. Dawson et al. ' sim-
ply applied Bastard's model. Bangert and Landwehr
used an effective-mass model for hole states localized at
heterojunctions; however, they treated all conduction
bands as "remote bands" and considered only abrupt in-
terfaces. To our knowledge, graded interfaces have only
been studied by effective-mass equations of the
BenDaniel-Duke type, which arise from a one-band
effective-mass model with a space-dependent effective
mass.

Single quantum wells consisting of a layer of GaAs in
between Ga~ Al As are the simplest and most investi-
gated layered structures to produce quantized levels.
Several systematic investigations of these structures have
been reported in the literature. Dingle and co-workers '

measured optical interband transition energies and inter-
preted them in terms of a simple effective-mass model, as-
suming rectangularly shaped space-dependent band edges
across the sample. They extracted a value of 0.85 for the
relative conduction-band offset Q, from their experimen-
tal data. This value seems to have been unquestioned for
several years. More recently, however, doubts as to the
correctness of this value have arisen. This is partly due to
transport measurements, most of which indicate a lower
value for Q, . However, Wu and Yang did find
agreement of their results with Q, =0.85. Also, recent
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data obtained from excitation spectroscopy experiments of
the photoluminescence for both rectangular and quasipar-
abolic quantum wells were interpreted with relative
conduction-band offsets Q, of 0.51 and 0.57. However,
rather unusual values for the heavy- and light-hole masses
were used to fit the data. ' '" Dawson et al. ' took great
care in sample preparation to get an accurate value for the
thickness of the GaAs layer. They concluded Q, to be
about 0.75 from fairly narrow single quantum wells. On
the other hand, in another recent paper Xu et al. ' could
fit their photoluminescence data on multiple quantum
wells with the established value of 0.85, provided nonpar-
abolicity in the conduction band of GaAs was taken into
account. Also, White and Sham reported a successful fit
of optical interband transition energies using a sim. plified
k.p model with Q, =0.85.

The band offsets represent very important characteris-
tics of semiconductor interfaces, which need to be known
accurately in order to successfully design new devices
with space-dependent energy gaps (*'band-gap engineer-
ing"). Here, we try to find the origin of the large spread
in the extracted values for Q, . First, we calculate the sub-
band levels for the samples presented by Dingle and co-
workers ' and Miller et al. " using the input data from
Table I. From the subband energies, we obtain the optical
interband transition energies E„;. Here, n and m label
the conduction-band and valence-band associated levels
involved in the transition (i specifies the type of hole). If
n =m, the transition energies are simply denoted by E„;.
Excitonic effects can be taken into account by subtracting
the exciton binding energies from our calculated transition
energies. For Dingle's data, we use his values for the exci-
ton binding energies to account for their contribution in
the experimental data. Miller's data were already
presented in such a way that the major exciton contribu-
tions were eliminated. " The agreement of our results
with these experimental data is rather disappointing. No
value for Q, between 0.5 and 0.9 can reproduce them in a
consistent way. For example, comparison with Dingle's
data favors Q, =0.85 for the heavy-hole transition ener-
gies conserving the level index (E„l,), values around 0.6
for E„~, and smaller than 0.5 for Ei3I, . Unfortunately,
these data do not show error bars. Similar problems occur
when we try to determine Q, from Miller's data. For
several transition energies the experimental uncertainties
from samples that differ only slightly in L, are larger
than the range of energy that can be covered by Q, be-
tween 0.5 and 0.9 (e.g., E2i, for L, =100 A). In other
cases, none of these values for Q, can reproduce the mea-
sured transition energy.

In order to find the sources for this disagreement, we
systematically vary the input data within their estimated
experimental error bars. A typical outcome of such a
study is given in Fig. 1, performed for a single quantum
well with the nominal values L„=100A and x=0.2. It
shows clearly that uncertainties in the sample length
represent the main source for uncertainties in the calculat-
ed values for transition energies. Variations in x have a
smaller effect; however, it is still of the same order as ef-
fects due to variations in Q, within its discussed limits.
Variation of the heavy-hole mass in GaAs from 0.45mo

l.700—

I.650—
2h

i.600—
CL
hl
Z:
UJ

I.550 —
E Ih

FIG. 1. Transition energies E~~ and Eqh of a single quantum
well as a function of various structure and material parameters.

0
The nominal values for the present sample are L,=100 A,
x =0.20, and Q, =0.5 (Ref. 9).

to 0.35mo, which was claimed to be required to reproduce
experimental data, " changed the transition energies only
slightly. Replacing the discontinuous potential at the in-
terface by a smooth potential step of width d &20 A was
found to have an almost negligible effect, particularly on
the lower levels in the well, which is in qualitative agree-
ment with the results of Stern and Schulman.

Much better agreement can be found with the data
presented by Dawson et al. , ' who realized that small and
accurate values for L, were essential for a successful
determination of Q, . For example, one of their samples
was specified by L, =71 A and x=0.26. The measured
transition energies, with exciton effects already extracted,
were E&h ——1.5807 eV, E&I——1.5972 eV, and E2~ ——1.7329
eV, all within +0.001 eV. For Q, =0.7, we find agree-
ment for all energies within 3 meV; for Q, =0.9, within 5
meV; and for Q, =0.5, within 24 meV. However, despite
the relatively small uncertainties of one monolayer in the
sample length, we find that the relative uncertainty in L,
is high enough to allow only a fairly rough estimate of Q,
of about 0.7+0.1. A disadvantage of narrow wells is that
only a few subband levels exist. Consequently, only a few
optical transitions can be observed, of which few reveal
useful sensitivity to the choice of the band offsets. In the
present case, for instance, only E21, shows a strong depen-
dence on Q, .

IV. QUASIPARABOLIC WELL

Very recently the first successful fabrication of layered
structures of GaAs and Gai „Al„As to simulate a para-
bolic band profile between the confining Gai „Al„As
layers was reported. By varying the layer thicknesses qua-
dratically with the distance from the center of the sample,
Miller et al. ' could show that the subband levels associ-
ated with valence and conduction bands were spaced near-
ly equidistantly in energy. From level splittings extracted
from three different samples, they concluded a value

Q, =0.51 and later 0.57 by use of a one-band EFA. ' "
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TABLE II. Calculated energy splittings b,E; of subband levels associated with quasiparabolic quan-
tum wells for the nominal values for total length L, and relative Al concentration x compared to exper-
imental results (Ref. 10). All energies are in meV. MQW denotes multiple quantum well.

AE,
AEp
AEI
AE„

28.8
10.2
23.6
16.0

Q, =0.8S
Parabolic

Q, =O.S1
Parabolic MQW

Sample 1 {L,=510 A and x=0.30)
26.6 35.4
9.8 5.6

22.0 13,6
8.0 14.8

34.4
5.4

12.2
7.0

Experiment

22.3
8.4

16.9

hE,
AEg
AE(
hE„

42.8
16.0
35.0
23.6

Sample 2 (L,=325
41.0
15.0
33.9
22.8

A and x=0.29)
53.2

8.8
19.8
12.0

52.0
8.2

18.8
10.8

40. 1

15.6
27.9

hE,

hEI-
hE„

43.0
15.6
35.2
24.0

Sample 3 (L,=336
40.4
14.7
33.4
22.4

A and x=0.30)
53.4

8.8
20.0
12.0

52.0
8.1

18.6
10.6

33.1
12.4
23.7

Here, we apply our model to these structures and try to
determine if they allow an extraction of the band lineups
without any modification of bulk parameters, such as ef-
fective masses. First we discuss the results obtained for
the three samples using the nominal values for I., and X.
The results for Q, =0.51 and 0.85 are given in Table II.
These calculations confirm the parabolic character of the
structures. The level splittings for the lowest levels are
nearly equidistant. For example, for conduction-band as-
sociated states, the splitting typically decreases by 1 meV
when going to the next higher level. However, for all
samples and for both conduction- and valence-band asso-
ciated levels we obtain splittings that are consistently
higher than those extracted by Miller et al. ' from the ex-
'citon spectrum. Their extraction of the energy splittings
from excitonic peaks was based on some simplifying as-
sumptions on the exciton binding energies. First, excitons
involving heavy holes were assumed to have the same
binding energy as those formed with light holes. Calcula-
tions show that they differ by typically 1—2 meV for
these sample lengths. Secondly, the excitonic ener-
gies for excited states were assumed equal to those of the
ground state. This assumption may not be as good as for
single quantum wells because the extent of the wave func-
tions differs more strongly for the levels of a parabolic po-
tential. From inspection of the experimental data given in
Ref. 10, and including the difference in excitonic energies
for h and I holes, we extract EE, =24 meV, ATE&

——8.5
meV, and b,E~ =19 meV from experiment. This improves

agreement with theory somewhat. The remaining differ-
ences indicate that the nominal values for I, were too
small and/or the alloy parameter x was estimated too
large. A change of Q, can obviously not improve the
agreement, as is demonstrated for Q, =0.85 in Table II.
It should be mentioned that the numerical errors in the
calculated level splittings for layered structures are about

TABLE III. Parametric study for sample 1 with nominal
0

L, =510 A and x=0.3. For comparison, the experimental level
splittings were reported as hE, =22.3 meV, hEq ——8.4 meV, and
hEI ——16.9 meV (Ref. 10).

0.51 0.60 0.65 0.85

AE,
BEI,
AEI

24.2
8.9

20.2

L, =507 A and x=0.25
26.4 27.6
8.0 7.6

18.2 17.0

31.6
5.2

11.2

hE,
~El
EEg

L, =550 A and x=0.25
22.6 24.4 25.4

8.2
18.6

7.4
16.8

6.9
15.4

29.0
4.5

10.34

hE,
AEg
hE)

24.8
9.0

20.4

L, =550 A and x=0.30
26.4 27.8

8.2 7.6
18.4 17.2

31.8
5.0

11.2

1 meV.
The fact that these multiple quantum wells (some slabs

containing less than a monolayer of deposited material)
reveal a quasiparabolic energy spectrum demonstrates the
insensitivity of the confined states to the microscopic de-
tails of the structure. This is exactly the main assumption
made in the envelope-function approach. In order to
demonstrate this insensitivity within our model, we also
perform calculations for truly parabolic profiles. The re-
sults are also given in Table II. Considering numerical
uncertainties for the layered structures, the results are
practically identical. The level splittings obtained are typ-
ically 1—2 meV below the values obtained for the corre-
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0.51 0.60 0.65 0.85

hE,
DER
hEI
AE„

L, =336 A and x=0.30
40.4 43.8 45.4
14.7 13.2 12.4
33.4 30.2 28.2
22.4 20.0 18.6

52.0
8.1

18.6
10.6

TABLE IV. Parametric study for sample 3 with nominal
L, =336 A and x=0.3. The experimental values for the level
splittings are EE,=33.1 eV, EEh ——12.4 eV, and AEI ——23.7 eV
(Ref. 10).

50—

40 I- hE

0) P

E 30—
hE)

Q
UJ

20
Ltj

10

„0.85

' 0.5(

"0.85
0.5I

"' 0.85

AE,
AEg
hE)

L, =350 A and x=0.30
39.0 42.0 43.7
14.1 12.8 11.9
32.0 27.8 27.2

50.0
7.8

17.8

AE,

hEI

L,=360 A and x=0.25
34.4 37.2. 38.8
12.5 11.3 10.6
28.4 25.7 24. 1

44.2
6.9

15.8

FICz. 2. Dependency of subband level splittings of a parabolic
quantum well [sample 2 of Miller et al. (Ref. 10)] on various
parameters. The nominal values used are L,=325 A, x=0.25,
and Q, =0.51. Experimental values are given for comparison.

sponding layered structure, which is almost within the nu-
merical uncertainty.

In order to achieve better agreement with experiment,
we vary I., and x within the experimental error bars using
parabolic band profiles. The results for sample I are
given in Table III and show that increasing the sample
length to its upper limit and reducing x towards its lower
limit gives good agreement with experiment, if Q, is
chosen to be between 0.5 and 0.65. From this comparison,
a value as high as 0.85 can be clearly ruled out. This find-
ing is in agreement with the conclusions drawn by Miller
et al. ' However, here no modification in the effective
masses from their fairly established bulk values is re-
quired. The agreement is somewhat less favorable for the
other, shorter samples. To demonstrate this, our results
on sample 3 are summarized in Table IV. Following the
insight gained from Table II, we increased the sample
length to 350 and 360 A. Again, values for Q, between
0.5 and 0.65 give fairly good agreement, whereas

Q, =0.85 can be ruled out. However, for any value
chosen, one or the other level splitting will differ by
several meV. Similar conclusions hold for sample 2. We
suppose that these slight disagreements can be traced back
to somewhat incorrect measurements of the length of
samples 2 and 3. Both the values for L, and x are nearly
the same, whereas the measured level splittings differ con-
siderably. Within our model, this cannot be explained by
the small changes in I, It should be stressed that modi-
fied values for hole masses are not sufficient to signifi-
cantly improve agreement with experiment. They would
mainly affect the splitting of hole levels, but could not ex-
plain why AE, from theory tends to exceed the experi-
mental value (e.g., 33.1 meV for sample 3). Also, we be-
lieve that a value for Q, extracted by using values for ef-
fective masses that differ considerably from the establish-
ed bulk values is questionable.

Finally, in order to demonstrate the sensitivity of the

level splittings on the sample parameters more vividly, re-
sults for sample 2 are shown in Fig. 2. Comparison with
Fig. 1 shows that now the choice of Q, has a stronger in-
fluence on the level structure than for single quantum
wells. Values for Q, around 0.6 have to be favored
against those around 0.8. Different values for mt, have
only a noticeable influence on b,Et, .

V. SUMMARY AND CONCLUSIONS

In the first part of this paper, we present a many-band
effective-mass model to describe the energy spectrum of
semiconductors inhomogeneous in one space dimension.
Eight I -point wave functions (six from the valence band
and two from the conduction band) serve as a basis to ex-
pand the wave functions. This leads to a representation of
the eigenvalue problem in the form of a system of coupled
differential equations in the envelope functions. Remote-
band effects are included in second-order perturbation
theory. Inhomogeneities in the material are taken into ac-
count by space-dependent k.p matrix elements, which, by
symmetry, also lead to additional gradient terms in the
eigenvalue equations. Therefore, this model is general
enough to be applicable to a wide class of graded semicon-
ductors.

In the second part, a simplified version of this model is
used to calculate the energy levels corresponding to con-
fined states in single and multiple quantum wells, consist-
ing of layers of GaAs and Gai „Al„As. For single quan-
tum wells, we demonstrate that experimental uncertainties
in layer thickness and aBoy composition make it nearly
impossible to extract the band offsets with satisfactory ac-
curacy. Details in the potential profile at the interface, as
well as uncertainties in the heavy-hole mass have only a
minor effect on the results. In contrast, our studies of
multiple quantum wells that simulate parabolic profiles
clearly favor a value of Q, around 0.6, in agreement with
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previous conclusions. ' " However, no "optimal" value
for Q, could be obtained for these samples and only a
rather broad range for the value of Q, between 0.5 and
0.65 could be extracted. The energy levels of these struc-
tures show a significantly increased sensibility to the
choice of the offsets relative to single quantum wells.
Provided that fabricational uncertainties can be improved,
this type of multiple quantum well may finally allow the
determination of the accurate value for Q, . At present,
various potential profiles simulated by multilayer struc-

tures are under investigation with respect to their sensi-
tivity to the value of Q, .
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