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Mathematical tools needed in applying the integral formulation of quantum transport theory are
developed and analyzed. Particular attention is paid to the sequence of approximations reducing the
quantum equations to the corresponding integral formulation of the Boltzmann equation. The role
played by the concepts of intracollisional field effect and finite collision duration time in the approx-

imation scheme is discussed.

I. INTRODUCTION

The electric fields encountered in the smallest (submi-
crometer) semiconductor components are so strong that
Boltzmann transport theory, which is conventionally used
for device modeling, becomes suspect (see, e.g., Ref. 1).
Thus the need for high-field quantum transport equations
has become pressing and, indeed, many independent and
different formulations have appeared recently.?~'® How-
ever, the application of these quantum transport equations
to problems of practical interest has remained a notorious-
ly difficult problem with very few reported results. In
conventional Boltzmann theory the iterative technique
(see, e.g., Ref. 11) often provides a good starting point for
further calculations. The iterative technique is based on
transforming the Boltzmann equation (BE) into an in-
tegral equation (IBE) (in contrast to the customary
integro-differential form) which is then iterated until con-
vergence has been achieved. Recently, Sarker!? has sug-
gested using the integral form of quantum transport equa-
tions as a starting point for studying high-field transport
phenomena in small systems. By making certain approxi-
mations Sarker simplifies the integral quantum transport
equation (IQT) to a form which appears tractable. The
purpose of the present investigation is to gain deeper in-
sight into the nature of the IQT by contrasting it against
the IBE. In particular, we state precisely the sequence of
approximations that are needed in order to reduce the
IQT to IBE. This task might appear as a mere technical
exercise, but it turns out to be surprisingly nontrivial, re-
quiring physical arguments as well as careful algebraic
manipulations. Of course, it is a necessary prerequisite to
understand precisely where and how the IQT goes beyond
the IBE if the IQT is to be applied successfully to realistic
transport problems.

The organization of this paper is the following. In or-
der to make the presentation self-contained, we briefly
discuss the differential form of the quantum transport
equations®!>* and indicate how the conventional
Boltzmann equation is recovered from it. Next we state
the IBE and introduce the IQT (Refs. 12 and 15—17) and
analyze some of its properties. Finally, we derive the IBE
from IQT.

II. GENERALIZED KADANOFF-BAYM EQUATIONS
VERSUS BOLTZMANN EQUATION

The generalized Kadanoff-Baym (GKB) equations

areB, 14

(GH '—-U—-32,6><]-[2><,G]
=—{3<,G>}/24+{3>,G<}/2. (1)

Equation (1) has to be supplemented with the Dyson equa-

tion for the retarded and advanced Green functions G"°.

The Wigner distribution function f(p,R,T) is obtained
from the correlation function G < with the prescription

f(p,R,T)=—iG <(p,7=0,R,T)
__ [ 8o
=—i [ $>G<(poRT). 2)

For further discussion of (1), see Ref. 8, whose notation
we will follow. Equation (1) can be transformed into a
number of (still exact) forms, of which we will make use
of the following:

__E_ang’T) = [* a6 <+2<G'—G'E<—G<3%
(3a)
, |
=— [ dr'(z>G<+G<3>
—3<6>-G>x9), (3b)

where the time labels of all the terms in the integrand
have the structure

AB=A(T—t',(t'4+T)/2)B(t'—T,(t'+T)/2) .

Heré we consider uniform systems and the diagonal
momentum label is often suppressed. Note that there is
no ordinary Boltzmann driving term present in (3): this
can be recovered by changing the variables from the
canonical momentum p to the kinematical momentum
k=p— A(R,T), where A(R,T) is the vector poten-
tial.®17:18

The right-hand side of (3) involves the correlation func-
tions G >’ < which depend on four variables (w,p,T,R)
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rather than the Wigner function f which depends only on
three variables (p,R,T’). To overcome this problem one
often makes the ansatz :

G<(P,w’R,T)=IA(p,Cl),RaT)f(p,R,T) ) (4)

where A4 is the full nonequilibrium spectral density,
iA=G®—G". As in equilibrium A satisfies

do
[ 5-4poRD=1, (5)
but it is not a positive semidefinite quantity. The question
of the range of the applicability of the ansatz (4) is left
open: We note here that the transport equations (3) to-
gether with the ansatz (4) have proven to be extremely ef-
ficient in giving simple and transparent derivations of re-
sults otherwise requiring long calculations (for Holstein’s
electron-phonon transport equations,'® see Ref. 20; for
high-field electron-phonon transport equations, see Ref.
8).

Methods of recovering the Boltzmann equation from
the GKB are well known.!* Here we will discuss the
electron-dilute impurity system, but similar arguments
can be applied to the weakly coupled electron-phonon sys-
tem as well. The self-energy for the elastic impurity prob-
lem is given by

3(p,t,t')=c Y, | Vip—p)|*G(p,t,t"), (6)
>

where c is the (small) concentration of impurities. To re-
cover the Boltzmann equation the following steps are em-
ployed. (i) Lowest-order gradient expansion is used
throughout. The rules for gradient expansion can be com-
pactly summarized as follows (here we state the result for
temporal variables, a similar result holds for spatial vari-
ables). We define

(40B),= [~ ds A(1,5)B(s,1) . o

Then the Fourier transform of AGB with respect to the
difference variable 7=t —t’ is given by [T=(t +1¢')/2]
B3

aT dw

K

(AGB), r=A(w,T)exp 511—

_ 983

dw AT
Thus, the lowest-order gradient approximation consists of
taking

(AGB),r=A4(0,T)B(w,T) .

B(w,T). (8)

(ii) Terms of second order in small quantities are neglect-
ed. These include terms like [2,G > <] because they are
proportional to 8/37 and the impurity concentration c.
(iii) The spectral density is approximated by the corre-
sponding free-particle spectral density,

Ao(p,w,R,T)=278(w—e(p)) .

This amounts to neglecting quasiparticle renormalization
effects and the intracollisional field effect (ICFE). Appli-
cation of steps (i)—(iii) then yields the familiar electron-
impurity Boltzmann equation (BE).
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To recover the BE from (3) involves a slightly different

“kind of reasoning. We will discuss the analysis in some

detail because similar arguments are used in the integral
formulation of transport theory. Focusing on (3a), the
first step is to use equilibrium retarded and advanced
Green’s functions and self-energies. Next, the ansatz (4) is
employed with the free-particle spectral density. These
two steps amount to neglecting the intracollisional field
effect which describes the interference between accelera-
tion under the external field and the scattering due to the
impurity potential. Now recall that BE assumes pointlike
collisions, both in time and space. Another way of ex-
pressing this property of the BE is to note that one uses
Fermi golden-rule transition rates in the BE, and these
transition rates are derived by considering an asymptotic
time limit, i.e., completed collisions. Yet another way of
saying this is that the BE assumes zero collision duration.
All of the above implies that the distribution function in
the collision integral of (3) must be decoupled from the
internal dynamics of the microscopic collision processes
in order to bring (3) into accordance with the Boltzmann
picture. Mathematically, this is achieved by making the
replacement

f(p,(t'+T)/2)—f(p,T) .

Having done this, the time integrations in (3) collapse to
energy-conserving 8 functions, and the familar BE has
been recovered. We note in passing that letting the upper
bound of the ¢’ integration in (3b) approach infinity does
not lead to the BE (as suggested recently by Barker?):
This procedure, in addition to being slightly ambiguous
(what to do with the T inside the integration?), leads to an
incorrect overall multiplicative factor.

Finally, a procedure corresponding to the gradient ex-
pansion can be constructed by Taylor-expanding

S, (' +T)/2)= f(p,T)
+w -2 LD )
It is an easy exercise to convince oneself that the gradient

expansion [when applied to (1)] and the procedure (9)
[when applied to (3)] lead to identical results.

III. INTREGRAL TRANSPORT EQU.ATIONS
The Boltzmann equation

9 i)
[at +E(¢) 3K f(k,t)

=— > Wkk)[f(k,t)—f(k',t)] (10)
=

can be expressed as an integral equation (see, e.g.,
Jacoboni and Reggiani in Ref. 11):

f(k,t)= exp [— [ as Mk,(s))]f(k,(s:O),t:O)
4 flavexp {— S as k(k,(s))]

X X Wik, (1), k) f(K\t'), (11
v
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where

K,(s)=k— f:ds’E(s’) . (12)

The IBE (11) is well suited for studying a system which is
in thermal equilibrium until =0 when the external per-
turbation is turned on. Another possible form of the IBE
is

= [” dt'exp [~ S5 ds k(o)

X 3 Wik(t—1t),K)f(K,t—t'), (13)
e

which is useful when the external field is turned on in the
infinite past and one does not want to refer to the initial
distribution (or does not have information about it). In
(11) A(k) is given by

Mk)= 3 Wk )=273 c|V(k—k')|*(e(k)—e(k") ,
k' k'

(14)

where the second equality is valid for the elastic impurity
problem. The equivalence of (10) and (11) is easily
demonstrated by operating by [8/0T + E(¢)-3/0k] on the
left-hand side of (11) or (13), and verifying that the result
is, indeed, the collision term on the right-hand side of
(10). We note that in equilibrium, E(¢)=0, both (11) and
(13) reduce to

AMK)f(k)= 3 Wk )f(k'), (15)
e

which is a statement of a vanishing collision term, as one
would expect in equilibrium.
The quantum-mechanical analog of (11) is

G<=(14+G"Z")Gs (14+2°G*)+G'Z<G*. (16)

15—-17

The structure of (16) is very suggestive when compared to
the IBE (11): the first term corresponds to the decay of
the initial state whereas the second term is the
“scattering-in” term. Further, it is intuitively clear that in
the second term the advanced and retarded Green func-
tions will combine to give the exponential term in (11),
and the self-energy term =< will generate the piece pro-
portional to the distribution function. Precisely how this
will happen is the central issue of the present work.

An important preliminary ingredient to investigate is to
see how thermal equilibrium is contained in (16). In
thermal equilibrium there is no 7 dependence and the
zeroth-order gradient expansion is, in fact, exact. Recal-
ling the relation between f and G < we write (16) as [here
we focus on the second term in (16) only, i.e., the analog
of (13)]

dw

if(p)= [ $2G"(p,0)2<(p,0)Gp,0) . (17)
The equilibrium Green functions G are given by
G"(p,0)=[w—e(p)—2(p,0)+il(p,w)/2] 7", (18)

where 2 and FT'/2 are the real and imaginary parts of
the self-energy 374,
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2
Zr’a(p,a))= 2 QM_ . (19)

y o—€elp)tin

In equilibrium the ansatz (4) is exact.?! We can replace
the full spectral density in (4) by the free-particle spectral
density,

Ao(p,0) =278 —€(p)) , (20)

because we are considering a dilute concentration of im-
purities. As a result, (17) can be written as

21
flep=3 ————=
> L(p,e(p”)
1 L'(p,e(p))/2
T [elp’)—e(p)—Z]*+(T/2)?
Xc | Vip—p')|%f(e(p) . @21

Since we are working in the low-concentration limit it is
consistent to replace the quantity in braces by a & func-
tion. This final step brings (21) into precise agreement
with the equilibrium result obtained from the IBE, Eq.
(13) [note that I'(p,w=e(p))=A(p)].2

It might now appear that recovering the IBE from (16)
is a straightforward task: the only thing one has to do is
to go “slightly beyond” the zeroth-order gradient expan-
sion and the final result should emerge automatically.
However, this is not the case and there are several compli-
cations. First, the IBE is obtained from the BE by an ex-
act mathematical transformation. If one now tries to
evaluate the time integrals in (16) (two in the case of the
second term, on which we will focus hereforth) in an ap-
proximate way without paying attention to the physics
underlying the BE, it is not likely that the correct result
can be obtained. Second, when deriving the BE from
GKB (see Sec. II) it was sufficient to use zeroth-order
G"? both in scattering and in driving fields. As we shall
see below, this is not the case with the IQT.

We begin our analysis of the IQT by constructing ex-
pressions for the advanced and retarded Green’s func-
tions. These functions satisfy (for a brief moment we
drop the labels 7 and a)

i _e(p—A())

3 G(p,t,t’)

— [ a1, 3(p,1,1)G(p,1,,t)=8(r—1")
(22)

[—i—"’t—, —elp— A1) |G(p,t,t")

d

— [ dt,G(p,t,1)2(p,1,")=8(t —1") .
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Now we have to solve these equations in the “Boltzmann Applying the gradient apprbximation on (22) yields
spirit.” To understand what this notion means we first
solve (22) within the gradient approximation. Though the [o—elp— A(T))—2(p,0,T)]G(p,0,T)=1. (23)
result turns out to be only qualitatively correct, neverthe- '
less it gives us a useful hint as how one should proceed. = Transforming back to » space we get
|
G"(p, 7, T)= [ %exp(—in)G'(P,w,T)= —i6(7)exp{ —it{e(p— A(T))+2"(p,0=e(p— A(T)), D]} , 24)

where we made use of the fact that = is small (either di-
lute concentration of impurities or a weak electron-
phonon coupling) to replace the frequency argument in
the self-energy by its value at the pole of the free Green’s
function. Sarker'? has made use of similar arguments in
his treatment of IQT’s. Equation (24) is, however, not
sufficient to yield IBE’s. Recalling that the gradient ap-
proximation implies slow temporal variations, one can
guess that the correct solution might be

' T+71/2
G'(p,7,T)=—iO(7)exp [—i fT_r/2 ds[e(p— Als))

+2(p,s)] | .
(25)
The guess (25) appears quite plausible because (i) it repro-

duces correctly the free field-dependent Green function
whose exact expression is known,® and (ii) an approximate

id
ar

evaluation of the time integral in (25) gives (24). The time
argument of the self-energy is slightly ambiguous in (25),
however, and a more careful analysis is needed.

Before trying to find the consistent solution to (22) one
must transform it into a gauge-invariant form.!”!® This
step is crucial: approximating a gauge-dependent equa-
tion leads to an incorrect result. The transformation we
need is

T=t—t', T=+t)/2, k=p—A((t+1t')/2), (26)

and we introduce a tilde to distinguish the transformed
functions

F(p,t,t")=F(k+ A(T),T+7/2,T—7/2)=F(k,7,T) .
27

Adding the two equations (22) we find that the
transformed functions obey

= ek ) +ek )] |Gk 7T~ [ dty[ Skp(T,),74, TG (kp(T_),7_,T_)

+G(kp (T )74, T )k (T_),7_, T_)]=8(1), (28)

where we introduced, following Sarker,!?

ki=kT(TiT/2) Py
(29)
Ti=+5(T+7/2+41t)), T4=H(T—1t)+7/2.

Equation (28) is still exact and is cast in a manifestly
gauge-invariant form (no reference is made to the vector
potential and the physical E field appears throughout).
Now is the correct point to find an approximate solution
to (28). We proceed in three steps. (i) The self-energies
are replaced by the corresponding equilibrium quantities.
This is consistent with the neglect of the intracollisional
field effect in the Boltzmann picture and it was also em-
ployed while deriving the BE in the differential formula-

I

tion. Consequently, the self-energies in (28) depend only
on one time variable, 7+. (ii) BE describes completed col-
lisions. The self-energies in (28) can be interpreted as gen-
eralized scattering rates, and in order to transform (28)
into the Boltzmann picture the Green’s functions must be
moved outside the time integration. Further, the integra-
tion variable ¢; should be set equal to T+ 7/2 in the first
term of (28) and equal to T—7/2 in the second term.
This procedure is entirely analogous to the one used in -
connection with the differential form of quantum-
transport equations (3). (iii) The self-energies are evaluat-
ed at the pole of the Green’s function multiplying them,
parallel to the argument leading to Eq. (24). Completion
of these steps results in
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igar——%[e(k+)+e(k_)+§(k+,w=e(k+))—Fi(k_,w:e(k#))] G(k,7,T)=5(7) , (30)
whose solution is
_ T+7/2
G T,a(k’T,T)=¥ie( iT)eXp {—l fT—+T/ dtl[e(kT(tl))+Era(kT(t1) w= E(kT(tl ))] (31)

where the advanced and retarded self-energies are given in (19).
We now turn to the IQT, Eq. (16). Transforming once again to the gauge-invariant variables and setting 7=0, we get

f(k,T)—-—l f drdT’ G (kT(T+) T+7T+ )2 <k (T"),7, T )G Yk (T_),7_,T"_), : (32)
where
Ty =5(T+7/2+T"), To=H(T—-T)+7/2, 3

and the retarded and advanced functions are given by (31). The prescription of how to evaluate the double integral in
(32) is clear from the arguments leading to G *°. The self-energy must be decoupled from G " this is achieved by mov-
ing the G’s outside 7' integration and evaluating them at 7’=0. The result is

Flk, T)=—i f0°° dT Gk (T—T/2),T,T—T/2)G Uk T —~T/2),—T,T—

T/2)

X fd»r'%cw(kT(T—T)—k')PG‘ <(x',7,T—T). (34)

Consider now the product G 'G ¢ occurring in (34).
[see also (31)]

[k(T—T/2)17_7,(t1)=k— T

ds E(s)— ftlT_m

To begin with, the momentum label needed in (34) is evaluated as

ds E(S):kT(tl) . (35)

The single-particle energies and the real parts of the self-energies cancel while the imaginary parts add with the result

'G"'ra'a=

O(T)exp

in precise agreement with the exponential prefactor in the
IBE.

The final step is to evaluate the 7' integral in (34). This
is done in the same way as it was done while solving
for G"% f d7'G <(7') is approximated by
G < [o=elky(T—T"))]. Finally, we apply the ansatz (4)
with the free-electron spectral density (20). These steps
reduce (34) to the integral Boltzmann equation (IBE), Eq.
(13).

Summarizing, we have shown that IBE’s can be
recovered from IQT’s with an approximate way of

- evaluating two time integrals: one in connection with
solving for the advanced and retarded Green’s functions
and the other in simplifying the IQT itself. The precise
form of the approximation is dictated by physical as-
sumptions implied by the Boltzmann equation: (i) neglect
of the intracollisional field effect, (ii) completed collisions
(a zero collision duration) which allows a decoupling of
Green’s functions and self-energies under time integra-
tions, and (iii) the smallness of the self-energy, which is
due to either a dilute concentration of impurities or the
weakness of the electron-phonon coupling.

IV. DISCUSSION

Our analysis shows that the application of IQT’s to
problems which require a treatment going beyond the

T
— fT_Tdtll"(kT(tl),w=€(kT(t1))) ] ’

(36)

f

Boltzmann picture is quite tricky. The first difficulty one
encounters is the need for a “good” solution for G "¢
while in differential language it is often possible to cir-
cumvent this problem. This is illustrated by the ease with
which BE’s can be recovered from GKB equations. The
second problem is that the approximate way of treating
the time integrals employed in this work seems difficult to
be generalized to a situation where the BE picture does
not act as a physical guideline. In other words, we would
like to stress that extreme care should be exercised when
approximating IQT’s: it is all too easy to introduce
unwanted Boltzmannian features by approxunatlons not
chosen judiciously.

Note added in proof. The first term in the IQT, Eq.
(16), is analyzed in detail in Ref. 23.
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