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This paper presents a new class of models capable of producing modulated order with solely
nearest-neighbor forces. These deformable-lattice models create modulated phases out of the in-
teraction between spin and elastic degrees of freedom through a polarization, or feedback,
mechanism—as opposed to the purely spin or purely elastic models that employ either competing
force or competing periodicity mechanisms. We show that one of the deformable-lattice models, in
particular, can be formally reduced to the axial-next-nearest-neighbor Ising (ANNNI) model. This
observation turns out to imply, first, that the ANNNI model can be regarded as an ordinary Ising
model with a distribution of coupling constants (a random magnet), and second, that other spin
models might be profitably thought of not as Hamiltonians, but as potentials of mean force resulting
from integrating out elastic degrees of freedom. The possible implications are considered for both
the range and nature of the interaction between chemisorbed species as well as that between inter-

calates in graphite.

I. INTRODUCTION

In this paper we will continue our study of the general
features of modulated order in solids. However, rather
than focusing on a particular model displaying modulated
order, as we did in the companion paper,' we will instead
try to consider just what characteristics are essential to a
Hamiltonian which can give thermally stable patterns.>>
The most commonly cited of such Hamiltonians, the axial
next-nearest-neighbor Ising (ANNNI) one,* is actually
reasonably narrowly defined: it postulates a unique direc-
tion in space, interactions which are longer ranged than
nearest neighbor and which compete with each other, and
it has just one kind of degree of freedom. Clearly not all
of these properties can be equally vital.

The requirements on the range of interaction are of par-
ticular current interest in view of the nature of staging in
graphite intercalation compounds.® These compounds are
formed when electron donors (such as alkali metals) or
Lewis acids (such as Br, and SbFs) are allowed to migrate
between the layers of graphite. When they do so, howev-
er, the resulting solids are stable only when the intercalat-
ing species form a pattern of filled and empty layers
known as a ‘“stage.” A stage-n compound, for example, is
one in which there are n graphitic layers between succes-
sive intercalate layers. Since there are experimental in-
stances® of values of n as high as 13, there exist patterns
with periodicities as large as 45 A. One could thus ask
whether this observation implies that the interactions
themselves are of this range.

The current models’® for graphite intercalation staging
do indeed postulate very-long-range interactions. In fact,
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the periodicities one gets out of such models are no longer
than the range of the longest interaction. While this kind
of purely energetic model for modulated order may be ap-
propriate for graphite, it certainly will not serve as a pro-
totype for the field. Even the ANNNI model can produce
large periodicities with no more than next-nearest-
neighbor forces.” Maybe an example of what one might
want to know is whether one can do so with only nearest-
neighbor forces.

With ordinary spin models, the answer will usually be
no. (An exception is the chiral clock model.'®) However,
there is no reason to limit our considerations to models in-
volving just spin degrees of freedom. . There have, for ex-
ample, been numerous models in which elastic interactions
are explicitly included in the treatment of pattern-forming
systems. In particular, both graphite intercalation® and
the ferroelectric transition in squaric acid!! have been
studied with phenomenological elastic terms added to the
spin Hamiltonians. Unfortunately, for our purposes these
cases are not especially germane because the elastic effects
are solely a quantitative modification of the modulation
already caused by the underlying spin-spin interactions.

Perhaps more relevant are models involving only elastic
degrees of freedom. The most celebrated of these, the
Frenkel-Kontorova model,!? generates modulated order
from competing periodicities. It has been shown that this
model can be translated into a sine-Gordon equation,'3
making it possible to think in terms of the pinning and
depinning of solitonlike domain walls? and consequently
allowing a treatment of the commensurate incommensu-
rate transition.!*!® Still, even models of this sort do not
exhaust the possibilities for creating nonuniform order.
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Conspicious by their absence are models in which the in-
teraction between elastic and spin degrees of freedom is re-
sponsible for the modulation.

This state of affairs is really somewhat surprising in
view of the numerous ordering phenomena in solid-state
physics which have electron-phonon coupling as their cen-
tral feature. To cite just one example, the coupling of
phonons with electronic structure leads to a Peierls'® dis-
tortion in conjugated polymers. Thus polymers with al-
ternating single and multiple bonds, such as polyace-
tylene,'” can be thought of as existing in a modulated
structure often called a bond-order wave.'® There is no
real counterpart to such phenomena in the literature of
classical spin models. This is not to say that there has not
been considerable effort devoted to thinking about elastic
effects in magnetic systems. Indeed, compressible-lattice
models have been studied extensively, both at a macro-
scopic level'>?° (starting with Mattis and Schultz) and at
a Hamiltonian level?!~?* (beginning with Baker and Es-
sam), but such models do not lead to any kind of modu-
lated order. The closest example of a spin-phonon system
which does give at least some ordering besides that of a
simple ferromagnet is the compressible-lattice model re-
cently discussed by Chen and Kardar.?> Here, at least, it
is the physics of the interaction between different kinds of
degrees of freedom which can rise to a pattern, but even
here one obtains nothing more complex than antifer-
romagnetic ordering. '

Mostly out of a desire to discover the possible mecha-
nisms for the creation of thermally stable patterns, in this
paper we will be presenting models in which nearest-
neighbor spin interactions couple with nearest-neighbor
elastic interactions to create modulated order. Section II
of the paper will show how these models generate modu-
lated order, not through the usual mechanism of compet-
ing forces but rather through polarization effects. Some
examples of the kinds of ground states such models can
give—including patterns reminiscent of staging and sur-
face superlattices?®>—will also be discussed in this connec-
tion. Section III will then illustrate how integrating out
the elastic degrees of freedom can give us back various
spin models, and in particular, the ANNNI model. In ad-
dition, it will be shown how finite-temperature phase dia-
grams of these spin models can be calculated from mean-
field theory. Finally, in Sec. IV the relationship between
the models discussed here and a few of those in literature
will be examined. Not surprisingly, in view of our com-
panion paper, this comparison will include models of spin
glasses.?’

II. FORMULATION OF THE
DEFORMABLE-LATTICE MODEL:
THE GROUND STATE

A. A one-dimensional example

Suppose we consider the one-dimensional Ising model
defined by the Hamiltonian

H=(—Jpp; . —Hu;) ,

J
where the p variables (=*1) are the Ising spins, J is the

coupling constant, and H is the magnetic field. A ques-
tion one might ask is in what way the ground-state statist-
ical mechanics would be different if the underlying lattice
were allowed to move in response to the spins. As we
have previously noted, this question has already been
asked and answered in considerable detail—at least for
certain kinds of spin-lattice couplings.?* However, we can
consider a slight variation on the existing models.

Suppose we also assign a continuous deformation vari-
able ¢; to each lattice site j (— o0 <@; < o). Presumably,
whatever interaction there is between spins j and j +1
should increase as the spins move closer together and de-
crease as they separate. Thus, taking the simplest Hamil-
tonian displaying this property (one in which the effective
coupling constant between spins depends linearly on the
distance between the spins), we might write
H = k¢j—I[1—ald; 11—+ D) lujp; 1 —Huyl

J

(2.1)
with k the harmonic spring constant associated with each
site, a the spin-lattice coupling constant (0 <a < 1), and A
the lattice spacing.

This model, at first glance, seems somewhat less physi-
cal than, say, the Baker-Essam?! model, in which the har-
monic deformation term goes as (¢;,—¢ ,-)2 rather than
¢12~. The ¢ variables need not be thought of as simple dis-
placements however. They could represent any sort of
elastic variable—the local distortion of graphite sheets in
intercalated graphite?® or the deformation of a surface
atom with respect to the bulk, for example. We will not
pursue their specific physical interpretation any further
here (although we will return later to the relationship be-
tween our model and literature models). We might also
note that the linear coupling actually permits the effective
coupling constant

Tl —ah)—ald; 41— d,)]

to change sign when the deformation become large
enough. We, similarly, will not comment on what types
of interactions would be expected to have this property.?’

Still, if we do adopt the model as written, it is revealing
to determine its ground state. Minimizing the Hamiltoni-
an with respect to the deformation identifies the ground-
state deformations as

¢_,-=(Ja/2k),uj(,uj+1——,u_,~_1) (2.2)

so that the obvious candidate, the uniformly ordered fer-
romagnet with zero deformation (u;=1, ¢; =0 for all j),
qualifies. An alternate possibility though, is to have a
modulated spin pattern with two spins up, then two spins
down, leading to deformations which are alternately plus,
then minus, Ja/k. These two ground states are shown in
Fig. 1(a).

The energies of these two phases can easily be calculat-
ed from Eq. (2.1). At zero field,

Efero/Nk=—(J /k)(1—a) ,
E oa/Nk = —(J /k)%a?

(where we have chosen units so that A=1). As can be
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FIG. 1. (a) Two possible ground states of the deformable-
lattice model: a uniform ferromagnetic (ferro) pattern and a de-
formed, modulated (mod) pattern. The spins in the modulated
pattern are deformed from their lattice sites (indicated by tic
marks), but the unfavorable energy of deformation [symbolized
by the springs in (b)] is compensated by the more favorable
spin-spin interaction. In (c) the energy per spin of the two
phases is plotted vs coupling constant J (both quantities scaled
by the spring constant k). The quadratic dependence of the en-
ergy of the modulated phase results in a modulated ground state
for J /k larger than (1 —a)/a?.

verified from Fig. 1(c), at large enough interaction
strengths, the quadratic dependence of the modulated
phase on J/k will eventually dominate the linear depen-
dence of the ferromagnetic phase, making the modulated
phase the actual ground state. But while any number of
functional dependences would be sufficient to overcome a
linear term, it is indicative of the fundamental origin of
the modulation that the term is quadratic. The quadratic
form arises here because not only is the deformation
created by the interaction [Eq. (2.2)] but the interaction
energy itself is proportional to the deformation [Eq. (2.1)];
i.e., if the deformation ~J, then the energy which is
~ —J X (deformation) is ~ —J2.’

The end result is that the mechanism for the creation of
modulated order is a polarization (or reaction-field) mech-
anism®* and not, for example, just competing forces.
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FIG: 2. Ground-state phase diagram of the one-dimensional
Ising version of the deformable-lattice model, Eq. (2.1). As the
magnitude of the field, H, is increased, a phase with a net mo-
ment becomes the ground state. The dependence on coupling
constants is through the parameter «, defined in Eq. (2.3). As
will be discussed in Sec. III, this figure is identical to the
ground-state phase diagram of the ANNNI model (Ref. 34). H
is measured in units of J(1—a)=J;.

Indeed, the very possibility of deformations is what allows
spins to shift their positions so as to lower the energy of
previously unfavorable spin-spin interactions, prompting
neighboring spins to do the same, and thereby stabilizing
both the original spin pattern and the deformation. It
should also be clear that this mechanism is not limited to
producing just one type of modulation. If one allows both
ferromagnetic and antiferromagnetic values of J and per-
mits a nonzero magnetic field, one produces a zero-
temperature phase diagram with a wide variety of phases
(Fig. 2).
In particular, defining « to be

k=(J/2k)a?/(1—a) , (2.3)

reveals that the point k= %,H =0 is a multiphase point at
which an infinite number of phases coexist. The general
form of these phases (illustrated in Fig. 3) is that of
domains of (at least two) parallel spins, with each domain
antiparallel to the previous one. From Eq. (2.2) one
knows that the interior of such domains cannot lead to a
(pattern-stabilizing) deformation, but at the boundaries
the spins can be deformed so as to separate antiparallel
spins and lessen the distance between parallel spins. Pre-
cisely at the multiphase point, then, the resulting domain
walls turn out to have no self-energy. The walls are there-
fore free to translate up and down the chain (generating
an infinite number of degenerate phases in their wake). A
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FIG. 3. A possible pattern for one of the degenerate phases
at the (k= %,H =0) multiphase point in Fig. 2, showing the de-
formations at domain walls. As indicated by Eq. (2.2), finite de-
formations exist only at sites between unlike spins.




1552

similar analysis would predict analogous degeneracies at
k= —+ as well as along some of the phase boundaries.

B. Some generalizations

Even confining ourselves to one dimension, there are a
number of obvious, physically motivated generalizations
of Eq. (2.1). The easiest of these would be to regard the u
variables as more general spin variables s:

F=3 (k¢j—I[(1—a)—ald; 1 —¢;)]s;s; 41— Hs;} .

J
2.4)

In particular, one might want to make s a lattice-gas vari-
able (0,1) so that two occupied (s =1) neighboring sites
would be needed to produce a deformation.3! Such a
choice would lead to the phase diagram shown in Fig. 4.
As an illustration of how one might interpret this kind of
model, consider the graphite example mentioned in Sec.
ITA. If we were to let ¢; correspond to distortions in the
spacing of the graphitic layers bordering intercalation-
“site” j, then ¢; would be nonzero only if site j were filled
with intercalate (s;=1) and if the two neighboring sites
were filled asymmetrically (e.g., s;_1=1, s;,1=0). Alter-
nate realizations of the deformation variables, with corre-
spondingly different choice of physical situations in
which deformations occur, could, of course, be imple-
mented in a Hamiltonian with the same general features
as Eq. (2.4).

For our immediate purposes, a more useful set of gen-
eralizations would be to extend the Hamiltonian to higher
dimensions. Clearly, without such an extension the
modulated phases have no finite-temperature significance,
but there are nonetheless many different ways to effect the
generalization. On a square lattice one way, a symmetric

version, would be to define a deformation vector
4
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FIG. 4. Ground-state phase diagram of the one-dimensional
binary-variable version of the deformable-lattice model, Eq.
(2.4). A + indicates an occupied site (s =1) and a O indicates a
vacant site (s =0). The axes are labeled as in Fig. 2. The
method used in deriving this phase diagram is outlined in the
Appendix.
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FIG. 5. A ground state of the symmetric two-dimensional
version of the deformable-lattice model, Eq. (2.5). The spins are
connected by harmonic springs to the vertices of the square lat-
tice, but have deformed along the diagonals to form this
c(4X4) superlattice. The (nonprimitive) unit cell is indicated
by the dashed lines.

é;;=(¢7;,¢%;) and to reinstate the lattice constant A. Then
the Hamiltonian
H= ki —Tpij(thi 11, +1ij+1)

ij

+Jal b7 41, — % — Ay 1, i

+Ja(¢{j+1— 5 — A j i ] (2.5)
could lead to superlattices such as the one shown in Fig.
5. As with the one-dimensional models, we have required
that the effective coupling constant increase in magnitude
as the spins get closer, though we have not used the exact

two-dimensional distance.’? Similarly, a Hamiltonian
with explicitly antiferromagnetic coupling (J <0) on a tri-
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FIG. 6. A ground state of the deformable-triangular-lattice
- Ising antiferromagnet. The spins have deformed from the lat-
tice sites (along the bonds) to eliminate frustration.




angular lattice could lead to the pattern displayed in Fig.
6. What is particularly noteworthy about this latter possi-
bility is that the triangular-lattice antiferromagnet is the
canonical example of a frustrated system.’> Thus we see
an example in which modulated order can arise out of a
desire to eliminate frustration.

|

=3 (ki —T[(1—a)—ald; j ik +1—Biji) Wijichti,j k +1—Tobijiehbi 1,k FHijickbij+1,8) ) -

i,j,k

The deliberate choice of a uniaxial symmetry might, one
would hope, make the Hamiltonian interesting in the con-
text of graphite intercalation staging. However, it turns
out to be sufficiently interesting in its own right that we
will use it as a case study in extending our results to finite
temperatures.

III. SPIN-VARIABLE EQUIVALENT
AND FINITE TEMPERATURE

An obvious approach to the statistical mechanics of any
of the versions of the deformable-lattice model would be
for us to integrate out the deformation coordinate, leaving
an effective spin Hamiltonian. For the uniaxial example,
Eq. (2.6), we can group the terms associated with each de-
formation,

= ki —Tadyu(ti ik +1—Hijk—1Hijk
ik

—J (1 —a)uijetij i +1—Jolijibbi +1,j,k
‘*Joﬂijkﬂi,j+1,k] ’
so that if we define a new deformation coordinate cen-
tered about an appropriate origin,
Sijk =bije — (Ja /2 )i j g 41— Hij k — 1Bk >

the Hamiltonian can be rewritten (to within an additive
constant) as

(3.1

H= (k& —J 1 fijrtbi jk +1— 2l jk — 1hbijk +1

ij,k
—Jolijitti +1,5,k —JoMijkhbi,j+1,k) > (3.2a)
with the new coupling constants
Ji=J(1—-a), (3.2b)
Jy=—(Ja)/(2k) . (3.2¢)

Because the transformed deformations enter solely as a
set of independent harmonic oscillators, they can now be
integrated away, leaving us with an effective spin Hamil-
tonian

H=— 3 (Jifijichi jk +1+T 2k — 1Mk +1
ik

+Jotijiki 41,5,k + okt j+1,6) - (3.3)
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An alternate approach to extending the deformable-
lattice model to three dimensions would be to make it an
anisotropic model. Suppose, in particular, we assume a
simple-cubic lattice with deformations possible only along
the z axis. If, otherwise, the model is simply an Ising
model, then the Hamiltonian would be

(2.6

-
However, Eq. (3.3) is nothing but the ANNNI model.!
Along the z axis there are the ferromagnetic nearest-
neighbor interactions (J; >0) and the antiferromagnetic
next-nearest-neighbor interactions (J, <0) that are the sig-
nature of the standard formulation of the ANNNI Hamil-
tonian.

The implications of this equivalence are many. To be-
gin with, the ground-state phase diagram (Fig. 3) can be
(and actually was) calculated as that of the ANNNI
model.** More to the point, the finite-temperature phase
diagram, at least as far as the spin pattern is concerned, is
also precisely that of the ANNNI model. Thus the phase
diagrams already given in the previous paper' constitute
predictions for modulated ordering in the deformable-
lattice model (at two different levels of mean-field theory).
Further, once we know the spin patterns, the correspond-
ing deformations can be obtained (at any level of theory)
by using the exact relation,

(¢,~)=(Ja/2k)(<,u,~_1‘u,-)—(yiui+1)) , (3.4)

which one can derive from the full partition function by
inserting a generating field and taking the appropriate
derivative. Equation (3.4) should, of course, be regarded
as the finite-temperature generalization of Eq. (2.2), the
equation for the ground-state deformations.

Even more important than these calculational con-
siderations, however, is the new interpretation of the ori-
gin of modulated order afforded us by the equivalence of
the ANNNI model and (one version of) the deformable-
lattice model. Rather than attributing the modulation to
competing forces,” we can regard the very same phases as
resulting from a polarization effect. Interestingly, this
reinterpretation means that spin Hamiltonians such as
that of the ANNNI model may be thought of as potentials
of mean force®® instead of Hamiltonians and they there-
fore need not correspond to direct physical interactions.
Note, for example, that the ANNNI model requires a
next-nearest-neighbor term (which may or may not be ap-
propriate to a given system) but the deformable lattice
model has only nearest-neighbor interactions.

Because the deformable-lattice model can take on a
variety of different forms, there are actually a number of
different spin equivalents. One particularly intriguing
case is the binary-variable (s =0,1) generalization dealt
with in Sec. II. The change from p (= *1) variables sim-
ply causes u to be replaced by s in Eq. (3.1), but when one
completes the square in ¢, the resulting spin Hamiltonian
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=— D [Ty =T 2)siwSijk 41420 jk —1SijkSi, ke + 1T 0SS 41,4,k +JT0SijkeSi,j 41,k +H 'Sijic ] ' (3.5

ij,k

now involves a three-site interaction term. So, here again, we see that there may be difficult-to-understand spin-spin in-
teractions which represent perfectly reasonable contributions to a microscopic Hamiltonian.
The mean-field theory of the binary model at the Bragg-Williams level® is defined by the free energy (aside from an

additive constant)

2m

—BF/NZN_1/32 [__ fo
k

and the self-consistent equations for the magnetization

~1
tanh ™ x dx +B(J| —J )mgmy o, +[3J2mk_1mkmk+1+2[3]om,f+BH’mk

my = (s ) =7 +27"tanh {(B/2)[(Jy —J ) (my 1 +my _1) +J 5 M 4 1M 2 M 1My 1+ My _imy o) +4Jome+H']} .

However, we will not be discussing any of the numerical
results from these equations, other than to mention that
there are first- as well as second-order transitions
present.37 We, instead, want now to turn to a discussion
of where we believe the whole class of models presented
here fit in the broad context of studies of nontrivial order-
ing in solids. '

IV. DISCUSSION

The distinguishing feature of the models presented in
this paper is that they create modulated order through the
interaction of two entirely different kinds of degrees of
freedom. The pure spin models, such as the ANNNI
model, end up creating patterns out of competing forces,
whereas the purely elastic models, such as the Frenkel-
Kontorova models, get patterns from competing periodici-
ties.2 Yet, in both cases, one is building in competing
length scales at the start of the problem—in the ANNNI
example by requiring forces of longer range than nearest
neighbor.

The deformable-lattice models, on the other hand, pro-
duce a modulated structure from a polarization mecha-
nism. A spin variable can polarize its environment via the
deformations and the environment can feed back and sta-
bilize the spins. There is therefore no need to build the
different length scales into the Hamiltonian, and, conse-
quently, one can limit the interactions to being nearest
neighbor in character. In view of the existence of spin-
variable equivalents to the deformable-lattice models
which do not possess this desirable property, it may well
be worthwhile to go back and reexamine some of the spin
models in the literature to see whether they can indeed be
reinterpreted as potentials of mean force for some
shorter-ranged Hamiltonian. The Safran model for gra-
phite intercalation staging’ is an example which comes to
mind.

In the same vein, it has been established that three-body
forces are often needed in order to explain the structure of
species chemisorbed on surfaces.’® Some recent experi-
mental cluster studies, in which pairs of adsorbed atoms
repel but triplets attract,>® seem to bear this idea out in a
dramatic fashion. Yet, again, one wonders whether the
forces between adatoms are mediated solely by a static
surface or whether, instead, the surface deforms in

P

response to the adatoms, giving rise to an effective in-
teraction. It is hard to avoid noticing that even the crude
lattice-gas model discussed in this paper leads directly to
three-body forces, Eq. (3.5). Intriguingly, these three-

~ body forces are explicitly repulsive, since J, <0, but the

net energy of a cluster of three collinear atoms (1,2,3) in
this model,

€= —2J,—J)—Jy=—2J1+J; ,

is still lower than that predicted by adding the two unper-
turbed pair interactions (without deformations),

€ptepn=—J—J1==2J;.

In fact, if the deformation is large enough, €3 itself is al-
ways negative, so this very model would predict that a
triplet of adatoms could be stable even if individual pairs
of atoms repelled (J; <0).

Of course, one should not make too much of the specif-
ic details of the models proposed in this paper. It may be
worth pointing out that the particular Hamiltonian we
chose to study here, Eq. (2.1), differs mathematically from
the Baker-Essam?' and Chen-Kardar?® Hamiltonians only
by the apparently trivial replacement discussed in Sec. IIL
Of course, this distinction did turn out to be enough to
make these latter models irrelevant to modulated-order
problems (though they were very important in thinking
about the Fisher renormalization of critical exponents®’).
The mathematical straightforwardness of our model is
also revealed by the observation that in going from an Is-
ing model with a fluctuating coupling constant, Eq. (2.6),
to the ANNNI model, Eq. (3.3), we are simply generaliz-
ing the time-honored Hubbard-Stratonovich transforma-
tion,*! which converts a paramagnet in a fluctuating field
into a standard Ising model.*?

Briefly, the partition function of any system of nonin-
teracting Ising spins, p={py, . . . ,un},

Z(h)=Yexp [Bzhjyj ]Ezeﬁh-# ,
u j u

can be turned into the partition function for a fully in-
teracting Ising model if the magnetic fields at each site,
h={h,,...,hy}, are considered to be proportional to
some set of harmonically fluctuating variables, x. In par-
ticular, if we define
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h=(47/B)/3"/%x ,
then completing the square reveals that

Q= [dxe~™Z(h)= e *
"

= Dexp [BE#;J UK
B ik

for any spin-spin interaction, J(j,k). All we have done in
this paper is to repeat this process, but with the interac-
tions now allowed to fluctuate in a suitably chosen
fashion.

Nevertheless, the physics revealed by these elementary
transformations is still of some consequence. In particu-
lar, the interpretation of our Hamiltonian as that of an Is-
ing model with a distribution of interaction strengths
means that we can rigorously think of the ANNNI model
as an annealed random magnet.*>** The coupling-
constant distribution is certainly a highly correlated one,*
but it is just this correlation which makes inappropriate
the common attitude that annealed random magnets are
uninteresting. Indeed, it is the correlations between effec-
tive coupling constants implicit in the distribution which
leads to the modulation.

While this aspect does complicate the analogy some-
what, it is still tempting to ask what similarities there
might be between the ANNNI model (in its annealed ran-
dom magnet guise) and a quenched random magnet, such
as a spin glass.2’” Without belaboring it too much, we note
that the width of the coupling-constant distribution in the
ANNNI model will be proportional to k ~!, which, from
Egs. (3.2b) and (3.2c), means that it is proportional to
Kk (=—J,/J). Thus, one might expect that a phase dia-
gram for the ANNNI model plotted as T versus «~!
might look similar to a spin-glass phase diagram plotted
as T versus reciprocal coupling-constant distribution
width. The results, shown in Fig. 7, are indeed roughly

10 -u--I|nrr‘v|"rr]rrv|1rrivlv|--
8 — —
r paramagnetic ]
6 — —
S ]
= F
4 4 — modulated —
N ferromagnetic ]
2 -
I PN DI A I B B
0o 1 2 3 4 5 6

IC—l

FIG. 7. Finite-temperature ANNNI phase diagram, in
Bragg-Williams mean-field theory (Ref. 1), plotted vs k~!. By
the words “paramagnetic,” “ferromagnetic,” and “modulated,”
we are referring to the disordered, uniformly ordered, and
nonuniformly ordered phases, respectively. In our interpreta-
tion of the ANNNI model as a random magnet, this figure is
analogous to the spin-glass phase diagram (Fig. 1) of Ref. 46.

analogous: the paramagnetic, ferromagnetic, and modu-
lated phases of the ANNNI model appear in the same lo-
cations as the paramagnetic, ferromagnetic, and spin-glass
phases of the Sherrington-Kirkpatrick model.*

We should emphasize that this analogy is certainly not
meant to be a literal one. It does suggest, however, that
annealed random magnets are not as bereft of interest as
is often supposed. Because they are relatively easy to
work with and interpret, they may even be a reasonable
place to try to study the physics of quenched amorphous
materials.*’
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APPENDIX: DETERMINATION
OF A GROUND-STATE PHASE DIAGRAM

As discussed in Sec. III, the easiest way to find the
ground states of the lattice-gas version of the deformable-
lattice model, Eq. (2.4), is to work with the equivalent
spin Hamiltonian, Eq. (3.5). Since the in-plane interac-
tions are exclusively ferromagnetic, in the ground state all
in-plane spins will be aligned. The ground states can
therefore be found from the one-dimensional Hamiltoni-
an,

%=—2[(]1~J2)Sij+1+stj_1Sij+1+HSj] N (Al)
J

where 5;=0 or 1, and the couplings J; and J, are given

in terms of the deformable-lattice-model parameters by

Eq. (3.2).

We will find the ground states by an enumeration ap-
proach similar to that of Morita and Horiguchi,** who in-
vestigated the ground states of the ANNNI model. The
energy of an arbitrary pattern will be written in terms of a
set of structural variables, and the ground state will be
determined by minimizing the energy with respect to
these variables.

Consider an arbitrary pattern, P, of occupied (+) and
unoccupied (0) sites. Our first two structural variables are
n defined as the number of + sites with two + neigh-
bors, and ny the number of O sites with two O neighbors.
The energy of P can be written as -

E=E'+n,e,, (A2)

where E' is the energy of a pattern P’, formed from P by
removing the n_ occupied sites and n, unoccupied sites
described above. The contribution, per site, of the sites re-
moved is

€+E——J2-—(J1—J2)—H=—J1——H .

By design, P’ can always be constructed from the
groups
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+0, +00, 440, ++00.
The contribution of each group to E’, per site, is
€ o=—H/2,
€ 0=—H/3,
€, 0=[—1—=J)—2H]/3,
€4 00=[——=J)—2H]/4.

Define the structural variables, n o, 700, "4 0, and
R 400, as the number of times each group appears in P’.
Then, from Eq. (A2), the energy of the original pattern P
is
E= n, €, +2n +0€+0+3n +00€ +00
+3n 4 0€4 +o+4M 4 100€E+ 400 - (A3)

This energy must now be minimized with respect to the
structural variables, with the proviso that these variables

be consistent with a fixed number of sites N:
N=n0+n++2n+0+3n+00+3n++0+4n++00 . (A4)

Equations (A3) and (A4) represent a trivial linear pro-
gramming problem. Since all the terms in Eq. (A4) are

positive, E is bounded from below by Ne,;,, where €, is
the smallest of the energies per site appearing in Eq. (A3).
Therefore, when the smallest energy per site is unique, the
ground state is nondegenerate and requires

E :Nemin .

The only possible nondegenerate ground states are

4+ ++++ - for epn=€,,

* 404040+ for €nxn==€,0,

4+ 40440+ for epn=€, 49,
- 000000 - -+ for €min="¢ -

Figure 4 shows the regions in the «,H plane in which each
phase is a ground state.

In the event that two or more €’s are equal, the ground
state is degenerate. On the € =¢ line, there are exactly
two ground states. Any other phase boundary corre-
sponds to an infinite degeneracy, because arbitrarily long
domains of the two (or more) degenerate patterns can be
alternated without changing the energy. Equivalently, one
could say that domain walls now have no self-energy.

*Present address: Department of Physics, Brown University,
Providence, RI 02912.
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