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A Careen s-function approach to nonlinear electronic transport in a static electric field is developed
microscopically for the system composed of interacting electrons with impurities and phonons. The
essential idea is to separate the center-of-mass motion from the relative motion of electrons. An
electron temperature is introduced as a measurement of the internal energy of the relative electrons
without reference to any distribution function. By allowing different temperatures for decoupled
electrons and phonons in the initial state, we obtain the density matrix for the electron-lattice system
to the first order of interaction but under arbitrarily strong electr'ic field. The frictional force experi-
enced by the center of mass of electrons and the energy transfer rate from electron system to phonon
system are derived by means of the Green's-function technique, and the force- and energy-balance
equations for steady state are obtained. These equations are applied to the calculations of the ratio
of electron temperature to the lattice temperature and the electron resistivity as functions of drift
velocity for impurity, acoustic-phonon, and optical-phonon scatterings. The dynamic nature of
Coulomb screening by charge carriers is studied numerically. One of the interesting predictions is
the possible cooling of electrons at low temperatures in samples with low impurity concentration.

I. INTRODUCTION

Nonlinear electronic transport deals with the problems
which arise when the electric field applied to a material is
no longer regarded as small and the current density devi-
ates from the results of linear-response theory. Although
many classical and quantum methods on this subject have
been proposed since the earliest studies in the 1930's, ' so
far the semiclassical Boltzmann-equation method still
seems to be the only one amenable to practical calcula-
tions. ' '" In principle, within Boltzmann theory, if we
know the scattering probabilities, we can obtain the distri-
bution function by solving the transport equation. In
practice, however, when the system goes beyond the linear
regime, solution of the Boltzmann equation also becomes
a laborious task. One has to rely either on numerical
technique or on simplified models. ' One of the most
commonly used models in nonlinear transport in semicon-
ductors is the "carrier-temperature model, " especially the
displaced Maxwellian distribution-function model. "
In it, the concept of the "carrier temperature" plays an
important role.

Physically, when an electric field E is applied, energy is
supplied to the electron system at a rate E pz, where pz
is the total resistivity of the system. This energy, which
increases rapidly with increasing field, must be dissipated
to the heat bath. The dissipation is via the interaction be-
tween electrons and the heat bath. The energy dissipation
process has generally been regarded as conventional heat
transfer —energy always transmits from the "hot" portion

to the "cold" portion of the system. Thus, in the presence
of an electric field a stationary state can be reached only
when the electrons are hotter than the heat bath, or the
average electron energy is higher than at zero field. That
is the origin of so-called "hot-electron" or "heating of
electrons. " The heating effect of the electrons is generally
considered to be one of the major reasons for the deviation
from Ohm's law in high-field transport. ' '

Frohlich and Paranjape' first utilized a displaced
Maxwellian distribution function to describe the electrons
in insulators and semiconductors, which contains a drift
velocity U~ and an electron temperature T, as parameters.
This displaced Maxwellian has since been widely used to
discuss the high-field transport in semiconductors. Re-
cently, Arai' applied a similar model to describe metals
at low temperatures but by means of a Fermi distribution
function and showed that at zero-lattice-temperature lim-
it, the electron temperature T, approaches a finite value.

Strictly speaking, one cannot thermodynamically define
a temperature for transport electrons because they are not
in an equilibrium state. It is well known that the tem-
perature of a system is a representation of the mean ener-

gy of the irregular thermal motion of its constituents.
Therefore, it is necessary to distinguish the energy of rela-
tive motion of electrons from that associated with drift
motion. The latter may be sufficiently large that it should
not be neglected in comparison with the former in high-
field transport.

In this paper we shall describe a Green's-function ap-
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proach to steady-state electronic transport for interacting
electrons with impurities and phonons in a strong electric
field. The method lies in the separation of the center-of-
mass motion from the relative motion of the electrons in
the Hamiltonian and in the density matrix. After the
separation we find that the external electric field acts only
on the center of mass, and the electrons which move rela-
tive to the center of mass do not directly experience the
electric field. They couple with the center of mass and
with the lattice only through the electron-impurity and
electron-phonon interactions. Thus, if we turn off these
interactions, the relative electrons will decouple them-
selves from the center of mass and from. phonons, and as
an isolated system, will approach an equilibrium state.
This fact enables us to introduce an electron temperature
T, for the nonequilibrium electrons which are in a trans-
port state in the presence of an electric field as a measure-
ment of the mean energy of their relative motion. The ex-
istence of electron-impurity and-electron-phonon interac-
tions induces frictional forces against the movement of
the center of mass. The current density J is related to the
center-of-mass velocity, or drift velocity Ud. In steady
state U~ is a constant, and the applied electric force must
be balanced by the frictional forces due to impurities and
phonons. Therefore, a force-balance equation is obtained.
On the other hand, to reach a steady state, the power sup-
plied by the electric field to the electron system has to be
taken away and transferred to the lattice which is in con-
tact with a heat bath with temperature T. This energy
dissipation is due to electron-phonon interaction, and the
energy transfer rate can be calculated. An energy-balance
equation is then obtained. From the force- and the
energy-balance equations the two unknown quantities vd
and T, as functions of electric field E can be solved. The
most important aspect of the present method is the sim-
plicity in mathematical structure. The numerical labor
involved is minimal as compared with other existing cal-
culations. Moreover, many electron interactions can be
microscopically included into our formalism by the use of
the diagramatic method for Green's function. One of our
findings is that the drift velocity vd influences directly the
energy transfer rate between relative electrons and pho-
nons. This results in the occurrence of electron cooling at
low lattice temperatures.

This paper is organized as follows. In Sec. II we shall
give a model Hamiltonian for the system and separate the
center-of-mass degree of freedom from those of electrons
in relative coordinates. In Sec. III we shall introduce an
electron temperature T, and set the initial condition for
the density matrix of the relative electron-phonon system.
By starting from the Liouville equation the density matrix
is obtained to the first order of electron-impurity and
electron-phonon interactions, and the statistical average of
a dynamic variable is expressed in terms of retarded
Green's function. Section IV is devoted to the derivation
of the friction force experienced by the center-of-mass and
energy transfer rate from the electron system to the pho-
non system by means of the Green's-function method.
The main results are given there as the force- and energy-
balance equations in steady state. These equations are ap-
plied to the calculation of the ratio of electron tempera-

—gu~. VU~(r; —R& ) eg—r; E. .
i, l

Here, r; and P;= —iV; are the coordinate and momen-
tum of the ith electron with effective mass m and charge
e. vI(r —R~) denotes the potential by the lth ion at regu-
lar lattice position R~, and u~ is its displacement from the
equilibrium position; u(r —R, ) denotes the potential by
the impurity at R„which is randomly located; and the
second term on the right-hand side of Eq. (1) is the
Coulomb interaction between electrons.

We shall separate the motion of the center of mass
from the relative motion of the electrons by defining the
center-of-mass momentum and coordinate variables P, R
and the relative electron momentum and coordinate vari-
ables p,', r,'

P=gp;, R=—gr;,g& + g

p =p. ——P r =r —Rl

which satisfy the following commutations:

[R,I'p]=i5 p,
[r;~,pgp] =i5 p(5 J

—I/N)=)5~p5 q,

(4)

[r,', P]=[R,p,']=0 .

In Eq. (5) we have neglected 1/N for large X system. In
terms of the center-of-mass variables and the relative vari-
ables we can express the Hamiltonian (1) as

H H~ +H +Hph +H ' +H ph

p2
H, = —XeE.R,

2M

ture to lattice temperature and the electric resistivity as
functions of drift velocity for acoustic phonon plus im-
purity scattering at low temperatures (Sec. V), for
acoustic-phonon scattering (Sec. VI A), for optical-phonon
scattering (Sec. VIB), for combined acoustic-phonon and
optical-phonon scattering (Sec. VI C) in the general case.
Section VII focuses on the discussion of dynamic screen-
ing due to carrier-carrier interaction. Finally, in Sec.
VIII, we summarize the main points of the present ap-
proach and give some discussions.

II. HAMILTONIAN
We consider an electron-lattice system, which consists

of X electrons interacting with one another via Coulomb
potential. The electrons are coupled with phonons and
scattered by n; randomly distributed impurities. Such a
model should be applicable to metals and semiconductors
in most cases. We use a single-band effective-mass Ham-
iltonian for this system, which, under the influence of an
applied uniform electric field E, can be written as

p'2 eI=g ' +g +gu(r, —R. )
,. 2m, 4n.eo(r; —r.

~
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H, =g ' +g2m; 4meo
~
r,' —r'

~

=~Ekckackcr+ 2 ~ UC(9)Ck+qack q~ck'a'Cko
k, cr k, k', q,

Hpk =g &qxbq~bqx
q, i,

H„.=gu (q)e '
p

q, a

H, p k=+ M( qA, )(b qx+b q~)e'q'RP
q, A.

(10)

(12)

where M =Km is the total mass of electrons, ck and ck
are creation and annihilation operators for relative elec-
trons with wave vector k, spin o, and energy ck,

Pq ——gk ck+q ck is electron density oPerator, bqx
and bq~ are creation and annihilation operators for pho-
nons with wave vector q in branch A, , uc(q) and u(q)
denote the Coulomb potential and impurity potential in
momentum space, Uc(q) =e/e~, and M (q, A, ) is the
electron-phonon matrix element, which satisfies M(q, l, )
=M'( —q, A, ).

According to Hamiltonian (7), the time derivatives of
the center-of-mass momentum P, of the relative electron
Hamiltonian H„and of the phonon Hamiltonian H~h are
as follows:

P= —&[P,H] =NeE i +M(q, —A)qe'q (bq&+b ~)p —igu (q)qe
q '

p
q, A, q, a

H~h= —i[H~h, H]=i+M(q, A)Qqxe'q'R(b &
—b &)p

q, A,

H, = i[H„H—]= —i+M(q, g)e'q "(b„+bt„)y(,„
q, A, k, o.

iq(R —R )—igu (q)e ' g(Ek+q —ek)ck+q ck

(13)

(14)

» obtaining Eq. (15) we have utilized the property that
the second p«t of Eq. (9) (electron-electron interaction)
commutes with the electron density operator pq. Thus,

[H„pq]=g[H„ck+q c„]
k, o.

ck+ q Gk ck+ q o.ck o

III. DENSITY MATRIX AND STATISTICAL AVERAGE
OF DYNAMIC VARIABLES

The Hamiltonian (7) features the separation of the
center-of-mass variables from the relative electron vari-
ables. In the absence of H„and H, &h, the relative elec-
trons are independent of the center of mass. The motion
of the center of mass and that of the relative electrons are
different in nature. The former is a pure mechanic move-
ment of a single body with enormous mass. The motion
of the relative electron system, which consists of a large
number of interacting particles, is essentially a statistical
movement and, together with the phonon system, should
be described by a statistical density matrix p. The center-
of-mass variable R enters the density matrix and the sta-
tistical average of a dynamical variable of the relative
electron-phonon system via H„and H, ~h. Because of its
enormous mass, the center of mass almost obeys the clas-
sical equation of motion, and we shall regard R as the
time-dependent coordinate of the center of mass, i.e., its
expectation value R(t).

Therefore, H, i p He phd P, H„and Hph are time-
dependent operators in the relative electron-phonon sys-
tem. In the following, Ht, will denote electron-impurity
and electron-phonon interaction:

HIt Hei +He-ph (17)

The density matrix p for the relative electron-phonon sys-
tem satisfies the I.iouville equation

[He +Hph+HIr» p] ~

. Bp
at

The solutions of the Liouville equation, which describe
the time evolution of a statistical ensemble at any time
after applying a perturbation, generally depend on the ini-
tial condition. However, we are interested only in steady
state, i.e., the evolution of the system after a time interval
which is larger than the characteristic time of the mi-
crorelaxation in the system, in which the memory on ini-
tial condition disappears. This enables us to choose a con-
venient initial condition for the steady-state solution of
the Liouville equation. We will choose an equilibrium
state, which seeins as close to the steady state as possible,
as the initial condition. To reach this end we imagine that
the electron-phonon and electron-impurity interactions are
turned off together with the electric field after the system
has already reached the steady state. Then the center of
mass, the relative electrons, and the phonons are decou-
pled from each other. The center of mass continues to
move with a constant speed as in the steady state. The
relative electrons, as an isolated system, will approach a
thermal equilibrium state with temperature T, . At the
same time the phonon system will also approach its
thermal equilibrium state with temperature T (for sirnpli-
city, T is considered to be the same as the heat-bath tem-
perature). T, obviously depends on the steady state before
turning off the interaction and is not necessarily identical
to T. Thus, the density matrix for the decoupled relative
electron-phonon system takes the form
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H /T 1 HP]I /T 1 Ho /T
(19)

Here Z=Z, Z~h and Z, and Z„z are the partition func-
tions for equilibrium relative electrons and phonons,
respectively. In Eq. (19) we have defined

Hp =H, +aHph

with

(20)

a=—T, /T . (21)

Now we turn on the electron-phonon and electron-
impurity interactions adiabatically and at the same time
turn on the electric field. The occurrence of H, ~h and
H„couple. s the relative electrons both with the center of

i

mass and with phonons. The statistical density matrix
will change from pp. Therefore we need to solve the Liou-
ville equation (18) with the initial condition

p(t = —co ) =pp . (22)

- It is worth noting that although the steady-state solution p
of the Liouville equation is independent of the choice of
pp and the way to turn on the interactions and the electric
fie'ld, the time required for the system to reach such a
steady state does depend on them. Then it seems best to
turn on the interactions and electric field in such a way
that the center-of-mass velocity keeps almost unchanged
during the process. Equation (18) together with the initial
condition (22) can be written in the form of an integration
equation:

g(H, +H h)(t' —t). , „.—i(H, +H h)(t' —t)
(23)

To the first order of the impurity scattering potential and the electron-phonon interaction the solution is

{H+Hph)( t t)(H+Hph)( t t)
(24)

Defining

iHot —iHot
Hg, (t) =e Ht;e

We can rewrite Eq. (24) as
i(1—a)H h(t' —t) —i(1—0, )H h(t' —t)

p(t) =po —i e '" [Hti (t' t), po]e-
The statistical average of a dynamic variable A, at time t is defined as

t
& A, & =Trip(t)A, i =Tr{ppA, i i f —Tr[e '" [HI;(t' t), pp]e — "" A, jdt'

= &A, & i f Tr{IHtr(—t' t), po]A,
' —'"' "Idt'

=&A, &p i f —&[A,'
'"' ",HJ, (t' t)]&pdt'—

=&A, &o+ f «A,' '"' "(t) ~H;(t')&&dt'.

(26)

Here, we have used the notations

&( ) &p—=Tripp(. )j,
A,' "(t')—:exp(iHot')A, ' "exp( —iHot'),

(28)

i

trix pp. It is easily seen that the statistical average of a
Hermitian operator must be real.

IV. FORCE- AND ENERGY-BALANCE
EQUATIONS

A,' ":—exp[i(a —1)H~hr]A, exp[ i (a —1—)H~hr j,
(30)

and

«&(t)
~

C(t') &&
—= —ie(t —t')& [&(t),c(t')] &p (31)

is a retarded Cxreen's function for dynamical variables B
and C calculated in the system described by density ma-

If we recognize that the current density J is related to
the center-of-mass velocity Ud by J=%cud, then our
essential task is to calculate ud. In the presence of an elec-
tric field E, which is assumed to be along the x direction,
the center-of-mass experiences an electric force due to E
and frictional forces due to impurities and phonons. Ac-
cording to Eqs. (13) and (27), the statistical expectation
value of the total force &P„&=Tr[p(t)P„] can be written
as

&=&« t«X I ~(~)
I nf e"—' '" """&&p (t)

~

(t')&&dtq p —q
q

—iX l~(q, ~) i'q. f e"'"'" ""'lfe "-'"q"' "&&b,„( )p,t( )ibt„(t )p (, )&&
q, A,

+e" 'II, ~(t —t') &&b', x(t)p, (t)
~

b «(t')p, (t') &&]dt',
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with

and

bqz (t) =e bqz e =bqxe
iHot f —Hot f iaQ ~t

bqz (t) =e bqze =bqze

(33)

(34)

pq(t) =e '
pqe (35)

Qn the right-hand side of Eq. (32), ¹Eis the electric
force, and therefore the rest parts are the frictional forces.
In steady state, the center of mass moves with a constant
speed ud along the x direction:

R(t) —R(t')=vd(t —t')i . (36)

Thus, the frictional forces are functions of the drift velo-
city Ud, which can be written as

F(vd)= —in;g I
tt(q)

I q 11(q ~o)

ig I

—M(q, i)
I q„

Here

11/T
+(,q A, ,ice„)=f A, +(q A, , r)e "dr .

bqz(r)=e '
bqge =bqze

H() 7 g
—

How g aQq gr
bqz (r) =e bqxe =bqze

Ho~ Ho
pq(r) =e pqe

(44)

(45)

(46)

c0~=2v'TET~, v=O& + 1, ~ . . (47)

( )o means that the statistical average over the thermo-
dynamic equilibrium system described by the density of
matrix po [Eq. (28)]. There is a standard graphical tech-
nique to calculate Matsubara Green's function, ' and
II(q, co), A (ql, ,co), and A+(qA, ,co) can be obtained by
making the following analytical continuations:

II(q, co) =&(q, iso, ) I;„„+,s,

with

q, A,

X [ A (q A~~o —(1—a)Qqz)

+A+(q A, ,coo+(1—a)Qqz)] (37)

A (q A, ,co) =A, (q A, , iso„) I;„+,.s,
A+(q A, ,co) =k+(q A.,ice, ) I;„

It is easy to verify

A, (q A., ico, ) = —T,gn(q, i to i to„)D—(q A, ,i co„),

(48)

(49)

~o:qx Ud

Here, II(q, co), A (q A, ,co), and A+(q A, ,m) are, respective-
ly, the Fourier transforrnations of the retarded Green's
functions II(q, t), A (q A, , t), and A+(q k, t):

II(q, co) = f e'"'II(q, t)dt,

A (q A, ,co) = f e'"'A (q A, , t)dt,

A+(q A, ,co) = f e™A+(qA, , t)dt, (38)

(q A, ,i co ) = —T,Qrl (q, i to i to„)D (——q A, , i to„), —

(50)

where D(qk, ice&) is the Fourier transformation of the
phonon Green's function D (q A, ,r), defined as

D(q A, ,r) = —( T,[b (r)b (0)]) (51)

and D(q A, iso~)=, 1

l COp
—Q Qqg

(52)

II(q, t)=((p (t) Ip (0))),
A (q A, , t) = ((bqz (t)pq(t)

I bqz(0)p q(0) )),
(39)

(40)

with co& 2prrT, and a=——T, /T. The expression (37) for
frictional forces can be represented graphically by Fig. 1.
The analytical continuation should follow the rule:

A+(q A, , t) = ((b qz (t)pq(t) I
b qz(0)p q(0) )) .

II(q, co), A (q A, ,co), and A+(q A, ,co) can be calculated via
the corresponding Matsubara Green's functions:

l C0~67O+ l 5,
i co —+coo (1—a)Qq—

z +i5,

ice+�too+�(1

a)Qqz+i o . —
(53)

(41)

and their Fourier transformations:

m(q, r)= —(T [pq(r)p q(0)])o,

(q A, ,r) = —( T,[bq z (r)pq(r)b q z (0)p q(0) ] )o,
(42)

k+(qk, r)= —(T,[b qz(r)pq(r)b qz(0)p q(0)])o,

The summation over the imaginary frequencies in' in
Eqs. (49) and (50) can be carried out by means of contour
integrations. After performing the analytical continua-
tion from the Matsubara Green's functions we find the
imaginary part of the function A (qk, ,co) can be ex-
pressed as

1/T
&(q,ice )=f rt(q, r)e "dr,

1/T
(qk, ,ito„)=f A, (qk, r)e "dr, (43)

Az (qA, ,co):—ImA (qA, ,co)

=11z(q, co —aQqz )

X [n (Qqz /T) —n ((aQqz, —~)/T, )] (54)
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(a)

III(q, co) —=ReII(q, co)

= 2+f (Ek». )
1

CO —Ck+q+ Ek

112(q,co)—:ImII(q, co)

=2m g [f(eg, T, ) —f (eg+q, T, )]
k

X5(co+ Ek+& —ej ),

(58)

(59)

with f( qE, T, ) being the Fermi function at temperature
Te 0

f( gE, T, )= 1

exp[(ek E—f )/T, ]+1
(60)

(d)
FICz. 1. (a) and (b) represent the frictional forces due to im-

purities and due to phonons to the first order of interactions.
The dotted vertices denote momenta along the field direction.
The dashed line with a cross represents impurity and the wavy
line represents the phonon Green's function defined by Eq. (52).
The shaded bubble is the electron density-density correlation
function, which can be represented by (c) under the random-
phase approximation (RPA). The double-dashed line in (c} is
the dynamically screened Coulomb interaction, which satisfies
the Dyson equation (d).

Similarly,

A2+(q A. ,co)—:ImA+(q A, ,co)

2

6'Og
(62)

is the Coulomb potential. It is easily seen that 112(q,co) is
an odd function of co:

Ilp(q, a)) = —II2(q, —co) . (63)

Since I'~ is Hermitian and its average value must be
real, only the imaginary parts of II, A, and A+ are
relevant to F(vd). By substituting the expressions (54)
and (55) into the right-hand side of Eq. (37) and using Eq.
(63), one can express the frictional forces experienced by
the center of mass as

and cf is the chemical potential. The Coulomb interac-
tion between electrons can be included by the use of the
graphical technique for Matsubara Green's function.
Under the random-phase approximation we obtain the
well-known expression

112(q,co)
IIq(q, co) =

[1—uc(q)II~(q, co)] + [vc(q)II~(q, co)]

(61)

in which

= II&(q, co+aQ&~)

&& [n(flqg/T) —n((aQqx+co)/T, )] .

In these equations

n(x/T)= 1
x/T

(55)

(56)

F(ud)=n;Q
l
u(q)

l
'q„II2(q, coo)

+2+ IM(q ~) I'q llz(q ~0+& ~)
q, A,

X [n(Q&~/T) —n((coo+A&~)/aT)] . (64)

is the Bose function and

II&(q, co) = ImII(q, co)

is the imaginary part of the electron density-density corre-
lation function calculated at electron temperature
T, =aT. In the absence of Coulomb interaction between
electrons the real part and the imaginary part of the
density-density correlation function can be expressed as

NeE+F(vd ) =0 . (65)

To derive the energy-balance equation we should calcu-
late the statistical average of the time derivative of the en-

The first term on the right-hand side is the frictional
force due to impurity scattering, and the second term is
the frictional force due to phonons. In steady state, the
total force acting on the center of mass should be zero:
(P„)=0, and thus we arrive at the momentum-balance
equation
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ergy operator for relative electrons (H, ) (see Appendix
A). In steady state, the total energy of the relative elec-

tron system must be constant: (H, ) =0. This gives the
energy-balance equation:

0= n AX'I u(q)
I q 112(q ~o+Qqx)

+22 l~(q ~) I'(~o+Q &)II2(q ~o+Qq&)
q, A,

x [n(Qq~/T) n(—(cop+Qq~)/aT}] . (66)

E E
pT=——=J xevd

'

the force-balance equation (65) can be written as

pT=p~+p ~

where

(69)

(70)

electric resistivity PT as the ratio of the electric field to
the current density

The energy-balance equation can also be derived if we

calculate the increment of the phonon energy (H~),
which, according to Hamiltonian (7), is just the energy
transfer rate from electron system to phonon system.
This calculation is described in Appendix B. The result is

p; =—,', g I ~(q)
I
'q. 112(q,~p),Xevd

is the resistivity due to impurity scattering and

X IM(q ~)
I
'q. 112(q ~o+Q ~)

(71)

( Hph ):—8'(ud )

=2/ l~(q, ~) I'Q k112(q, ~o+Q, ~)
q, A.

X [n(Q g/T) n((co—p+Qqg)/aT)] . (67)

In steady state, the energy supplied per unit time by the
electric field to the electron system must be equal to the
energy transfer rate from the electron system to the pho-
non system: JE= (Hz ) . By .combining with the
momentum-balance equation (65), this relation gives the
same equation as Eq. (66), which can be written as

X [n (Qqg/T) —n((~p+Qqx)/aT)]

(72)

PT —PE =0 (73)

is the resistivity due to phonons. %'e see that the contri-
butions to resistivity by impurities and by phonons are ad-
ditive. The impurity resistivity has been discussed in de-
tail in Ref. 19. All the results obtained there are valid as
long as the temperatures used there are considered to be
electron temperature T, . The energy-balance equation
(68) can be rewritten in the form

udF(vd )+ W(ud ) =0 . (68) with

In expression (67), the factor

n (Qqg/T) —n ((cop+ Qqg)/T, )

changes sign at T, =T when vd ——0. This means that by
neglecting the relative motion of the center of mass with
respect to the lattice, the energy transmits from electron
system to phonon system if T, & T; from phonon system
to electron system if T, & T; no energy exchange if
T, =T, in agreement 'with the conventional idea of heat
transfer. In the presence of an electric field, vd&0, how-
ever, the situation is different. The direction of energy
transfer cannot be determined solely by temperature
difference. It is possible for energy to transfer from elec-
trons to lattice even when T, & T. Electron cooling may
occur in steady state in the presence of an electric field.

The electron-electron interaction has been included in
the electron density-density correlation function IIq(q, co).
One of the important features of our balance equations is
that the drift velocity v~ enters the IIz factors dynamical-
ly in Eqs. (64) and (67), so that the high electric field may
have a significant influence on the screening. For large ud

in most cases the denominator of the right-hand side of
the expression (61) would reduce almost to 1, as if the
high electric field acts to break up the screening. This is
consistent with the high-field descreening effect discussed
by Barker. 2~

The force- and energy-balance equations (65) and (68)
are the main results of this work. If we define the total

pE p Q I
~(q ~)

I
'Qq~»(q ~o+Q, ~)Xe vd&~

X [n(Qq~/T) —n((cop+Qq~)/aT)] (74)

being equivalent energy transfer resistivity. The physical
meaning of pz is that J pz, is the energy transfer rate
from electron system to phonon system.

From coupled equations (70) and (73) we can determine
a, the ratio of the electron temperature T, to the lattice
temperature T, and the impurity- and phonon-induced
resistivities p; and p for given lattice temperature T as
functions of drift velocity u~. Then T„p;,p, and current
J as functions of the applied electric field are automatical-
ly obtained.

In the following sections we shall apply the balance
equations (65) and (68) or (70) and (73) to a system com-
posed of X electrons in a single parabolic band:

ck =k /2' (75)

where m is the effective mass. Such a model system can
serve as an approximate description of some metals, sem-
imetals, and semiconductors. Most of the results are also
valid for carrier (electron or hole) conduction in conven-
tional intrinsic or doped semiconductors, 'if the electron
density 1V is considered to be temperature-dependent car-
rier density. For a single-band system with electron ener-

gy described by Eq. (75), the integrations in Eq. (58) can
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easily be carried out for a bulk crystal, and we have the
following expression for 112(q,co) [see Eq. (59)]:

m T,
P2(q, co), (76)

27Tq
Ilq(q, co) =—

with

P2(q, co) =ln
1+exp

1 q mco

2mT~ 2 q

1+exp q mco

2m Te

'2

2

+T,

(77)

The effects of the carrier-carrier interaction are includ-
ed dynamically in the electron density-density correlation
function 112(q,co) [Eq. (61)]. It's role in electron-impurity
scattering is important and has been discussed in Ref. 19.
However, care must be taken to consider the influence of
the Coulomb interaction between carriers on electron-
phonon scattering. For metals, the drift velocity U~ is

often much less than the Fermi velocity Uz, and the static
approximation should be sufficiently good for interelec-
tron screening and is generally included in the electron-
phonon matrix elements. For semiconductors, the
electron-phonon interaction is usually studied in the ab-
sence of doping (or charge carriers). In order to compare
with previous theories, ' ' where the screening due to
charge carrier has not been considered, the interaction be-
tween carriers in semiconductors is,neglected until Sec.
VII, where its full effects will be taken into account in the
calculation.

V. IMPURITY- AND ACOUSTIC-PHONON
SCATTERING S

In this section we shall discuss some consequences of
the balance equations (64) and (65) at low electron tem-
peratures, assuming the primary scattering mechanisms
are electron-impurity and electron —acoustic-phonon in-
teractions.

When electron temperature T, &&eF (degenerate case),
the expression (76) for Ilz(q, co) reduces to

112(q,co) =—m3v2
--

2

CO

2kF qVF

2

0 1—
2kF

2

1 — q +2k' qvF
(78)

E q
i M(q, A. )

i
(79)

where d is the mass density of the lattice and E& is the
shift of the band edge per unit dilatation. For the
dispersion relation of the longitudinal-acoustic phonon we
shall use the Debye spectrum

q =s=Vsq (80)

with U, denoting the sound speed for longitudinal waves,
which is connected with the Debye temperature OD by

and the impurity-induced resistivity has been shown to be
insensitive to temperature. ' We shall use deformation
potential for electron —acoustic-phonon interaction, by
which only the longitudinal phonon contributes for the
nondegenerate electron band. The electron-phonon matrix
element takes the form

m n. 2kF
p;(Ud 0)=p;0 ——f ~u(q)

~
q dq .

12' x e

Here

u(q) = u (q)/[1 —Uc(q)II&(q, 0)]
is the statically screened electron-impurity potential. For
small drift velocity we can expand the factors with the
Bose function in these equations in terms of coo and
(a —1). Moreover, if U, /vF &&1, we can use the approxi-
mate expression for Ilz(q, coo+ Qz ):

m
II2(q ~0+& )—— (1 —(q/2kF) )(~0+& ) ~ (85)

2mq q

To the lowest order in ud, the solution for energy-balance
equation is

OD —Vg qD (81) and the phonon part of the resistivity is

where qD is the Debye wave vector. To simplify the ex-
pressions we shall use the following notations: pg ——p'g (tF ) (87)

OF =2k~Op) /qg), —

t~=T/OF .

(82)

(83)

with

F 1SmvE
P =

3m d&e
(88)

A. Ohmic resistivity, Bloch-Griineisen formula

First, we discuss the solution to Eqs. (53) and (56) in
the zero-field limit. The impurity part of the resistivity
has been given in Ref. 19:

(89)

Equation (87) is the well-known Bloch-Gruneisen formula
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pa= p(ud ~0) (90)

will be dependent on U, /UF, and therefore different from
the Bloch-Gruneisen expression.

B. Solution to the order of {uq /u, )

for lattice resistivity, which behaves like T and T,
respectively, at low and high temperatures. When the
condition U, /UF « 1 is not satisfied, we have to be careful
in expanding II2. In linear limit the result (86), that is
T, =T, is always true, but the Ohmic resistivity due to
phonon

C. Zero-lattice-temperature limit

It is also interesting to discuss the zero-lattice-
temperature limit. When T—+0, the terms with
n (Qq~/T) in force- and energy-balance equations vanish.
Only the electron temperature T, exists in balance equa-
tions. We find the electron temperature T, approaches a
finite value T*=T, (T—&0), which depends on electric
field and impurity resistivity. For U, «uF, the energy-
balance equation and the phonon-induced resistivity at
T~O can be written, respectively, as

r

1 1 Ud y Udf dyf dxy'1+ x n y 1+ x
S F Us

In a similar way we can obtain a and resistivity as
functions of lattice temperature to the order of (Udlu, )

for small U, /UF. The results can be written as
2 pi Ud

3.p U

2

(97)

a= 1+A(ud/U, )

P PB I: 1 +&(&d /U. )'1

with

A= —, . —1+ 1

2g(tF )

1 ~ 1
n

tF

(91) and

(92)

pio 1+
P* g(tF)

P = ——"f dy f dx-y'x 1+ "x
p* 2 Ud o —1 U,

Vd
Xn 1+ x

tF Vs
(98)

and

I

g (tF)
1, 1

n
tF

(93)
If Ud lu, & 1, the integrations in Eqs. (97) and (98) are easi-

ly carried out and we have the solution
'5 2 ' 2 2

p U Ud=0.0134, 1 — (99)
OF p U~ Vg

1+ —,o 24—
g (tF)

1, 1n'
tF

p 4 PiO (Ud/Us)
2

p* 3 p* 1 —(Ud/U, )
(100)

1 1 „1
2 n

g(tF) tF tF
(94)

The impurity resistivity p; is almost equal to its weak-
field value p;o. The electric field E=(p+p;)J can be ex-
pressed as

1

3

B 0.
(95)

For tF «1,

Here, p;o is the Ohmic resistivity due to impurity scatter-
ing. The total resistivity pT =p. +p p o+p when

U, /UF « 1. At high temperature tF &~ 1,

Pio Ud 4 ("d/Us)1+—
p* U, 3 1 —(Ud/U, )' (101)

and

with E*=P*Xeu Ist is easily seen from Eqs. (99) and
(101) that for Ud/v, « 1, or E «E*,

' 1/5 ' 2/5

=0.422 (102)
SF Pi 0

pio 1A= —, —1+
p

'2

3
(103)

pio 1

P' g(tF)

(96)

The most interesting feature is that for small impurity
resistivity the coefficient A is negative in a certain tern-
perature range, i.e., the electron temperature is lower than
lattice temperature. The values of A and 8 for several
different impurity resistivities have been shown in Ref. 24
as functions of T/SF in the case of U, /vF « 1.

Equation (102) is in agreement with the result obtained re-
cently by Arai'5 from carrier temperature model. It
should be noticed that Eqs. (102) and (103) are valid only
in a rather narrow electric field range, depending on the
impurity resistivity p;0/p . When p;O=O they are com-
pletely invalid. However, Eqs. (99)—(101) can describe a
zero-impurity system at vd/U, &1, i.e., when p;o ——0 we
have T*=O, p=O, and E=0 for vd & U, . This means that
in the absence of impurity scattering the current can flow
without resistance up to the drift velocity Ud ——v, at T=0
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K. But once Ud & U, the resistance shows up in our theory.
The calculated results of T*/OF and the phonon-induced
resistivity p/p' have been presented in Ref. 25 as func-
tions of an electric field for different values of impurity
scatterings. It is worth noticing that in the presence of a
finite electric field the phonon contribution to resistivity
does not vanish at T=O K.

10

vs7 — —=0.02
VF

—=0.05T
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D. Electron cooling at low temperatures

The lowering of the electron temperature T, below the
lattice temperature occurs also at relatively large drift ve-
locities. In Fig. 2 we show the calculated temperature ra-
tio a = T, /T and the dimensionless phonon resistivity

p/po as functions of ud/v, for several different impurity
resistivities at u, /uF ——0.02 and T/OF ——0.05. There exist
minima in T, /T curves at ud —u, for relatively clean sam-
ples. For a given lattice temperature T, the lowest T, /T
occurs when the impurity resistivity is zero. The impurity
scattering always increases T, /T, or makes electrons
"hotter, " and therefore the electron cooling happens only
in samples with low impurity concentrations.

The electron cooling occurs usually at low lattice tem-
peratures. In the presence of a finite-impurity scattering,
the lattice temperature range for electron cooling not only
has an upper limit, but also has a lower limit Tm &0. In
Fig. 3 we plot T, /T as a function of dimensionless elec-
tric field E/E* at different temperatures for a system
with v, /uz ——0.02 and a fixed impurity scattering
p;o/p =0.001. We see that when T/OF &2.2X10, the
cooling disappears. For zero-impurity samples, the range
of the electric field in which the electron cooling exists
vanishes when T~O. Therefore, at finite electric field

07-

0.5
10

I

10
I

10
I

So' 10

the electrons always become hot and T, approaches a fi-
nite limit T* when T~O.

Another interesting feature is the impurity dependence
of the phonon-induced resistivity, as can be seen in Fig. 2.
This results from the variation of the electron temperature
with impurity.

VI. RESULTS DUE TO ACOUSTIC-
AND OPTICAL-PHONON SCATTERINGS

In this section we shall discuss acoustic-phonon scatter-
ing, optical-phonon scattering, and combined acoustic-
and optical-phonon scattering in a wide range of tempera-
tures. In these cases the variation of chemical potential
with electron temperature T, must be taken into account.
For a single-band system with fixed electron density X,
the chemical potential e/ can be determined as a function
of T, by the equation

E/E'
FIG. 3. Temperature ratio T, /T is shown as a function of

dimensionless electric field E/E for a system with
v, /v~ ——0.02 and p;o/p*=0. 001. The number &10 is the
value of T/OF for a nearby curve.

2-
%=2+

k exp[(Ek E/)/T, ]+—1 (104)

A. Acoustic-phonon scattering

07-
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0.3
0

I

0.2 0;4

3 Pio/P 4 " 10

4 —pi~/ p+ = 1 ~10
I
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I
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For acoustic-phonon scattering it is convenient to intro-
duce a temperature-dimension parameter:

2Os=rnUs ~ (105)

which is about 1 K if u, =5&&10 cm/sec and m=0. 6m,
(m, is the free-electron mass). We shall also use the di-
mensionless temperature

Vd

Vs

FIG. 2. Temperature ratio T, /T and the dimensionless
phonon-induced resistivity are shown as functions of vd/v, at
several different values of impurity resistivity for systems with
v, /v~ ——0.02 at T/O~ ——0.05. Zero-field phonon resistivity

p0 ——1.94)& 10 p*.

(106)

in the formula.
The electric resistivity p and the equivalent energy

transfer resistivity p~ due to acoustic phonon can be writ-
ten in the form



1122 X. L. LEI AND C. S. TING 32

us
p=p, at, d

vent mvs

vs
pE= —p atg fd

v

mvs

3

fdx xP2(q, too+Q, )[n(Q, /T) n—((too+Q, )/aT)],

3

fdx P2(q, too+Q, )[n(Q, /T) n—((coo+Q, )/aT)],

(107)

(108)

where coo ——qv~x, x is the cosine of the angle between q
and vd, and

and then
4

f7' us E)
8~'Ch'e'

4
3 vs

64 uF
(109)

In writing Eqs. (107) and (108) we have used the deforma-
tion potential for the electron-acoustic phonon matrix ele-
ment and the Debye spectrum for phonon dispersion:
Q, =v, q. In this section we assumed the acoustic phonons
are the only scatters and therefore the energy-balance
equation is

p —PE=0 . (110)

Most of the experimental investigations on nonlinear
transport were carried out for semiconductors, in which
the carriers in thermal equilibrium obey the Maxwell-
Boltzmann distribution. For a single-band system with
fixed electron density N, this happened at high electron
temperature T, =aT »ez ———,

'
mvF (ez is the Fermi ener-

gy at T, =0 K) so that the chemical potential ef becomes
negative and

~
ef

~
/T, &&1. In this case,

3/2
2m'

(111)
2 Pl Te

and the function P2(q, to) reduces to

P2(q, co) =e exp
I q neo

2' Te 2 q

'2

2

—exp
1 q 172 6)

2' Te 2 q
+

(112)

vs

where

For conventional semiconductors, Eq. (111)is also valid if
~ ef ~

is considered to be the distance between the bottom
(or top) of the conduction band and the chemical poten-
tial.

We discuss the solutions of the energy-balance equation
(110) under the condition that at, »1 in the Maxwell-
Boltzmann case. To the lowest order of the expansion in
(at, ) ', the energy-balance equation reduces to

2
vd 6a t,3 3

—3, (113)S a, t,

vd

8t, u,
(116)

The dimensionless resistivity p/po for a single-band model
at at, )~ 1 can be expressed as

with

p S(a, t, )

pu 2a'~'g, (t, )
(117)

r

(y —1)'
g, (t, )= exp

0 2t [ n'(2y/t, )—]dy, (118)

which, for t, » 1, can reduce to

g, (t, )=t, .

Therefore, when a/t, » 1 and t, » 1, we have

p =I.88
po

(119)

(120)

for a single-band system. By combining Eqs. (116) and
(120) we can easily obtain the relation between a= T, /T
and the electric field E=pNeud ..

' 1/S ' 4/5
'=05 '

(121)
s 0

which is valid for T/0, » 1 and E/Eo » 1. Here
E Op Ne0,=ulup opo is the carrier mobility in the
zero-field limit. Equation (121) is different from that de-
duced by carrier temperature model. The latter predicts a
linear dependence of T, /T on electric field with a
temperature-independent coefficient. '

In the general case we have, for a single-band system
with parameters u, /u~ =0.02 and 0.5, calculated the tem-
perature ratio a= T, /T and dimensionless phonon resis-
tivity p/po as functions of ud /u, at different temperatures.
The results are shown in Figs. 4 and 5. The temperature
variation of the chemical potential is included in the cal-
culation. In Fig. 5 the curves for udlu, &2 are almost
identical with those calculated in the Maxwell-Boltzmann
limit, while most curves of Fig. 4 are in degenerate and
intermediate cases. In both cases the electron temperature
can increase to more than 100 times the lattice tempera-
ture when v~/vs -5. Yet, at relative low-temperature
electron cooling occurs for u& (v, .

2/(2at )S(a, t, )= f e 'y coth —dy .
0

If, at the same time alt, » 1, we have

S(a, t, )=3 (at, ) ~

2

(114) B. Optical-phonon scattering

The spectra of an optical phonon and an acoustic pho-
non are quite different a6d the q dependence of the matrix
element of the electron —optical-phonon interaction is also
different from that of the electron —acoustic-phonon in-
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FIG. 4. Temperature ratio T, /T (solid lines) and the dimen-

sionless phonon-induced resistivity (dashed lines) are shown as
functions of Uq/v, at several different lattice temperatures for a
system with v, /v~ ——0.02. The scattering is entirely due to
acoustic phonons. The riumbers near the curves are the values
of T/O, .

Vd

vs
FICx. 5. Temperature ratio T, /T (solid lines) and the dimen-

sionless phonon-induced resistivity (dashed lines) are shown as
functions of Ud/U, at several different lattice temperatures for a
system with U, /U~ ——0.S. The scattering is entirely due to acous-
tic phonons. The numbers near the curves are the values of
T/O, .

Qqp ——0, . (122)

For the matrix element of electron-nonpolar optical-
phonon interaction we use

(123)

where D is the shift of the band edge per unit relative dis-

teraction. These make the behavior of the temperature ra-
tio and resistivity due to optical-phonon scattering as
functions of drift velocity significantly distinct from those
discussed in the above subsection. As is usually done in
the discussion of optical-phonon scattering, we take the
optical mode frequency as a constant (the Einstein model):

placement of the two sublattices relative to the optical
mode.

In describing optical-phonon scattering, it is convenient
to introduce temperature and velocity parameters 0, and
u„defined by

2e,=mu, =Q, , (124)

in which m is the effective mass of the charge carriers.
%'e shall also use a dimensionless temperature

(125)

in the following expressions.
The electric resistivity p and the equivalent energy

transfer resistivity pE due to optical-phonon scattering
are, respectively,

"o
p=p ut - d

muo fdx xP2(q, co,+Q, )[n (Q, /T) —n((~o+Q, )/aT)] (126)

p@ —— p,'at, fd — fdxP2(q, cop+Q, )[n(Q, /T) n((cuo+Q, )/aT—)] .
mu, mu,

(127)

Here,
m 'V~2

po (128)

If we assume optical phonons are the dominant scatterers,
the energy-balance equation will be the same form as Eq.
(110):
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current density is almost unchanged. In Fig. 7 we plot the
temperature ratio a= T, /T, the acoustic-phonon-induced
resistivity p, and the optical-phonon-induced resistivity p,
as functions of vd/v, at T/$, =0.2 for a single-band sys-
tem with v, /v~ ——1, v, /v, =0.04, and p*, /p' =80. At
small current density (ud /v, & 0.3), p, &p, and the
electron-acoustic-phonon interaction is the major- scatter-
ing mechanism, at relatively strong current density
(0.4 & vd/v, & 0.9) optical phonon dominates the contribu-
tion to resistivity, in agreement with conventional under-
standing. However, if vdlv, gets higher, the role of
acoustic phonon will once more become important.

VII. DYNAMIC COULOMB SCREENING
FOR SEMICONDUCTORS

One of the major advantages of the present approach to
nonlinear transport is the easy inclusion of carrier-carrier
interaction. In this section we shaH present some results
obtained from the force- and energy-balance equations
(64) and (67) for semiconductors by including the
electron-electron interaction dynamicaHy under the
random-phase approximation. In semiconductors the
carrier-carrier interaction is weakened due to the large
dielectric constant e of the lattice. For these systems the
Coulomb potential vc(q) in Eqs. (9) and (62) should be

2

(135)

acoustic-phonon scattering and then the case for com-
bined charged impurity and acoustic-phonon scattering.

A. Pure acoustic-phonon scattering

For acoustic-phonon scattering the temperature ratio
a = T, /T and dimensionless resistivity p/po
[po ——p(vd~0)] as functions of vd/v, for systems with
v, /v~ ——0.02 and 0.5 are calculated at several different
temperatures. The results are shown in Figs. 8 and 9.
The bare electron-phonon matrix element (it includes the
screening by all the electrons except the current carriers)
is taken to be the deformation potential, and the variation
of the chemical potential ef with electron temperature T,
is included according to Eq. (104). The magnitude of the
parameter A,, =e /(4' eeov, ) is selected to be 15.0, which
is about the values for Ge and Si. By comparing Figs. 8
and 9 with Figs. 4 and 5 obtained by neglecting carrier-
carrier interaction, we see that the appreciable change
happens mainly at relatively low drift velocities. For ex-
ample, the weak current resistivities po in the case without
Coulomb screening are equal to 3.36, 2.06, and 1.84 times
those with Coulomb screening for T/0, = 10, 20, and 40,
respectively, at v, /vz ——0.02, and equal to 17.8, 3 44, and
1.16 times for T/O, =0.8, 2.0, and 10.0, respectively, at
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FIG. 7. Temperature ratio T, /T, acoustic-phonon-induced
resistivity p, and optical-phonon-iriduced resistivity p, are
shown as functions of uq/u, for a system with u, /uF ——1 and
p*, /p*=80 at lattice temperature T=0.28,. The scatterings
are due to combined acoustic and optical phonons.

0.7—
0.5

0

Vd

vs
FIG. 8. Temperature ratio T, /T and the dimensionless

phonon-induced resistivity are shown as functions of ud/u, for a
system with u, /uF ——0.02 at several different lattice tempera-
tures. The scattering is entirely due to acoustic phonons. The
dynamic effects of carrier-carrier interaction are included with
the parameter A,, =e2(4+eeou, )=15. The solid lines are for
T, /T and the dashed lines for p/po. The numbers near the
curves are the values of T/0, .
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v, /vF ——0.5. The electron cooling in the case with
Coulomb interaction is more pronounced than in the case
without Coulomb screening. On the other hand, the
high-field descreening effect clearly exhibits when
vd /v~ & 1.5: both the temperature ratio T, /T and the
electric resistivity p are almost identical in Fig. 5 and Fig.
9 for 3 & vd /v, & 5.

B. Combined charged-impurity
and acoustic-phonon scattering

It is also interesting to investigate the combined
charge-impurity and acousti. c-phonon scattering in a wide
range of electron temperature with dynamic Coulomb
screening. The bare-electron —impurity potential is as-
sumed to be u (q) =Ze /(eeoq ). In Fig. 10 the tempera-
ture ratio a, impurity-induced resistivity p;, phonon-
induced resistivity p, and total resistivity pz- ——p;+p are
plotted as functions of vd/v, at two different tempera-
tures T/0, =30 and 88 for a system with v, /vz ——1.3,
A,,=15, and p; /p,*=10.Here,

nm Ze
16' e eQV

(136)

and p,
' has been given in Eq. (109). The variation of the

chemical potential ef with electron temperature is includ-
ed. The impurity-induced resistivity decreases with in-
creasing vd/v, and phonon-induced resistivity increases.
For weak current density and at low temperatures the im-

1

0.7—
0.5

0
Vg

Vs

FKJ. 9. Temperature ratio T, /T and the dimensionless
phonon-induced resistivity are shown as functions of vd /v, for a
system with v, /vF ——0.5 at several different lattice temperatures.
The scattering is entirely due to acoustic phonons. The dynamic
effects of carrier-carrier interaction are included with the pa-
rameter A,, =e /(4n eeov, )=15. The solid lines are for T, /T
and the dashed lines for p/po. The numbers near the curves are
the values of T/0, .

Vg

vs

FIG. 10. Temperature ratio a = T, /T, impurity-induced
resistivity p;, acoustic-phonon-induced resistivity p, and total
resistivity p&

——p;+p are shown as functions of vd/v, for a sys-
tem with v, /vF ——1.3, A,, =15 and p*;/p, =10' at two different
lattice temperatures. The numbers near the curves are the
values of T/0, .

purity scattering may dominate the contribution to the to-
tal resistivity, but for high current density the phonon al-

ways plays a major role.
As was discussed in Ref. 19 this kind of behavior for

impurity resistivity occurs only in the case of T, &cF
(Maxwell-Boltzmann case). For degenerate case T, ~&sF,
impurity resistivity increases with increasing vd. In Fig.
11 we plot a, p;, p, and pr as functions of vd/v, for a sys-
tem with v, /vF=0. 5 and p,"/p,*=10 at T/0, =2 and 4.
Impurity resistivity shows an increase at beginning, then
reaches a maximum before it decreases with increasing
vd/v, . This behavior indicates a transition from degen-
erate case to Maxwell-Boltzmann case as vd /v, increases.

VIII. DISCUSSIONS

%e have developed a new approach to nonlinear elec-
tronic transport in the presence of a static electric field for
systems in which the electron-electron interaction,
electron-phonon interaction, and electron-impurity
scattering are assumed to exist. The starting point of our
method is to separate the center-of-mass variables from
the relative variables of the electrons in the Hamiltonian.
This separation enables us to differentiate the thermal
motion of the electron system from its drift motion. The
fact that the electric field acts only on the center of mass
and the relative electrons are coupled with the center of
mass and with phonons only via the electron-impurity and
electron-phonon interaction make it possible to introduce
an electron temperature T, for the nonequilibrium elec-
tron system, which is in a steady transport state in the
presence of an electric field, as a measurement of its inter-
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FIG. 11. Temperature ratio n =T, /T, impurity-induced
resistivity p;, acoustic-phonon-induced resistivity p, and tota1
resistivity p~ ——p;+p are shown as functions of u~/U, for s sys-
tems with U, /v~ ——0. 1, A,,=15, and p*;/p,*=10"at two different
1attice temperatures. The numbers near the curves are the
values of T/0, .

1 —Ho/T
po= z (137)

nal energy. The electron temperature T, is defined as the
therm odynamical temperature of an isolated system,
which can be obtained from the electrons in relative coor-
dinates by turning off the electron-phonon and electron-
impurity interaction after the system has reached the
steady state. For these decoupled electron and phonon
systems it is natural to have two different temperatures
(T, and T), and this is used as the initial condition of the
density matrix describing relative electrons and phonons.
To the first order of electron-impurity and electron-
phonon interactions the solution of the Liouville equation
for density matrix is obtained and the momentum- and
energy-balance equations are derived.

Unlike the case of the carrier-temperature model, in
which the "electron temperature" is introduced as a pa-
rameter in an ad hoc distribution function (usually an
equilibrium-form distribution function) for nonequilibri-
um transport electrons, we have not assumed any distribu-
tion function for them. The functions f (x) and n (x) in
the expressions (64) and (67) for frictional force and ener-

gy transfer rate come from the summation of Matsubara
frequencies over the electron and phonon Green's func-
tions. It is worth noticing that the Hamiltonian we used
for the decoupled electrons and phonons is H, +H~h [see
Eqs. (7) and (18)], not Ho =H, +aH~h. The use of Ho is
only a mathematical trick which permits us to apply the
standard Green's function technique in deriving the
relevant equations. The resultant equations are not depen-
dent on how to choose Ho. In fact, the initial density ma-
trix po can also be written as

with Ho y——H, +H~h and y=T/T, . In Appendix C we
show that exactly the same equations can be derived when
starting from Eq. (137) and by the use of Ho.

In the conventional Boltzm ann theory of phonon-
induced resistivity, the phonon system is generally as-
sumed to be in the equilibrium state. The present ap-
proach is in fact free of this assumption. The phonon
temperature T, which can be defined as the thermo-
dynamical equilibrium temperature of the phonon system
when the electron-phonon interaction and lattice —heat-
bath interaction are turned off, is a measurement of its
internal energy. This temperature can, in principle, be
determined in the same way as we did for relative elec-
trons as long as we take the phonon —heat-bath interaction
into account and deduce the energy-balance equation for
the phonon system. If the phonon system is near enough
to equilibrium that we can approximately define a ther-
modynamical temperature for it, our T will be equal to
that temperature. Otherwise, the thermodynamical tem-
perature loses its meaning. Our definition for T, however,
is still valid, which acts as one of the important features
of a steady-state-transport electron-phonon system.

One of the interesting predictions from the present ap-
proach is the possible cooling of electrons for low impuri-
ty samples in a certain range at low temperatures when
the drift velocity is near the sound speed. This arises
from the direct influence of drift velocity (therefore, elec-
tric field) on the frictional force and the energy transfer
rate from electrons to phonons. Previously, it was gen-
erally believed that the energy can transmit from electrons
to lattice only when the electron temperature is higher
than the lattice temperature and the energy transfer rate
increases with increasing electron temperature so that T,
is always higher than T in the presence of an electric
field. ' ' This is a traditional heat-transfer idea. In the
present theory, this is true only when U~ ——0. As we point-
ed out in Sec. IV, when v~

——0, the energy transfers from
electrons to phonons if T, ~ T and from phonons to elec-
trons if T, &T, in agreement with the concept of heat
transfer When .U~&0, however, both the frictional force
and the energy transfer from electrons to phonons depend
on the temperatures and drift velocity in such a way that
under certain conditions the energy transfer from elec-
trons to phonons is still possible even when the electron
temperature T, is lower than the lattice temperature T
and the energy balance is achievable only when T, & T.

The essential feature of the present approach is its sim-
plicity in mathematical structure, so that the numerical
labor involved is kept minimal. Moreover, since many-
body (electron-electron) interactions only affect H, and
thus are entirely included in the electron density-density
correlation function II(q, co), .its effect can easily be taken
into account by the diagrammatic method. The calcula-
tion presented in Sec. VII under the random-phase ap-
proximation has clearly shown the simplicity and effec-
tiveness of the present approach

In this paper we performed numerical calculations only
for an isotropic electron system with parabolic band, as-
suming the simplest phonon dispersion and electron-
phonon matrix element. For convenience and definiteness
we presented the results only for the systems with fixed
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carrier density X. They are easily modified to be applic-
able to, for example, semiconductors where the carrier
density is temperature dependent, if the temperature-
dependence of the carrier density N(T, ) is included in the
calculation. Nor are there principle difficulties in apply-
ing the present method to more complicated band-
structure, phonon-dispersion, and electron-phonon in-
teractions.

Finally, the present approach can be extended to inves-
tigate the nonlinear electronic transport in the presence of
both an electric field and a magnetic field. This project is
in progress and the results will be presented in a separate
publication.

APPENDIX A: CALCULATION OF (H, }

According to Eqs. (15), (27), and (29), we can express

(H, ) as

(H, ) = —in;g
~
u(q)

~
(ak+ —ak) (k, q, cop)

q, k

q ~)
I (ak+q

q, A, ,k

&& [ A {k,q A, , coo—(1—a)Qqp}

+A+{k,q A,, coo+(1—a)Qqk)] . (Al)
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Here coo=—q vd and

II(k, q, co) = f e'"'II(k, q, t)dt,

A (k, qA, ,co)= f e' 'A (k, qk, , t)dt,

A+(k, q A, ,co)= f e'"'A+(k, q k, t)dt,

with

(A2)

(Aj)

II(k, q, t) =g((ck+q (t)ck~(t)
~
ck(0)c„+q(0))), (A4)

A (k, q A, , t) =g((bq~(t)ck+q~(t)ck~(t)
~
bq~(0)ck (0)ck+q~(0) )),

A+(k, ql, ,t)=g((b q~(t)ck+q (t)ck (t)
~

b qk(0)ck (0)ck+q~(0))) .

(A5)

By introducing the corresponding Matsubara Green s functions, performing the summation over the imaginary frequen-

cy, and doing the analytical continuation, we find, for the imaginary part of A and A

A2 (k qX coo —(1—a)Q, ,)=ImA-(k qX ~o —(1—a)n„)

=II2(k, q, coo —Qq~)[n(Qq~/T) —n((Qq~ —cop)/aT)], (A6)

A2 (k, q A, , cop+(1 —a)Qqk) =—ImA+(k, q A, , cop+(1 —a)Qqk)

= II2(k, q, cop+ Qq &)[n(Qq &/T) n((Qq g+—cop)/a T}]. (Aj)

~ ~ ~

Here, II2(k, q, co) is the imaginary part of II(k, q, co).
Under the random-phase approximation it can be ex-
pressed as

II2(k, q, co)
II2(k, q, co) =

[1—Uc(q) II~(q, co)]'+ [Uc 112(q,co)]'
(A8)

II2(q, co) =QII2(k, q, co)
k

are just the real part and the imaginary part of the
electron density-density correlation function without
Coulomb interaction. The expression for II2(k, q, co) is

II2(k, q, co) =2m [f(ak, T, ) —f(ak+q, T, )]

where X5(co—ak+ak+q) . (A 10)

11&(q,co) =+II)(k,q, co)
k

and

Only the imaginary parts of II, A, and A+, are relevant
to Eq (Al), and t.he 5 function in Eq. (A10) enables us to
write Eq. (Al) as
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(H, ) = —n;g
~
u(q)

~

coo112(kqcoo) —g )M(qA) ( [(coo—Qqg)A2 (kqk, , coo —(1—a)Q g)
q, k q, k, ,k

+ (coo+ Qqg)Aq+(k, q I,, coo+ (1—a)Qq&) ]

= —n;g ~
u(q)

~
co0112(q,coo)+g[( Qq~ —coo)A2 (qA. , coo (—1 —a)Qq~)

q q, A,

—(Qqx+coo)Az+(q A, , coo+(1—a)Qqq)] .

Here,

A2 (qi, ,co)=QAq (k, qA, ,co),
k

Ap+(q A.,co) =gAp (k, q A., co) .
k

%'e finally obtain

(A12)

& H. & = —n~+ I
u (q)

I
'~OII2(q, ~o) —2+ I M(q, ~)

I
'(~o+Qq~)II2(q ~0+Qqz)[n(Qqx/T) —n((coo+Qq, )/aT}] .

(A13)

APPENDIX 8: CALCULATION OF (Hph )

From Eqs. (14), (27), and (29)

(H ) =/y
~
M(q A, )

~

'Q
q, A,

X[ ((b„„(t)p (t)
~

b (t')p (t')))

i (1—~)Q ~(g t')
«b- ~ (t)p, (t)l b, (t')p (t')))]d '

=i+ ~M(q, A, )
~ Qqz[A (q A, , coo (1—a)Q q) —A+—(qA, , coo+(1—a)Qq~)]

= —g ~
M(q 1,)

~
Qqx[Az (q A coo —(1—a)Qqz) —A2+(q A, , coo+(1 —a)Qq~)],

q, A,

with coo=q, ud. By the use of Eqs. (54) and (55) and the
symmetrical property of II2(q, co), we have

(H~h) =2+
~
M(q, A, )

~
Qq~i12(q, coo+Qq~)

By defining

iHot —iHota„(t)=e Ht e (C4)

q, A,

X[ n( Q~q/T) —n((coo+Qq~)/aT)] . (82)

APPENDIX C: DERIVATION OF BALANCE
EQUATIONS BY A DIFFERENT SELECTION

OF Ho

The initial density matrix po can also be written in the
forGl

Eq. (24) can be written as

i (1—y)H, (t' —&)

p( t) =pa ' e [Hri'(t —t) po]
—i (1—y)H (t' —g)X ' dt'

. (C5)

and the statistical average of a dynamic variable A, at
time t can be expressed as

(A, )=(A, ),+ f ((AIr '"' "(t) ia„(t')))dt'.

with

—H /T $ —0 h/T i —Ho/T

Zg Z h Z (C 1)

A Ir " (t')—:exp(iaot')Ap 'exp( iHot')—

(C6)

and

Ho =—yH, +Hph

(C3)

3 ',r "=exp[i(y —1)H,~]A,exp[ i (y —1)H,—~] . (CS)

The expectation value of the total force acting on the
center of mass now can be written as
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(P„)=NeE in; g ~u(q)
~ q„f e'q (''" "']e "+q ((cq+q (t)ck~(t) ~ck (0)ck+q (0)))

q, k, cr

~
I( g) (

2 eiq [R(i) R—(t )]'r t+q t
q~ )

9'x

q, A, ,
k

X [ ((b, &(t)c &+q (t)ck (t)
~
b, ~(t')c„(t')c&+q (t') ))

+((b q~(t)c k+q (t)ck~(t)
~

b q&(t')c k (t')cq+q (t')))], (C9)

bqz(t)=e bq, e

bq, (t)=e'""b",,e
' "

lHp t —I'Hp t
cz (t)=e cj, e

iHpt g
—iHpt

cg (t)=e cg e

In writing Eq; (C9) we have utilized the property that
iH t —sH t ~ I (c& —c&)t

k+qo. ko. ~ k+qo ko
k, o. k, o.

which can be verified from the commutation relation (16). In steady state, Eq. (C9) can be expressed as

(P„)=XeE+F(Ud)

with

(C10)

(Cl 1)

(C12)

P(Ud ) = —in;g
~

u (q)
~

q„II(k,q, iop+(1 —y)(ez+ —e],))
q, k

I M(q i(, )
~ q [A. (k qiL. i'pp+(1 —p)(~k+ —&],))+A+(k, qg, happ+(I —g)(eg —sk))] .

q, A, ,k

Here,

11(k,q, cp) =f e'"'II(k, q, t)dt,

(kq~~) =f e' 'A (kq A t)dt,

A +(k,q ~,~p) =f '"e'A (+k, q it()dt,

with

Il(k q t)=g((cj,+q (t)cj,~(t)
~
ck (0)cz+q (0))),

(C13)

(C14)

(C15)

(C16)

«, q, t)=g((bq&(t)ck+q (t)c~ (t) ~b, z(0)ckt (0)c„+, (0))),

A+(k, q, t)=g((b q~(t)ck+q (t)ck (t)
~

b q~(0)c k (0)ck+q~(0))) .
(C17)

Similarly, II(k, q, ~), A -(k, q A, m), and A+(k, q A, M) can be calculated by means of corresponding Matsubara Green's
functions: ~(k, q, t ~ ) ~ (kq ~,&~ ), and & (k, q A, ,~'co, ), whose definitions are almost the same as those in Sec. I&, ex-
cep«hat now ~„=2~» (~=0, +1,. . . ) and Hp there should be replaced by Hp. Now

(k, qk, ice ) = —T QP(k, qA, , imp„icos)D(q A, imp), — ,

(C18)

with
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D(q, ico„)= .
1

1COp —Qq g

After performing the summation over the imaginary frequencies and performing the analytical continuation

II(k, q, co) =K(k, q, ico ) /;„„+,.s,
A (k,qk, co), =A(,k, qk, ico ) ~;

A+(k, qA, ,co) =A;+(k, q A, i co, „)~;„

we obtain the expression for the imaginary parts of A and A +:

A2 (k, q A, co),—:ImA (k, qA, co), =%2(k,q, co —Qz~)[n(Qq~/T) —n((Qqg co)/—T)],

A 2+(k, q A, c)o=,ImA—+(k,q A, ,co) =rrp(k, q, co+Q q A)[ n, (Qqg/T) —n((Qqg+co)/T)] .

(C19)

(C20)

(C21)

Now, %2(k, q A.,co) is the imaginary part of the electron density-density correlation function %(k,q A, ,co) in the equilibrium
system described by Hamiltonian yH, and at temperature T (lattice temperature). In the absence of electron-electron
Coulomb interaction the real part and the imaginary part of this function are, respectively,

II ~(k, q, co) =2f(yc~, T) ~—X~k+q+'V~k

II2(k, q, co) =2~[f(ycg, T) f(yck+q, T—)]5(co—yck+ycj +q) .

%'hen including the Coulomb interaction between carriers under random-phase approximation, we have

IIp(k, q, co )
II2(k, q, co) =

[1—uc(q)II, (q, co)] +[uc(q)112(q, co)]

in which

(C23)

(C24)

II~(q, co) =+II~(k, q, co),
k

II2(q, co) =QII2(k, q, co) .
k

(C25)

From Eqs. (C22)—(C24) and f(yck, T)=f (cz, T, ), it is easily seen that

112(k, q, co + ( 1 —y )( ck ~ cg ) ) 11p( k, q, co ) (C26)

the electron density-density correlation function defined in Sec. IV. On the other hand, according to Eq. (C21) we have

QA2 (k, q A, , cop+(1 —y)(cg+q —cg))

=QIIq(k, q, cop Q~g+(1 —y—)(ck+„—cq))[n (Qq~/T) —n([Qq~ —cop —(1—y)(cq+q —ck)]/T)]
k

=QII2(k, q, cop —Qq~)[n(Qqx/T) —n(y(Qqx —cop)/T)]=II2(q cop —Qqz)[n(Qq~/T) —n((Qqx —cop)/aT)] (C27)

QA2 (k, qA, ,cop+(I —y)(ck+q —ck))
k

=+112(k,q, cop+Qqq+(I —y)(c~+q —ck))[n (Qq~/T) —n([Q~q+cop+(1 —y)(c~+q —c~)]/T)]
k

=+112(k,q, cop+Qz~)[n(Qqq/T) n(y(Qq~+cop—)/T)] =II2(q, cop+Qq~)[n ( ~Q~T/) n((Qq~+cop)/a—T)) . (C28)
k

Therefore, Eq. (C13) is exactly the same expression as Eq. (64) in Sec. IV.
Similarly, we can verify that the expressions of (H~h ) and (H, ) calculated according to Eqs. (CS) and (C6) are exact-

ly the same as those obtained in Sec. IV. This confirms that the balance equations we obtained there are not dependent
on the way to derive them.
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